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a b s t r a c t

Laminar burning velocity of lean hydrogen + air flames at standard conditions is still a debated topic in com-

bustion. The existing burning velocity measurements possess a large spread due to the use of different mea-

surement techniques and data processing approaches. The biggest uncertainty factor in these measurements

comes from the necessity to perform extrapolation to the flat flame conditions, since all of the previously

obtained data were recorded in stretched flames. In the present study, laminar burning velocity of lean hy-

drogen + air flames and its temperature dependence were for the first time studied in stretch-free flat flames

on a heat flux burner. The equivalence ratio was varied from 0.375 to 0.5 and the range of the unburned gas

temperatures was 278–358 K. The flat flames tended to form cells at adiabatic conditions, therefore special

attention was paid to the issue of their appearance. The shape of the flames was monitored by taking OH∗

images with an EM-CCD camera. In most cases, the burning velocity had to be extrapolated from flat sub-

adiabatic conditions, and the impact of this procedure was quantified by performing measurements in H2 +
air mixtures diluted by N2. The effect of extrapolation was estimated to be of negligible importance for the

flames at standard conditions. The measured burning velocities at 298 K showed an important difference to

the previously obtained literature values. The temperature dependence of the burning velocity was extracted

from the measured results. It was found to be in agreement with the trends predicted by the detailed kinetic

modeling, as opposed to a vast majority of the available literature data.

© 2015 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
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. Introduction

Since the early studies comparing measurements of the flame

ropagation in hydrogen + air mixtures and model predictions, e.g.,

1,2], it was observed that even when a model agrees well with ex-

erimental results over a wide range of equivalence ratios, important

isagreement remains for very lean near-limiting flames. Significant

pread in the experimentally determined burning velocities obtained

efore 1980’s was attributed to the impact of stretch and curvature,

ecause all popular methods for measuring burning velocities, such

s Bunsen burner or spherical flames, explored non-planar flame con-

gurations. Nowadays, the importance of stretch correction in the in-

erpretation of experimental data obtained in spherical or counter-

ow flames is well recognized, yet alarming disagreement is still not

esolved [3,4]. This remaining disagreement in experimental deter-

inations means that evaluation of the kinetic models at these con-

itions is highly uncertain.

Remaining scattering of the stretch-corrected burning velocities,

L, obtained in lean hydrogen + air flames is illustrated in Fig. 1,
∗ Corresponding author. Fax: +46462224542.

E-mail address: vladimir.alekseev@forbrf.lth.se, hedgefog@gmail.com (V.A. Alek-
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hich shows available data [5–23] at standard conditions, i.e., pres-

ure of 1 atm and unburned gas temperature Tg = 298 K, and mod-

ling results obtained with two recent hydrogen models [24,25]. The

olor codes denote the measurement method and stretch-correction

odel implemented: green – spherical flame, linear model [26]; blue

spherical flame, non-linear model of Kelley and Law [27]; red –

ounterflow burner, linear model (LM) originated from [28]; orange

counterflow burner, non-linear extrapolation (NLM) based on the

tudy of Tien and Matalon [29] for the data of Das and Sung [22], and

n the work of Wang et al. [30] for the data of Park et al. [23].

It is well known that lean hydrogen flames, even subject to stretch,

re highly unstable. Bradley et al. [11] go as far as questioning the

tility of SL for these unstable flames, especially at high pressures.

ormation of flame balls, an extreme limit of evolution of cellular

nstability, was suggested [31] to explain flame propagation beyond

he theoretical 1D flammability limit, that was substantiated in mi-

rogravity experiments [32]. In contemporary experiments designed

or measuring burning velocity in closed vessels (bombs), the onset

f cellularity can be identified using shadowgraphy [11], Schlieren

r tomography [18] techniques, and the propagating cellular flames

re not considered in the data processing. The occurrence of cellu-

arity limits the range of available raw data from these experiments

o flames with relatively low radii and high stretch. This and other
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Fig. 1. Laminar burning velocity of H2 + air flames at standard conditions (Tg = 298 K,

p = 1 atm). Symbols: experiments, lines: calculations using models from [24,25]. The

source of experimental data: green - Taylor [5], Karpov et al. [6], Aung et al. [7], Kwon

and Faeth [8], Lamoureux et al. [9], Verhelst et al. [10], Bradley et al. [11], Burke et al.

[12], Hu et al. [13], Kuznetsov et al. [14], Krejci et al. [15], Sabard et al. [16]; blue -

Dayma et al. [17], Varea et al. [18]; red - Egolfopoulos and Law [19], Vagelopoulos et

al. [20], Das et al. [21], Park et al. [23]; orange – Das et al. [22], Park et al. [23]. (For

interpretation of the references to color in this figure legend, the reader is referred to

the web version of this article.)
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experimental challenges discussed by Egolfopoulos et al. [33] could,

at least partly, be responsible for the large data scattering depicted in

Fig. 1.

Proper stretch-correction is probably the most important issue af-

fecting the burning velocity derived from counterflow or spherical

flames. Direct comparison of the measurements performed in coun-

terflow configuration by Das et al. and processed using linear [21] or

non-linear model [22] shows that non-linear extrapolation yields SL

about 32% lower when equivalence ratio, φ, equals 0.3. At φ = 0.4,

however, these models produced results closer to each other and to

the measurements of Vagelopoulos et al. [20], see Fig. 1. In the most

recent study of H2 + air flames using counterflow technique, Park et

al. [23] demonstrated that non-linear extrapolation lowers the SL val-

ues significantly in lean flames with φ = 0.32 and 0.45 as compared

to the linear model.

The situation in analysis of spherical flame experiments is even

more upsetting. As was shown in the recent study of Wu et al. [34],

all existing methods for stretch correction in the spherical flame con-

figuration, which was employed to get the vast majority of data in H2

+ air flames, overestimate the laminar burning velocity, and for the

classical linear model [26] the difference can reach up to 60%. Other

effects related to highly diffusive nature of H2 and applicability of the

calculated density ratio between cold reactants and products to con-

vert flame displacement speed into burning velocity were addressed

by Varea et al. [18]. The authors used the technique for direct mea-

surement of the local instantaneous unburned gas velocity [35,36]

(denoted “direct” in Fig. 1) and compared the results obtained to SL

determined with a common approach by assuming jump conditions

across the flame (denoted “indirect” in Fig. 1). It was clearly demon-

strated that these two methods lead to different values of SL, with

the discrepancy increasing when equivalence ratio decreases, even

though the numerical simulations predict similar values for the two

formulations.
To avoid the impact of stretch correction, independent measure-

ents of the laminar burning velocity of H2 + air mixtures using flat

on-stretched flames could be most useful. This was the first goal

f the present study, since no measurements with hydrogen burning

n air and stabilized on the heat flux burner were performed so far.

here are, however, several investigations of SL in diluted H2 flames.

he first experiments in H2 + O2 + N2 mixtures were done by Her-

anns et al. [37]. The authors compared the data obtained in flat

ames to the earlier counterflow measurements of Egolfopoulos and

aw [19]. The amount of O2 in the oxidizer, O2 + N2, was from 7 to

1%, and the equivalence ratio was varied in the range φ = 0.65–3.1.

atna Kishore et al. [38] also used the heat flux method and studied

he effect of dilution by Ar, N2 and CO2 on H2 + O2 flame propagation.

hey found that lean and stoichiometric CO2-diluted flames (65% in

he total mixture) become cellular, whereas Ar and N2-diluted flames

emained flat. For N2, the dilution ratios were similar to [37] and di-

ect comparison to 7.7% O2 flames of [37] showed good agreement in

L. Voss et al. [39] studied diluted H2 flames, adding N2 to the fuel

nd mixing it with air. If expressed the same way as by Hermanns

t al. [37], the studied range covered O2 content from 6 to 17.7%, and

was varied from 0.45 to 1.5. In the absence of stretch, hydrogen

ames stabilized on the heat flux burner are prone to cell formation,

specially at higher pressures. Goswami et al. [40] measured burning

elocities of syngas and hydrogen up to 10 atm, and had to use O2

He oxidizer mixture to suppress cellularity in lean flames. Yu [41]

howed numerically that for a typical burner geometry and operat-

ng conditions, lean (φ = 0.56) H2 + O2 + N2 flame with 18% O2 in

he oxidizer is subject to thermal-diffusive instability. Yu et al. [42]

urther concluded that in order to increase the stability and obtain

n adiabatic flame on a heat flux burner, the flame has to be brought

loser to the burner surface below what was called “a critical stand-

ff distance”. For a mixture of given composition, this can be achieved

y decreasing the unburned gas velocity and moving to sub-adiabatic

onditions. In the present work, special attention was paid to the cell

ppearance in the premixed hydrogen flames due to its possible ef-

ect on SL.

In addition to the spread in SL, observed in Fig. 1, another serious

ssue related to lean H2 + air flames was identified in our recent study

25]. It concerns the temperature dependence of the laminar burning

elocity, commonly evaluated in the form of an empirical power law:

L = S0
L (Tg/T0)

α
, (1)

here S0
L

is the burning velocity at a reference temperature T0 , and

is the power exponent. It was found that for very lean H2 + air

ixtures (φ < 0.5), all available data obtained in spherical vessels

ail to confirm the rise of the temperature exponent α anticipated

lose to the flammability limit and predicted by kinetic modeling.

nly power exponent α extracted from the measurements of Das et

l. [21,22], a single counterflow study performed at elevated temper-

ture, followed the modelling trend, however, with rather high un-

ertainty, since this study [21] was not aimed at revealing the tem-

erature dependence due to very narrow temperature range (25 K).

hus the second goal of the present work was to study the tempera-

ure dependence of SL in lean H2 + air flames with the aim to resolve

he discrepancy observed in [25], and in addition, to identify whether

he temperature exponent α can serve as a criterion of reliability and

onsistency of the burning velocity measurements.

. Experimental details

The laminar burning velocity of lean H2 + air mixtures and its

emperature dependence was determined with the heat flux method

overing the equivalence ratios of φ = 0.375–0.5 and unburned gas

emperatures Tg = 278–358 K. The latter range is conditioned by

he use of water as a temperature controlling agent. The range of
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Fig. 2. Schematic of the experimental setup, not to scale.
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Fig. 3. Cross-section and top view of the heat flux burner head.
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nburned gas velocities, where the flame geometry remains one-

imensional, for the burner configuration employed in the present

tudy was evaluated to be 10 cm/s ≤ Vg ≤ 50 cm/s [43], or below

0 cm/s [44]. Hermanns [45] specified this range to be ≤ 60 cm/s in

elation to the measurements in [37]. These recommendations are as-

ociated with the tolerated increase of the flame surface, typically by

.5%, as discussed by Goswami et al. [46]. In the present work, gas

elocities from 9 cm/s up to 55 cm/s were considered in the deter-

ination of SL of H2 + air mixtures, corresponding to the boundary

alues of equivalence ratio of 0.4 and 0.5, respectively. H2 + air mix-

ures diluted by N2 with O2/(O2 + N2) = 0.1077 were also studied in

he range of equivalence ratios of φ = 0.77–0.97 and unburned gas

emperatures Tg = 298–358 K.

The measurements were performed on the experimental setup

hown in Fig. 2. The essential parts of the current installation are sim-

lar to those described by Bosschaart and de Goey [43], while with

otable differences in the data processing procedure, as will be eluci-

ated in the following. The gases, H2 and air (AGA Gas AB, air compo-

ition 21% O2, 79% N2, H2 purity 99.9%), are fed from the central sup-

ly system, and flow rates are set by Bronkhorst mass flow controllers

MFC), operated from a computer through a LabView interface. Di-

uted mixtures were obtained by mixing air with respective amount

f N2 (AGA Gas AB, purity 99.996%). Buffering vessels are installed up-

tream of the MFCs, damping possible fluctuations in the inlet flows.

or the convenience of ignition and flame control, methane (CH4) is

dded to the mixture at the first stage and is gradually removed be-

ore the start of the actual measurements. For the reliable transfer

etween the equivalence ratios in the flames that can not be directly

bserved, it is performed by a slow step-wise change of the flow rates

ontrolled by the LabView script.

The gases are fed into the plenum chamber of the burner through

long teflon tube allowing time for complete mixing. The required

nburned gas temperature is set by a thermostatic water bath which

reates a circuit around the plenum chamber. For the low temper-

ture measurements at 278 K, the water in the bath was externally

ooled using ice and liquid nitrogen. A second water bath keeps the

emperature of the burner plate at 368 K, through a heating jacket on

he burner head, as shown in a schematic of the burner in Fig. 3.

In a single measurement of the burning velocity, the unburned gas

peed is varied in a certain interval, and when it is increased, start-

ng from some value the flames become corrugated. Since H2 flames

o not emit in the visible region, this process cannot be directly ob-

erved. Therefore, the shape of the flames was monitored by imaging

he OH∗ emission using an EM-CCD camera (Andor Luca DL-604M-

EM) sensitive at λ = 310 nm and a bandpass filter. The transmittance

indow of the filter was ca. 250–400 nm, therefore all H O radia-
2
ion in the product zone was effectively blocked, making it possible

o resolve the flame front. The images were recorded from an angle of

0º (see Fig. 2), so that the instability region could be located on the

urner plate. Due to relatively low signal, the resulting images were

ccumulated over about 10–20 s. Such procedure was possible since

he cells forming in the flame structure were stable in time.

The configuration of the burner used for the present measure-

ents is shown in Fig. 3. It largely repeats the design introduced in

43]. A 2 mm perforated burner plate is attached with thermal glue

o the burner head, which is kept preheated by a water jacket. The

op part of the burner head is insulated from the bottom part and the

lenum chamber with a ceramic ring. The temperature distribution

n the burner plate is monitored by a set of 0.13 mm unshielded T-

ype thermocouples (TC), directly attached to the holes of the burner

late.

In the heat flux method, the adiabatic conditions are achieved

hen heat loss to the burner from the flame, necessary for its sta-

ilization, is compensated by a heat gain to the unburned mixture

hen it enters the preheated burner plate. Van Maaren et al. [47] de-

eloped analytical expression for the temperature distribution in the

urner plate, which was later presented [48] in a simplified form:

¯p(r) = Tcenter − q

4λh
r2, (2)

here Tcenter is the temperature of the central point, q is the net heat

ransfer per unit area to (from) the burner plate, λ is the thermal con-

uctivity of the burner plate in radial direction and h is the width of

he plate. The net heat transfer q is a difference between the heat gain

o the burner plate from the flame (q+) and the heat loss to the pre-

eating gas (q-), i.e.:

= q+ − q−. (3)

The quantity −q/(4λh) is called the parabolic coefficient, C, and it

s the key parameter of the method. It is obtained from the measured

emperature distribution in the burner plate. Consequently, when the

ow rate of the cold mixture is adjusted, it affects q, and adiabatic

onditions, i.e. q = 0, can be identified by observing constant tem-

erature profile in the burner plate (see Eq. (2)). The laminar burning

elocity, SL, is then calculated from the total flow rate set by the MFCs.

he flow surface area A, required to convert the total flow rate into gas
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Fig. 4. Temperature distribution in the burner plate for H2 + O2 + N2 flame (O2/(O2 + N2) = 0.1077) at φ = 0.91, Tg = 318 K and Vg = 33.5 cm/s (black), Vg = 43.9 cm/s (red).

Symbols: experimental, line: parabolic fit with Eq. (2). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 5. Determination of SL from the C(Vg) dependence for two H2 + O2 + N2 flames with O2/(O2 + N2) = 0.1077 at φ = 0.91 and Tg = 298 and 318 K.

t

T

d

o

t

T

fi

o

r

p

w

l

b

n

e

a

s

c

t

velocity, was defined as the area covered by the perforation pattern,

and this area was found to be 5.25% smaller than the upstream burner

cross section area (ID = 3 cm). In the data processing, the surface area

of the perforation was used.

3. Data processing and error analysis

3.1. Determination of SL

A typical procedure for measurements of the burning velocity in

flat flames stabilized at adiabatic conditions consists of determin-

ing the parabolic coefficient C as a function of cold gas velocity Vg.

To illustrate this procedure, Fig. 4 shows two temperature profiles

for a diluted mixture with O2/(O2 + N2) = 0.1077 at φ = 0.91 and

Tg = 318 K. All mixtures with 10.77% O2 in the oxidizer are denoted

“H2+O2+N2” in Fig. 4 and following Figures. The profiles correspond

to sub-adiabatic conditions (Vg = 33.5 cm/s, C = –5.64 K/cm2) and

conditions near adiabatic (Vg = 43.9 cm/s, C = –0.08 K/cm2). The lines

in Fig. 4 represent the fits of the experimental temperature profiles to

Eq. (2) made with a linear regression in T-r2 coordinates. Note that at
he edge of the burner plate, i.e. at r = 1.5 cm, both lines are close to

= 95º C, which is the set temperature of the heating water jacket.

In a typical heat flux experiment, after recording the C(Vg) depen-

ence, the location of C = 0, Vg = SL is found by linear interpolation

f the points in the vicinity of these conditions. Figure 5 illustrates

he process for the same mixture as in Fig. 4 at two temperatures:

g = 298 K and Tg = 318 K. The points used for SL determination are

tted linearly, as shown by the thick green lines. At Tg = 298 K, SL is

btained by interpolation. At 318 K, the flames started to become cor-

ugated around adiabatic conditions, therefore, the super-adiabatic

oint Vg = 45 cm/s was not included into the fitting domain, and SL

as obtained by extrapolation. However, the last sub-adiabatic point

ies very close to C = 0 (see also Fig. 4), i.e., closer than the distance

etween two measured points. The general method of SL determi-

ation is still valid, and in Fig. 5 it is referred to as “transitional” to

xtrapolation. Green dot lines show extrapolation of the fitted line to

ll recorded points with the aim to visualize the behavior of C(Vg) in

ub-adiabatic conditions.

A local linearity of C(Vg) is always assumed, with the parabolic

oefficient sensitivity s, which is the slope of the line, being one of

he main parameters determining the accuracy of the measurements
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Fig. 6. Determination of SL from the cr dependence for H2 + air flame at 318 K and

φ = 0.475 (blue) and H2 + O2 + N2 flame with O2/(O2 + N2) = 0.1077 at 318 K and

φ = 0.91 (red). (For interpretation of the references to color in this figure legend, the

reader is referred to the web version of this article.)
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43]. While it is known that s varies with burner plate material [48],

eometrical parameters (Eq. (2)), and with equivalence ratio [49], it

as also found to be weakly dependent on the type of the fuel for

he case of lower alkanes [49]. The exact functional dependence C(Vg)

or wider sub- and super-adiabatic domains will be presented below,

owever, the assumption of local linearity is sufficient for SL determi-

ation provided that the flame is stable. However, as can be inferred

rom Fig. 5, as well as from the results presented by Bosschaart and

e Goey [43] and by Knorsch et al. [50], C(Vg) becomes non-linear at

ome point below the adiabatic conditions, with the decreasing sen-

itivity s. From Fig. 5 it is evident that if only the lowest sub-adiabatic

elocities were available, SL would be significantly overestimated.

Thus, the non-linearity of C(Vg) becomes important when the lam-

nar burning velocity of H2 + air flames is measured, since for most

f the measured cases (φ and Tg), the flames at adiabatic conditions

ere cellular, or were even never observed due to a break in C(Vg)

inear dependence and noticeable decrease in s. This change occurred

t a point where cells became fully developed and then merged to-

ether to form a labyrinth-like structure (For examples, see images in

upplemental material). Therefore, the burning velocity had to be ex-

rapolated from sub-adiabatic conditions where the flames were flat.

notable observed difference of H2 flames from the hydrocarbon fu-

ls was a decreased value of sensitivity s for the same range of gas ve-

ocities (s = 0.4–0.5 K/cm2 for H2 + air flames at 298 K, which can be

ompared to s = 1–2.5 K/cm2 from, e.g., [49,51], obtained on burners

ith the same geometrical parameters).Therefore, the extrapolation

ad to be performed to a comparably larger interval of velocities, and

on-linearity in C(Vg) might have had a significant effect on extrapo-

ated values of SL.

Bosschaart and de Goey [52] developed an analytical expression

or s based on Zeldovich theory of flame propagation [53], and it was

ound to be dependent on several flame and burner plate characteris-

ics including adiabatic flame temperature Tad and Zeldovich number

e. In the following, C(Vg) and s will be determined based on the ap-

roach of the pioneering work of Botha and Spalding [54], who pro-

osed that the heat transfer to the burner is equivalent to pre-cooling

f the initial mixture if no reactions occur upstream of the burner

urface. From Eq. (2), the total amount of heat transferred to the

urner, Q:

= −4λhA · C, (4)

here A is the burner surface area. Q is equal to the heat released by

ooling the initial mixture by temperature �T:

= − p0

RTg
VgA · cν

p · �T, (5)

here cν
p is the mixture molar heat capacity, p0 is ambient pressure

nd R is the gas constant.

At the same time, the non-adiabatic flame with the heat loss Q

o the burner, as proposed in [54], is equivalent to adiabatic flame at

emperature T ′
g = Tg + �T , therefore, Eq. (1) can be used to write:

′
L = SL

(
Tg + �T

Tg

)α

, (6)

here SL and S′
L

are burning velocities at temperatures Tg and T ′
g , re-

pectively. Finally, since the total mass flow is constant, then:

S′
L

Tg + �T
= Vg

Tg
. (7)

Combining Eqs. (5)–(7), the parabolic coefficient C becomes equal

o:

= p0

4λhR
· cν

p · Vg ·
[(

Vg

SL

) 1
α−1

− 1

]
, (8)
nd the sensitivity s at Vg = SL:

= dC

dVg

∣∣∣∣
Vg=SL

= p0

4λhR
· cν

p ·
(

1

α − 1

)
. (9)

The decreased sensitivity s in H2 + air flames, according to

q. (9), is due to increase of α. As will be shown in Section 4.4, for the

tudied H2 + air flames, α = 3–4, compared to a value around 1.5 in

toichiometric hydrocarbon flames. Eq. (9) also explains the decrease

f s in lean or rich hydrocarbon flames observed in, e.g., [49].

As a result of the need for extrapolation, a modified method of

he data processing was used in the present study. Instead of directly

lotting C as a function of Vg, a normalized relative quantity cr = C/Vg

as used. The approach is based on the work of Botha and Spalding

54], who used a porous plug burner and determined SL by recording

he amount of heat transferred from the flame to the cooling water.

he data were then extrapolated to zero loss conditions. They plot-

ed the heat loss normalized over a volume of fuel and found that the

btained curves were linear in very wide ranges of cold gas veloci-

ies. For the case of the present study, this quantity is equivalent to cr

ince C ∼ q and Vg is proportional to volumetric fuel flow for a given

and Tg. However, Botha and Spalding [54] did not have a possibility

o check the linearity assumption, since an adiabatic flame would not

tabilize on their burner. In the current work, the issue of cr linearity,

nd consequently, the influence of extrapolation on the obtained SL of

2 + air flames were investigated by performing additional measure-

ents in stable diluted flames and linking the two sets of mixtures

ith an approach described in detail below.

Examples of the procedure of SL determination from the mea-

ured cr data is illustrated in Fig. 6 for two cases: H2 + air flame

ith φ = 0.475 and H2 + O2 + N2 flame with O2/(O2 + N2) = 0.1077

nd φ = 0.91, both at Tg = 318 K. In the latter mixture, denoted by

ed circles, a point at conditions very close to adiabatic is available,

hich is not the case for H2 + air flame (blue squares). No super-

diabatic points (cr > 0) exist due to corrugation of the flame and

ubsequent decrease of the slope of the cr dependence. Therefore, the

oints where the flames are not flat had to be filtered out, and based

n the remaining points, SL had to be obtained by fitting the extrap-

lation line. The filtering was done using the corresponding images

f OH∗ emission recorded simultaneously to the parabolic coefficient

easurement. Figure 7 gives an example of these images for the H2 +
ir flame of Fig. 6. The position of the holes blocked by the thermo-

ouples is seen on the images as “dips” in the flame front on the radii

ocated at 60º to each other. Generally, the instabilities start to grow
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Fig. 7. Images of the OH∗ emission in the H2 + air flames at φ = 0.475 and Tg = 318 K for different cold gas velocities Vg . The asterisks denote velocities filtered out due to growing

corrugation.
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at the right side of the burner (Fig. 7c), possibly because the thermal

contact between the burner plate and burner head can not be made

ideally uniform for the present burner design. At that time, most of

the flame is still undisturbed, while with further increase of Vg, the

corrugation spreads over the whole flame front (Fig. 7d). In the data

processing, points with small localized instabilities were considered

in the measurements, since they did not affect the parabolic coeffi-

cient. For instance, in Figs. S9, S10 of the Supplemental Material it can

be seen that cr is linear from 31 to 42 cm/s for the flame at φ = 0.5,

Tg = 278 K, covering flat, locally corrugated and corrugated condi-

tions. The conditions with developed corrugation were filtered out.

For the case of H2 + air flame in Figs. 6 and 7, the points correspond-

ing to Fig. 7a,b (Vg = 38.9 and 39.9 cm/s) were kept and higher veloc-

ities were removed (Fig. 7c,d, Vg = 41 and 42 cm/s). Note that the last

point for the diluted mixture (Vg = 45 cm/s) was also removed due

to the grown instabilities. The noticeable change of the slope in H2 +
air flame occurs at ca. 45 cm/s where cells start to merge with each

other.

In Fig. 6, similarly to Fig. 5, points used for SL determination in H2

+ air mixture are fitted with thick green line, which is further extrap-

olated to cr = 0 (dash-dot green line). For H2 + O2 + N2 mixture, the

extrapolation back to sub-adiabatic flames is denoted with green dot

line to visualize the linearity of cr dependence. Comparing Figs. 5 and

6, it can be seen that the relative parameter cr shows a linear depen-

dence much longer than the original C(Vg). This also follows from the

behavior of Eq. (8), since it can be easily shown that for any a > 0, a

dependency of the form x•(xa–1) has a larger curvature than (xa–1) at

x = 1, where x = Vg/SL from Eq. (8).

The extrapolation was typically performed using 4 experimental

points (if available), which was found to be sufficient to reduce ran-

dom scatter occurred in the recorded cr. On the other hand, in a wider

range cr start to deviate from a straight line due to a systematic non-

linear behavior (see the red symbols and dot line in Fig. 6), therefore,

the lower velocities were also removed from the extrapolation do-

main. In the Supplemental material, the procedure of cr filtering and

SL determination is presented for all considered flames, and the evo-

lution of the cell structure is illustrated by OH∗ images.

For the H2 + air flame in Fig. 6, the corrugation began ∼3 cm/s

before the noticeable change of the slope of C(Vg). Generalizing over

all H2 + air mixtures, it occurred at velocities about 10–15% above

the last value where corrugation was still localized, i.e. the last point
sed for SL determination. These higher velocities of the linear part

f the curve were removed at the data processing stage. Neverthe-

ess, it does not affect significantly the slope of the extrapolation line,

s evident from Fig. 6. If these points were considered in the data

rocessing, the corresponding SL values would increase generally by

bout 2–4%.

.2. Error analysis

Two major sources of uncertainty are generally associated with

he burning velocity measurement using the heat flux method: the

ccuracy of Vg, which is dependent on the uncertainty in the flow

ates and the unburned gas temperature, and the accuracy of the de-

ermination of the parabolic coefficient C, characterized by the scat-

ering in the recorded temperature profiles. In the current study, an

dditional source of error is present, arising from the extrapolation

rocedure. In the following, each of the three contributions will be

iscussed separately.

The total errors in cold gas velocity Vg and equivalence ratio orig-

nate from the accuracy of the flow rate measurement, and they

onstitute from errors in the flow rates of each mixture compo-

ent. The MFCs were calibrated prior to measurements, with air and

2, respectively, using MesaLabs DryCal Definer 220 positive dis-

lacement flow meter for air and Defender 530 for H2. Calibration

urves in the form of third or fourth degree polynomials were intro-

uced into the LabView operating program and used for the correc-

ion of the flow rates before they are sent to MFCs. Therefore, the

ncertainty in each flow rate is a sum of ±1% accuracy of Definer

20 or ±1.2% for Defender 530 plus the stated flow repeatability of

he MFC, which equals to 0.2%. Combined in a square sum for H2

nd air flow rates, it results in a total error in φ of about 1.8%. For

g, since air is a major component in the mixture, the total error

as comparable to the error in the air flow (±1%). The accuracy of

g is indicated by horizontal error bars in Figs. 5 and 6. After the

easurements, the calibration of the air MFC was repeated with a

itter TG10 drum-type gas meter in order to check for possible sys-

ematic drifts from the stated flow repeatability. The difference be-

ween calibration curves from Definer 220 and Ritter TG10 drum was

ound to be well within the stated uncertainty interval of ±1% for the

efiner 220.
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Table 1

Comparison of the properties for the H2 + air and H2 + O2 + N2 (O2/(O2 +
N2) = 0.1077) mixtures at 298 K.

N mixture φ %H2 SL , cm/s α cv
p, J/(mol•K)

1 H2 + air 0.4 14.4 23.8 2.79 29.12

H2 + O2 + N2 0.77 14.2 21.9 2.85 29.10

2 H2 + air 0.425 15.1 30.6 2.62 29.12

H2 + O2 + N2 0.82 15 28.4 2.71 29.09

3 H2 + air 0.45 15.9 38.1 2.54 29.11

H2 + O2 + N2 0.86 15.6 34.0 2.59 29.09

4 H2 + air 0.475 16.6 46.3 2.41 29.11

H2 + O2 + N2 0.91 16.4 41.5 2.45 29.09

5 H2 + air 0.5 17.4 55.0 2.32 29.11

H2 + O2 + N2 0.97 17.3 50.8 2.30 29.09

Fig. 8. Determination of the �SL originating from extrapolation. The symbols are:

SL
i(cr

i) – red diamonds; real SL of H2 + O2 + N2 mixture – green square; the position

of cr of the H2 + air mixture – blue circle. The error bars correspond to SL uncertainty

from TC scattering. The distance �Se
L corresponds to the extrapolation uncertainty. (For

interpretation of the references to color in this figure legend, the reader is referred to

the web version of this article.)
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The uncertainty in SL caused by the temperature of the unburned

as Tg was also evaluated. Since the gas velocity Vg is not measured

irectly but calculated from the mass flow, it is proportional to Tg,

hich is set by the controller of the water bath. The uncertainty in

g affects SL in the same way as the uncertainty in Vg caused by the

FCs. At the same time, SL ∼ (Tg)α (see Eq. (1)), therefore, the burn-

ng velocity at the desired temperature T0 is proportional to Tg
(1-α).

onsequently, the uncertainty in the burning velocity is �SL/SL = (1-

)•�Tg/Tg. As will be shown in Section 4.4, in the lean H2 + air flames

onsidered, α is about 3–4. The sensor of the water bath has a scale

f 0.1 K, yet, even if the uncertainty is about ±0.5 K, its influence on

L does not exceed 0.5%. Therefore, it was not considered in the total

rror estimation.

Scattering in the recorded temperature profiles results in the un-

ertainty of the parabolic coefficient C, and subsequently in cr, as in-

icated by vertical error bars in Figs. 5 and 6. Note that even though

r = C/Vg also includes the gas velocity, its uncertainty does not affect

he intersection with the zero line cr = 0, since for a constant rela-

ive uncertainty in Vg, as it is defined above, the uncertainty interval

f cr will be converging to a single point when cr approaches zero.

lso, the relative uncertainty in Vg is at least one order of magnitude

maller than in C. Therefore, it affects SL only through the horizontal

rror bars as in Fig. 6.

The observed thermocouple (TC) scattering from the fit to Eq. (2)

enerally exceeded the instrumental accuracy, therefore the uncer-

ainty in the parabolic coefficient, σ C, could not be calculated with

he original method of [43] and was estimated with an approach re-

ently presented by the authors [51]. Since C is obtained from linear

egression of the measured burner plate temperature as a function

f the squared radius r2 (Eq. (2)), the standard error of C was con-

idered as its uncertainty, σC . This quantity is a characteristic of the

urner, since it was found to be practically constant. It also corre-

ponds to the values measured with this burner in hydrocarbon fuels

as was concluded based on series of measurements in CH4, CH3OH

r C2H5OH as well as on previously reported data [51]). The differ-

nce therefore comes from the slope of cr curve, the sensitivity of the

arabolic coefficient, whose decrease was found to be the main rea-

on for increased error bars compared to other fuels. The influence of

he TC scattering on SL is depicted in Fig. 6 by gray lines. Since the er-

ors from TC scattering in each point are dependent, the errors were

dded/subtracted to/from cr, and the resulting values were used for

L extrapolation. This resulted in asymmetrical errors in SL, larger on

he negative side. Also, since σC was close to constant, the errors de-

reased with increasing SL.

The influence of the third source of uncertainty, the extrapolation

f SL, was estimated as the following. According to Eq. (8), the C(Vg) in

table flat flames on a particular burner depends on the burning ve-

ocity SL, temperature exponent α and molar heat capacity cν
p . There-

ore, if two arbitrary mixtures have all these parameters in common,

hen the shape of cr as a function of Vg can also be expected to be

imilar. For the case of lean H2 + air flames, such a counterpart was

ound in diluted flames. The five H2 + air mixtures measured in the

resent work were associated with corresponding H2 + O2 + N2 mix-

ures (O2/(O2 + N2) = 0.1077), which had the same mole fraction of

2, and their properties are listed in Table 1 for Tg = 298 K. The heat

apacities of H2, N2 and O2 are similar, therefore, there is no differ-

nce in cν
p for all mixtures. Burning velocities and temperature expo-

ents are calculated with the detailed mechanism for H2 combustion

25]. It can be seen that all quantities are very similar for the two sets

f mixtures.

The resemblance of the counterpart mixtures in terms of shape

nd location of the cr curves in Vg-cr coordinates can be assessed from

ig. 6. It can be seen that the slope of the two cr dependencies is iden-

ical and the velocity range is similar. The corresponding figures for

ther mixtures are presented in the Supplemental material. Here it
as to be emphasized that the proposed method was not intended to

correct” the obtained SL for extrapolation, the aim was to estimate

he degree of introduced uncertainty.

The influence of extrapolation is illustrated in Fig. 8 for the two

ames of Fig. 6. The experimental cr dependence for the diluted

ixtures was used, where the real value of SL is known. First, the

sub-adiabatic" burning velocities of H2 + O2 + N2 mixture were

etermined by extrapolation from sub-adiabatic data points. For each

oint cr
i of the dependence in Fig. 6, the higher values, i.e. cr > cr

i; Vg

Vg
i, were removed and the corresponding burning velocities were

etermined by extrapolation. The obtained function, SL
i(cr

i), is shown

n Fig. 8. The real burning velocity of the H2 + O2 + N2 mixture is plot-

ed with the error bars representing uncertainty of the TC scattering.

hen, the cr value of the last available experimental point from the

orresponding H2 + air flame, cr
max, is found on the obtained curve

y linear interpolation. The cr
max is shown in Fig. 8 with a circle, and

he error bars of the H2 + air SL are also given for comparison. Assum-

ng that the shape of сr curves in H2 + air and H2 + O2 + N2 mixtures

s not significantly different, the extrapolation uncertainty in SL can

e estimated by looking at SL
i values in the domain cr

max < cr
i < 0.

his extrapolation uncertainty, denoted in the figures as �SL
e, was

stimated as the difference between the maximum and minimum

bserved SL
i. For the higher unburned gas temperatures, Tg = 338 K,

58 K, where the real burning velocity in H2 + O2 + N2 mixtures itself

as in fact "sub-adiabatic" and found by extrapolation, an additional

rror, �SL
add, was added to �SL

e (see figures in the Supplemental Ma-

erial). Based on all available S i dependencies, it was estimated that
L
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Fig. 9. SL of H2 + O2 + N2 flames at Tg = 298 K measured in the present study (black

diamonds), taken from the literature: Egolfopoulos and Law [19], Hermanns et al. [37],

Taylor [5], Qiao et al. [55], Paidi et al. [56], Voss et al. [39], Ratna Kishore et al. [38] and

obtained by kinetic modeling (lines) using reaction schemes from [24,25]. The dilution

for the current measurements is O2/(O2 + N2) = 10.77%. The symbols in green were ob-

tained at dilution ratios outside 10.7–10.8% range. (For interpretation of the references

to color in this figure legend, the reader is referred to the web version of this article.)
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if the highest available value of cr
i is larger than -0.1 K s/cm3, then

�SL
add ≈ 0.5 cm/s, for cr

i ≈ –0.15 K s/cm3, �SL
add ≈ 1 cm/s, for cr

i

≈ –0.2 K s/cm3, �SL
add ≈ 1.5 cm/s. In the same way, the extrapola-

tion uncertainty was estimated for the H2 + air mixtures at 278 K,

where no measurements in H2 + O2 + N2 mixtures were performed

due to short or zero extrapolation interval in H2 + air mixtures. The

procedure of the estimation of the extrapolation uncertainty for all

mixtures is illustrated in the Supplemental Material by figures simi-

lar to Fig. 8.

The extrapolation underpredicts SL, therefore, the value of �SL
e

was added to the positive side of the combined error bar from TC scat-

tering and MFCs. Since the latter factors are independent and each of

them is centered around the mean, they were added together as a

square sum, so that the final expressions become:

�S+
L =

((
�STC+

L

)2 +
(
�SMFC

L

)2
)0.5

+ �Se
L, (10)

�S−
L =

((
�STC−

L

)2 +
(
�SMFC

L

)2
)0.5

, (11)

where superscripts "+" and "-" denote the positive and the negative

sides of the corresponding error bars, respectively, �SL
TC and �SL

MFC

are the contributions from TC scattering and flow rate measurement,

respectively.

3.3. Uncertainty of the temperature dependence

The temperature dependence in the form of the power exponent

α is extracted, by using Eq. (1), from individual burning velocities at

several temperatures, S
Ti
L

, as a linear least-square fit in logarithmic co-

ordinates. Since α is a function of S
Ti
L

, i.e. α = f (S
T1
L

, . . . , STn
L

), its uncer-

tainty can be estimated with the error propagation rule. For a simple

linear regression in logarithmic coordinates, the uncertainty in α is

derived as:

�α =

(∑
i

[(
ln Ti

T0
− ln Ti

T0

)
· �S

Ti
L

S
Ti
L

]2
)0.5

∑
i ln2 Ti

T0
− n ·

(
ln Ti

T0

)2
, (12)

where n is the number of data points, �S
Ti
L

is the uncertainty of the

burning velocity at temperature Ti and ln
Ti
T0

is mean logarithmic nor-

malized temperature:

ln
Ti

T0

=
∑

i ln Ti

T0

n
. (13)

The error bars for the power exponent α were obtained using

Eq. (12) both for the values measured in the current study and for

those based on SL data from the literature as described in [25]. For

the present experimental data, �S
Ti
L

are asymmetric and consist of

the positive and negative components, �S
Ti+
L

and �S
Ti−
L

. The posi-

tive and negative error bars of α were determined by the follow-

ing method. First, the values of �S
Ti−
L

and the random components

of �S
Ti+
L

, i.e. without extrapolation error �SL
e (see Eq. (10)), were

regrouped based on whether they increase or decrease α, which is

determined by the sign of the difference Ti − ln
Ti
T0

. Then, Eq. (12) was

applied to determine the positive and negative side of the error bar

of α. Finally, a quantity �αe = α(S
Ti
L

+ (�Se
L
)

i
) − α(S

Ti
L
), which rep-

resents the systematic term in α uncertainty due to SL extrapolation,

was added to the positive side of the error bar, since (�Se
L
)i are bigger

at larger T , and therefore, �αe acts to increase α.
i
. Results and discussion

.1. Reference case: SL of H2 + O2 + N2 flames

Since the diluted mixtures were used in the data processing for

2 + air flames, as explained in Section 3.2, thus the laminar burning

elocities of H2 + O2 + N2 mixtures were also determined. The results

t Tg = 298 K are presented in Fig. 9 in comparison to the available

iterature data [5,19,37–39,55,56] and kinetic modeling. The SL values

rom the present work were obtained by interpolation of the cr data.

n some of the previous studies presented in Fig. 9, the dilution ratio

as slightly different from the one considered in the present work, or

as varied with φ. These data are shown in green color, and specific

ilution ratio is given next to the symbol.

Different dilution ratios at which SL were obtained for different

atasets in Fig. 9, to some extent explain the differences between

hem and in comparison to the present study. Having in mind the

nfluence of dilution on SL, it can be seen that the current measure-

ents are in agreement with most of the literature data. However,

here is some difference between the four sets of experiments per-

ormed on heat flux burners: the present, Hermanns et al. [37], Ratna

ishore et al. [38] and Voss et al. [39]. Hermanns et al. [37] show

igher values than the other three, even though the agreement be-

ween [37] and [38] was observed for lower dilution ratios (O2/(O2

N2) = 7.7%). The reason for this disagreement is difficult to assess,

ven though it can be partly explained by uncertainties in equiva-

ence ratio caused by indirect procedure of the MFC calibration im-

lemented in [37].

.2. Laminar burning velocity of H2 + air at standard conditions

Figure 10 presents laminar burning velocities of H2 + air flames at

tandard conditions (1 atm, 298 K) determined in the present work

ogether with selected set of literature data. The color code is identi-

al to that in Fig. 1. As was discussed in Section 1, the existing scatter

n the SL data at standard conditions can possibly be explained by the

ata processing methods. For the measurements performed in spher-

cal flames, the results from [17,18] obtained with non-linear stretch

orrection, are plotted. For the counterflow measurements, since it

as shown that burning velocity also varies non-linearly with stretch
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Fig. 10. Laminar burning velocity of lean H2 + air flames at standard conditions

(Tg = 298 K, p = 1 atm). Symbols: experiments, lines: calculations using models from

[24,25]. Experimental: black – current measurements; blue (spherical flame, NLM) –

Dayma et al. [17], Varea et al. [18]; orange (counterflow, NLM) – Das et al. [21,22], Park

et al. [23]. (For interpretation of the references to color in this figure legend, the reader

is referred to the web version of this article.)
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29,30,57], the data from Das et al. [21,22] and Park et al. [23] obtained

ith the non-linear models of Tien and Matalon [29] and Wang et al.

30], respectively, are shown in the figure. Symbols represent exper-

mental data, while lines show detailed kinetic modeling performed

ith two contemporary mechanisms for H2 combustion: the mecha-

ism from our group [25] and the scheme of Keromnes et al. [24].

The SL values measured in flat flames are generally located below

he values obtained in stretched flames for leaner mixtures. This is

n agreement with conclusions of Wu et al. [34], who found that for

pherical flame configuration, all extrapolation models overpredict

L, and the effect increases with decreasing φ. The present data, how-

ver, were found to be in a good agreement with a dataset from the

ecent experiments in spherical flames by Varea et al. [18]. They pre-

ented two sets of data: one was obtained using a technique for direct

easurement of the fresh gas velocity before the flame front [58], the

econd set was obtained by a common method utilizing the density

atio (“indirect” method). The current measurements agree better

ith the “direct” set at φ = 0.45, and with “indirect” at φ = 0.5. At the

igher φ one can note that the difference between the two methods

f [18] is smaller compared to lower φ. For leaner mixtures, φ < 0.45,

here are two datasets available, by Das et al. [21,22] and Park et al.

23], performed in the counterflow configuration. The flat flame mea-

urements are found lower than both datasets, and the difference is

eyond the evaluated uncertainty for the present results. Moreover,

L from the present measurements at φ = 0.4 is only slightly above

he point of [23] obtained at φ = 0.32. Considering that the stretched

ame results processed with the linear model are generally located

bove non-linear data (See Fig. 1), the flat flames show lower SL at

< 0.45 than any of the available literature data. Concerning the

omparison with the modeling, experimental results from flat flames

isagree with predictions of both mechanisms, which are found to be

lose to the measurements of Das et al. [21,22].

The results presented above contradict with previous measure-

ents, therefore, in the interpretation of the results it is important

o exclude the possibilities of any systematic biases introduced to

he data by specific features of the heat flux method. Egolfopoulos
t al. [33] in a recent review attributed the effects of radiation, flame-

urner interactions, catalytic effects and flame instabilities to such

eatures, apart from those already discussed in Section 3. For the case

f hydrogen flames considered in the present study, the effect of H

toms loss on the burner surface and the influence of local flame cor-

ugation come to the fore. The radicals’ loss would lower the lami-

ar burning velocity. Hermanns et al. [37] performed kinetic analy-

is demonstrating that the possible radical sink has very small effect

n the value of SL, by introducing an artificial scavenger of H atoms,

hich consumed them at the level of the burner plate. Kinetic model-

ng in the present study shows that the amount of H atoms in the pre-

eat zone in the studied lean H2 + air mixtures corresponds to that

n the mixtures of Hermanns et al. [37] with O2/(O2 + N2) = 0.0077

nd φ ≈ 1–1.7. The fact that SL for H2 + air flames determined with

he heat flux method possess lower values than available data from

tretched flames can thus not be explained by radicals loss on the sur-

ace of the burner. The effects of flame corrugation, apart from the fact

hat they have received special attention in the present work, act to

verestimate SL, so that they can certainly be excluded from consid-

ration of the source of the difference between the flat and stretched

ame data. It can be concluded that the difference in the results at

98 K is of fundamental nature.

.3. SL at elevated and lowered temperatures

Table 2 presents the measurements performed in the range of

emperatures from 278 to 358 K and the extent of extrapolation

xpressed as (SL-Vmax)/Vmax, where Vmax is the maximal available ex-

erimental gas velocity. Also, contribution from extrapolation, �SL
e,

o the positive error bar is presented. For the SL uncertainty interval,

he positive error �SL
+ is given first, then the negative error �SL

−.

With the increasing unburned gas temperature, the tempera-

ure difference between the gas and the burner plate decreases and

onsequently, the flame front moves further away from the burner

late. The flames then become less stable, resulting in a decrease of

he maximum parabolic coefficient, cr
max. The extent of extrapola-

ion therefore becomes higher, as evident from Table 2. Concerning

he extrapolation uncertainty, from Table 2 it is evident that up to

g = 318 K, the effect of extrapolation is negligible or constitutes a

inor fraction of the total positive error bar.

An additional set of measurements was performed at φ = 0.375

nd Tg = 318–358 K with the aim to cover a wider range for analy-

is of the temperature dependence. At this equivalence ratio it was

mpossible to identify the “flat flame” region from the images due to

ow OH∗ signal and the velocities were instead filtered based on the

hape of the cr curves. The same procedure was used for the point

= 0.4 at 278 K. The effect of the instability, i.e. the change of the cr

lope, occurs at higher values of cr with decreasing φ, therefore it can

e concluded that the adiabatic conditions for φ = 0.4 at 278 K are

till in the "flat flame region", as they are for φ = 0.425. For the data

t φ = 0.375 the extrapolation uncertainty was estimated based on

he corresponding values from the neighboring points at φ = 0.4 as

ell as on available cr dependences at other equivalence ratios.

In the present study it is observed that flame stability for heat

ux experiments in H2 + air flames depends mostly on the tempera-

ure difference between the burner plate and unburned mixture. This

emperature difference determines the distance between the flame

ront and the burner, and the trend is in agreement with the conclu-

ions of the numerical studies of Yu et al. [42,59], who identified “a

ritical stand-off distance” below which the flame can be stabilized

n the burner, and with experimental observations in cellular flames

f methane [60] and ethane [61] burning in O2 + CO2 oxidizer. These

revious results together with the experimental results of the present

ork point to the possibility of having flat adiabatic flames of H2 + air

t standard conditions for φ = 0.4–0.5. In the present work this was

emonstrated by stabilizing adiabatic flames at lower temperature
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Table 2

Laminar burning velocity (SL) of H2 + air flames at different unburned gas temperatures, the corresponding extent of extrapolation (SL-Vmax)/Vmax and the extrapolation

uncertainty �SL
e .

SL±�SL
+/�SL

− , cm/s (SL-Vmax)/Vmax , % �SL
e , cm/s

φ 278 K 298 K 318 K 338 K 358 K 278 K 298 K 318 K 338 K 358 K 278 K 298 K 318 K 338 K 358 K

0.375 – – 17.2 ± 3.0/3.4 22.1 ± 3.7/1.2 25.8 ± 3.9/0.5 – – 36 62 89 – – 1.0 3.0 3.5

0.4 11.7 ± 2.8/4.7 17.9 ± 2.4/3.6 23.0 ± 2.2/2.4 27.4 ± 3.7/1.1 32.0 ± 3.8/0.5 0 7 22 45 52 0 0.2 0.5 2.9 3.3

0.425 18.3 ± 2.4/4.3 24.4 ± 2.2/3.2 29.8 ± 2.0/2.0 35.3 ± 2.2/1.2 41.5 ± 2.5/0.8 0 6 18 29 41 0 0.1 0.5 1.2 1.8

0.45 25.5 ± 2.4/3.8 32.1 ± 2.3/2.9 39.0 ± 2.3/2.1 45.3 ± 3.1/1.5 51.9 ± 3.8/1.0 2 9 20 31 37 0 0.2 0.7 1.9 2.9

0.475 34.0 ± 3.0/3.7 41.3 ± 2.7/2.9 48.9 ± 2.5/2.2 56.7 ± 3.3/1.8 64.5 ± 4.3/1.5 8 12 22 32 40 0.5 0.6 0.8 1.8 3.0

0.5 44.4 ± 3.2/3.6 55.4 ± 3.1/3.4 64.8 ± 2.8/2.6 75.7 ± 3.2/2.0 – 12 17 26 39 – 0.5 0.5 0.8 1.5 –

Fig. 11. SL as a function of unburned gas temperature Tg for different H2 + air mixtures from the measurements (symbols) and fit with Eq. (1) (lines). Color code: orange – φ = 0.375;

black – φ = 0.4; green – φ = 0.425; red – φ = 0.45; blue – φ = 0.475; magenta – φ = 0.5. The data are compared to Hu et al. [13], Bradley et al. [11], Krejci et al. [15], Verhelst et al.

[10], Das et al. [21,22]. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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of 278 K (see Table 2), i.e., with a larger temperature difference be-

tween the gas mixture and the burner plate. For higher Tg, burner

plate temperature had to be increased in order to obtain flat adiabatic

flames. The temperature range of the current experimental apparatus

is limited due to thermal control by water, which can be overcome by

changing the working agent to oil.

4.4. Temperature dependence of SL

Figure 11 presents the laminar burning velocities from Table 2

as a function of the unburned gas temperature for different equiva-

lence ratios (symbols) and fits of the SL values using Eq. (1) (lines).

Figure 11 indicates that the data does not deviate from Eq. (1), i.e.

each fit is located within the error bars. Also given in Fig. 11 are the

SL values from the literature obtained in spherical flames [10,11,13,15]

with linear extrapolation or in the counterflow burner [21,22] with

non-linear model. The colors correspond to a specific equivalence ra-

tio and allow to compare the results from the present work to the

literature values.

The power exponent α was determined using the experimental

results from the present work, as explained in Section 3.3. The exper-

imentally derived power exponents are presented in Fig. 12 together

with the available literature data and kinetic modeling. The experi-

mental and modeled temperature intervals are given in the legend of

the Figure or specified explicitly for experimental points at φ = 0.375,

0.5, where they were different. It has to be noted that the presented

power exponents are valid within these intervals, since for lean H2

+ air flames α is temperature dependent itself, as discussed in our

previous work [25].
The vertical error bars on α from the present study are strongly

symmetrical, higher at the positive side, as a result of larger neg-

tive SL error bars at lower temperatures, and positive error bars at

igher temperatures, the latter due to the increased extrapolation un-

ertainty (See also Fig. 11). Both factors tend to increase α. The largest

rror bars are at φ = 0.375, this is due to a relatively narrow temper-

ture interval of just 40 K visited at this equivalence ratio: the flames

ere accessible from 318 to 358 K only. The horizontal error bars in φ
ere adopted from the SL data, since they solely depend on the flow

ates. The difference in SL itself is large, but due to decreasing gas den-

ity and increasing range of extrapolation at higher Tg, the flow rates

or each mixture changed in a relatively small range compared to the

FCs full scales. Therefore, the uncertainty in φ for each mixture at

ifferent Tg is non-independent and can be assumed constant.

Fig. 12 also presents power exponents α from the sources

here it was derived directly [10,62–65], and from the studies

ontaining only plots of SL at room and elevated temperatures

11,13,15,16,21,22,66,67]. For these cases, the error bars were deter-

ined in the same way by using Eq. (12). More details on the proce-

ure can be found in our kinetic study of the temperature exponent

in H2 + O2 + N2 flames [25], where the difference between the

vailable data in other H2 flames is also discussed.

Table 3 summarizes temperature exponents α for H2 + air and

iluted flames with corresponding uncertainties, and, as in Table 2,

he positive error is given first. Comparing the counterpart mixtures,

he values were found to be close to each other, which confirms the

alidity of the error estimation approach presented in Section 3.2.

The experimental results from the flat flames of the present study

rovide support for the modeling trend, i.e. the rise of α as the
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Fig. 12. Temperature exponent α. Red points: present work; solid symbols and thick

lines: α taken from the literature: Heimel [62], Iijima and Takeno [63], Liu and Mac-

Farlane [64], Milton and Keck [65], Verhelst et al. [10]; semi-open symbols: α acquired

by using SL data from Krejci et al. [15], Hu et al. [13], Koroll et al. [66], Bradley et al.

[11], Das et al. [21, 22], Desoky et al. [67], Sabard et al. [16]; lines: modeling using reac-

tion schemes from [24,25]. (For interpretation of the references to color in this figure

legend, the reader is referred to the web version of this article.)

Table 3

Temperature exponent α of H2 + air and N2-diluted flames determined in the

temperature range Tg .

H2 + air H2 + O2 + N2

φ α Tg , K φ α Tg , K

0.375 3.4 ± 2.3/1.0 318–358

0.4 3.9 ± 1.8/0.8 278–358 0.77 3.7 ± 1.7/0.8 298–358

0.425 3.2 ± 1.0/0.5 278–358 0.82 3.1 ± 1.0/0.6 298–358

0.45 2.8 ± 0.7/0.3 278–358 0.86 2.9 ± 0.7/0.4 298–358

0.475 2.5 ± 0.5/0.3 278–358 0.91 2.6 ± 0.5/0.3 298–358

0.5 2.7 ± 0.5/0.3 278–338 0.97 2.4 ± 0.5/0.4 298–358
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ixture gets leaner. Even with comparably large error bars at lower

, as a result of increased relative uncertainty of low SL, and narrow

emperature interval for φ = 0.375, it is evident that α is significantly

arger compared to the commonly observed values of α ≈ 1.5. Most of

he available experimental studies indicate α independent on φ, ex-

ept the study of Das et al. [21,22], which is also the only source for α
btained (a) from the measurements using the counterflow burner,

nd (b) by performing non-linear stretch correction. For the point

= 0.45, the agreement between the value extracted from the data of

21,22] and the present experimental results is excellent, even though

difference was observed for SL. The point φ = 0.3 cannot be com-

ared directly, since it was not accessible with our experimental ap-

aratus, i.e. the burning velocities would become too low to achieve

stable flame, SL � 10 cm/s (see Fig. 10). In general, α from [21,22]

ollow the same trend as values from the present study. This is ad-

itional evidence of the deviations in spherical flame data obtained

ith linear extrapolation model, since none of such studies were able

o reproduce the modeling trend in α. From Fig. 11 it is seen that SL

s overestimated in the spherical flame studies at room temperature,

nd at elevated temperatures the results are in a better agreement

ith the present work. This explains the observed difference in α.
. Conclusions

Laminar burning velocity of lean H2 + air flames and its temper-

ture dependence was for the first time measured in flat flames by

sing the heat flux method. Equivalence ratio was varied in the range

= 0.375–0.5 and unburned gas temperature was Tg= 278–358 K.

ith the present experimental apparatus, flat adiabatic flames were

tabilized on the burner for φ = 0.4, 0.425 at Tg = 278 K, while in

ther cases flame instabilities became significant before the adiabatic

onditions. The transition point where the flames become corrugated

as found to be dependent on the temperature difference between

he burner plate and the unburned mixture, therefore the possibility

f stabilizing flat adiabatic flames at standard conditions in the stud-

ed equivalence ratio range is anticipated if burner plate temperature

s elevated above 100 ºC.

The onset of instabilities was monitored by imaging OH∗ emission

ith a CCD camera, and the recorded dependencies of parabolic co-

fficient cr as a function of unburned gas velocity Vg were filtered to

nclude only the values from the stable region, in most cases at sub-

diabatic conditions. The laminar burning velocity was obtained by

xtrapolation from sub-adiabatic flames with a method similar to the

pproach of Botha and Spalding [54]. The linearity was validated by

pplication of the same procedure on stable H2 + air mixtures diluted

y N2 with thermophysical parameters similar to the corresponding

2 + air mixtures. The extent of extrapolation was analyzed and it

as found that for temperatures Tg ≤ 318 K, its influence on SL is

egligible.

Laminar burning velocity of lean H2 + air flames at standard con-

itions was compared to the available literature data and detailed ki-

etic modeling. The present results are generally located below the

alues obtained in stretched flames and suggest a different value of

he lean flammability limit. This is in agreement with conclusions of

u et al. [34] who found that for spherical flame configuration, all ex-

rapolation models overpredict SL. The present data, however, corre-

ates well with most recent experiments in spherical flames of Varea

t al. [18] in the overlapping range of equivalence ratios φ = 0.45–0.5.

t φ < 0.45 the flat flames show lower SL than any of the available

iterature data.

Temperature dependence of the laminar burning velocity was pre-

ented for the studied conditions in the form of power exponent α.

s opposed to a majority of the previous studies, the data from flat

ames supports the trend of increasing α with decreasing φ, as pre-

icted by kinetic modeling. It was shown experimentally that α can

each values of about 3–5 at φ = 0.4–0.5. This observation also vali-

ates α as an important independent parameter for analysis of relia-

ility and consistency of SL measurements.
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