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Abstract 
 
The relation between innovative output from the R&D process and total factor productivity 

(TFP) in the Swedish pharmaceutical industry has been investigated. The focus has been on 

the 1960s when the institutional conditions for innovation changed drastically in the 

pharmaceutical industry through new and stricter regulation. The short term effect of the new 

regulation was a shift towards quality products. Patenting increased and there were an 

increasing number of economically successful drugs based on new substances (NCEs). This 

had a positive impact on TFP growth. 
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Abstract 
The relation between innovative output from the R&D process and total factor 
productivity (TFP) in the Swedish pharmaceutical industry has been investigated. The 
focus has been on the 1960s when the institutional conditions for innovation changed 
drastically in the pharmaceutical industry through new and stricter regulation. OLS 
regressions for the period 1952-77 based on a standard Cobb-Douglas production 
function were used for the analysis. Both the growth of the patent stock and the stock of 
drugs (of any quality) proved to have a strong positive impact on TFP growth. The drug 
stock growth made a positive contribution in the 1950s, while the patent stock growth 
made a strong contribution in the 1960s. The short term effect of the new regulation was 
a shift towards quality products. Patenting increased and there were an increasing 
number of economically successful drugs based on new substances (NCEs). This had a 
positive impact on TFP growth. 
 
 
Keywords: institutional change, innovation, imitation, productivity, patents, 
pharmaceutical industry, longitudinal 
 
 
1. Introduction  
 
This study revisits the 1960s to investigate the relation between innovation and 
productivity growth when institutional conditions are changing. During the 1960s the 
research output of the pharmaceutical industry in terms of new drug substances (new 
chemical entities, NCE) and new drugs fell dramatically. This has been the subject of 
several studies of the US industry. In general the fall is attributed to the stricter regulation 
for drugs introduced in the first years of the decade.  
    New regulation was introduced in Sweden a couple of years later, and the industry 
experienced a similar fall in the number of new products. The present study takes a look 
at the Swedish pharmaceutical industry and asks what effect the regulation had on the 

                                                 
1 I thank Olof Ejermo (CIRCLE) for useful comments on an earlier version of this paper. 
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quality of drugs and on the total factor productivity. The empirical framework is based on 
the commonly used Cobb-Douglas production function where labour and effective capital 
is used together with different measures of innovation to explain the growth in real value 
added. The framework is used for regressions covering the period 1952-77. 
    The total factor productivity (TFP) is assumed to depend on the quantity and average 
quality of products. The former is measured as the stock of drugs registered with the 
Swedish Medical Products Agency (Läkemedelverket).  The quality is measured as the 
number of patents per drug in this stock. This measure of product quality has been 
validated against the risk of drugs suffering early deregistration (a sign of low quality). A 
Cox regression estimating the relative risk of different cohorts of drugs was compared to 
the number of patents per drug for each cohort. 
    In addition, a specially compiled list of economically successful drugs has been used to 
check that the conclusions are valid also for the top selling products. 
    The quantity-quality based specification above implies that both the growth of the 
patent stock and the stock of drugs are important to explain TFP growth. That is also 
what the results of the production function regression show. The growth of the patent 
stock could not alone explain TFP growth, but in combination with the growth of the 
stock of drugs both proved to have a strong impact. The drug stock growth made a 
positive contribution in the 1950s, while the patent stock growth made a strong 
contribution in the 1960s. The number of patents per drug increased steadily during the 
1960s. 
    The Swedish pharmaceutical industry seems to have behaved differently in the 1960s 
than the US industry. Although the number of new products and new drug substances 
(NCEs) fell in a similar way as in the US, there was a shift towards quality products in 
Sweden. This shift had a positive impact on TFP growth. 
    Swedish pharmaceutical patents are especially suitable as innovation indicators, since 
product patents for drugs were not allowed before 1978. Instead firms patented the 
manufacturing process, which provided a much weaker protection. To compensate, firms 
developed several alternative processes for their more important drugs and patented these 
as well.2 This introduced a kind of quality adjustment to the patent count. A more 
common way to adjust patent statistics for quality is through the citations received from 
other patents. Since no such database is available for Swedish patents for the period of 
this study, the Swedish patent count has been compared with the citation weighted 
patenting in the US by Swedish inventors. The comparison shows a significant 
correlation before 1978 and a distinct change in the pattern of patenting once product 
patents became allowed, which confirms the quality adjusting effect (see Appendix C).   
    The paper is organized in the following way. The next section provides a description of 
the decline of new drugs in the 1960s. Section 3 discusses innovations and total factor 
productivity. Then the regression analysis of the study follows. These results are then 
used in section 5 to characterize the effects of the new regulation on the quality of drugs 
and TFP growth. Section 6 presents the analysis of drugs’ risk of deregistration and the 

                                                 
2 See e.g. Lindqvist and Sundling (1993:111-114) for an example. 
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comparison with patent statistics. Section 7 presents the investigation of economically 
successful drugs and conclusions are discussed in Section 8. Finally, four appendices 
provide supporting information.  
 
 
2. The decline of new drugs in the 1960s 
 
The literature concerning the decline of new pharmaceutical products in the 1960s has 
mainly been focusing on the US development3, but the fall in new Swedish products 
followed a similar path. The stricter US regulation was introduced in 1962 and the 
Swedish in 1964. 
    Figure 1 shows the number of new drugs registered by Swedish firms and identified by 
unique brand names in the Medical Products Agency’s register, as well as so-called 
pharmaceutical specialties, which is the primary unit of registration and includes 
different dosage forms and strengths.4 The ratio between pharmaceutical specialties and 
new drugs was fairly constant until the 1980s when it increased somewhat. Both of these 
series include both original products from Swedish firms as well as licensed or acquired 
products from other firms. It can be seen that there was a substantial increase in the 
yearly number of new drugs from the mid 1940s until about 1960. But thereafter the 
annual count fell quite sharply and reached a lower level in the first half of the 1970s. 
This general pattern is in its main features similar to the total number of NCE 
introductions in USA (Wiggins 1982).5 New drugs as defined here is of course a more 
encompassing measure than NCEs, but there is as we shall see a relation between their 
numbers. The number of products started to fall slightly before the dates of the new 
regulations in both countries (Figure 1 and Temin 1980), but gained pace after their 
introduction. 
    The number of NCE introductions in Sweden by Swedish firms is only available for a 
limited time period (Berlin and Jönsson 1984, Berlin 1979, 1981, 1982). The available 
data is shown in Figure 2.  The figure shows the total number of NCE introductions by 
Swedish firms, i.e. of Swedish origin as well as licensed or acquired foreign products. 
The fall in total NCEs is highly consistent with the pattern of new drugs in Figure 1. In 
addition, Figure 2 shows an estimated series of NCEs originating in Sweden.6  

                                                 
3 The UK industry, were the regulation in the 1960s was less strict, has been used for comparative purposes 
in e.g. Grabowski et al (1978). 
4 Both the number of new drugs and the number of pharmaceutical specialties have been adjusted to 
account for changed registration rules, e.g. registration requirement for previously exempt products, which 
caused registration peaks in 1963-4 and around 1973. These adjustments are further described in Appendix 
A.  
5 The differences are that there were comparatively more new Swedish products introduced during the war 
than NCEs in USA (in relative terms) and that the more dramatic part of fall occurred somewhat later in 
Sweden than in USA. 
6 The number of NCEs of Swedish origin has been estimated using the year of registration in Sweden, 
France, West Germany, Italy, the UK and USA for NCEs registered by Swedish firms (Berlin and Jönsson 
1984, Appendix 2, pp.123-135, the foreign registrations are only available from 1960). If an NCE has only 
been registered in Sweden it has been regarded as ‘country specific’ NCE used only in Sweden and hence 
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This estimation has not been regarded as reliable before 1964, but the development 
thereafter largely follows the falling pattern of the total number of NCEs.  
 
Figure 1  Annual number of new pharmaceutical specialties and new drugs 1945-1995. 
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Source: MPA (2006), Number of new drugs extracted by the author based on brand name. See also 
Appendix A (drug stock) regarding adjustments. 
 
   Of the different reasons suggested for the US decline in NCEs, the stricter regulation 
has featured as either as the main or a key contributing factor in most studies (Bailey 
1972, Peltzman 1973, Grabowski et al. 1978). Many studies were mainly concerned with 
the immediate effect of stricter regulation, but Wiggins (1981, 1983) separated the effect 
of regulation into a direct effect on the number of NCEs and an indirect effect working 
via decreased R&D expenditures. He found that an impact of the indirect effect only 
occurred after a long delay in the 1970s (he did not study the direct effect in the 1960s). 

                                                                                                                                                 
of Swedish origin (but probably not of very high technical quality, Berlin and Jönsson 1984:103). For 
registrations in Sweden in the early years of the 1960s, there is a risk that unavailable registrations have 
occurred before 1960 in other countries. An NCE has also been classified as originating in Sweden if the 
first registration occurred in Sweden.  With this method there are a number of possible sources of error: 
there is a risk that NCEs may have been registered first in a countries that has not been checked or before 
1960, the Swedish firm may have chosen to register an original NCE in a foreign county first, or that the 
approval process in the different countries have distorted the registration years so that they do not reflect 
the application year.  However, the displayed results seem to give a reasonable picture of the general 
development over time and are for the most part consistent with information in business histories of the 
respective firms. The values of Sweden originating NCEs in the first couple of years of the 1960s, though, 
practically coincide with the total number of NCEs which is unrealistic, hence the truncation before 1964. 
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Also Jensen (1987) found a negative impact of regulatory stringency on the number of 
NCE introductions in the 1970s.7 
    The US regulatory body advanced the hypothesis that the fall would be limited to less 
important NCEs (Grabowski et al. 1978), but this has largely been dismissed by later 
research (e.g Pelzman 1973, Wiggins 1981). But there seems to have been differences 
among firms. Thomas (1990) found that the research productivity of smaller US firms 
were much more affected by the 1962 regulation than of larger, and that the latter were 
able to increase their sales per NCE in the 1960s due to lowered competition.  
 
Figure 2 Annual total number of NCE registrations in Sweden (1960-82) and estimated number of 
NCEs of Swedish origin (1964-82). 
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Source: Berlin and Jönsson (1984). Original NCEs estimated by the author based on Berlin and Jönsson 
(1984). 
 
    There is no doubt that the thalidomide disaster had an important impact on the 
industry. Thalidomide, the sleeping-drug hailed as entirely safe compared to previous 
products and even sold without prescription in Germany, turned out to cause serious birth 
defects when the mother had taken the drug during a specific period of the pregnancy. It 
was withdrawn in late 1961 (Östholm 1995: 65-81). However, new regulatory 
frameworks were already being worked upon both in USA and Sweden at the time of the 
disaster (Pelzman 1973, Lönngren et al. 1999, Bd I: 326-327). It did influence the 
regulations to some extent, but was not the primary cause of it. It is of course very 
plausible that it made both prescribing doctors and drug firms more cautious (Grabowski 
et al. 1978), but it is difficult to quantify these effects.  

                                                 
7 The indirect effect is not part of the present study, but will be treated in the study covering the research 
process. The same is valid for the role of changing technical research opportunities which e.g. according to 
Wiggins (1982: 141-151) played a non-negligible part.   
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3. Innovation and total factor productivity  
 
The relation between innovation and productivity growth has been studied extensively 
(Wieser 2005 provides a survey). However, the vast majority of these studies have 
investigated the productivity effects of changing levels of input into research and 
development (e.g. R&D expenditure). The relation between the output from the R&D 
process and total factor productivity has not been studied as much.8  This study divides 
the ‘black box’ between R&D input and productivity growth into two; first a research 
process turning R&D input into innovative output, and a second process that turns 
innovative output into total factor productivity growth. The second process, which is the 
subject of the present paper, is related to the manufacturing of products as well as their 
commercial exploitation. The research process, for which a richer literature exists, will be 
the subject of a coming paper which will also connect the two processes.  
    Total factor productivity is the part of real output (value added) that cannot be 
explained by the amount of labour and capital used in the production. There are a number 
of sources of measurable total factor productivity growth, some which are related to new 
and improved production processes and others which are the effects of new products 
(Griliches 1979). First, the industry’s own improvements of its manufacturing processes, 
including organizational improvements, have an impact. Some of these may be 
improvements to already existing production lines with the intention of reducing 
production costs. Others are the results of the implementation of production lines for new 
products, thereby introducing the latest knowledge in manufacturing. These therefore 
serve the double purpose of increasing efficiency as well as enabling the new product to 
be produced. To the extent that these process innovations are patented, they will be 
captured in the patent statistics of the pharmaceutical industry. That is, however, not the 
case for innovations performed by the producers of purchased manufacturing equipment. 
Since patents for such improvements would have been filed by the equipment 
manufacturer, they will not be included in the patent statistics of the pharmaceutical 
companies. A way to take such technical change that is embodied in machinery into 
account is to make a quality adjustment of the capital stock (Hulten 1992). Such an 
adjustment has not been possible to make in the present study, and it has instead been 
assumed that the quality improvements of purchased equipment have been fully reflected 
in the real price of the equipment.  
    While the introduction of new products may lead to new and better production 
processes and through this affect the productivity, i.e. an indirect effect of new products, 

                                                 
8 Studies that have done this are Bailey et al 1985 and Geroski (1989, 1991) all using databases of 
important innovations. Neither of them is at the same time longitudinal and using econometrics as this 
study is. There is also a more recent strand of cross-sectional studies using simultaneous equation 
frameworks and data from innovation surveys (see Hall and Mairesse 2006). 
Endogenous growth theories (e.g. Romer 1990, Grossman and Helpman 1991, Aghion and Howitt 1992) 
use innovative output (‘ideas’) as the source of productivity growth. 
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there is also a direct effect. This is caused by new products commanding higher margins 
early in their life. Under competitive conditions, these margins would rapidly be 
competed away, but many drugs are protected by patents and trademarks enabling the 
industry to appropriate a part of the total social gains of the innovations. A part of the 
appropriated gains will be used for long term investments in research and development 
and another part will be profits. It can of course be suspected that patented products enjoy 
a higher degree of such market power than non-patented products or products with 
expired patents. Trademarks are often used in the latter case to extend the period of 
market power beyond the maximum patent validity (Rujas 1999). However, the Swedish 
pharmaceutical industry also used trademarks extensively for their products in the 1930s, 
i.e. well before the late 1940s when they started to develop patentable products at a larger 
scale (Malmberg 2005). This indicates that the industry has a tradition of using 
trademarks to achieve market power also for non-patented products. 
    Against the attempts of the industry to achieve market power operates the price control 
of pharmaceutical products. There has been a surveillance of drug prices by Swedish 
authorities since 1934 and the price must fulfill a criterion of being ‘reasonable’ 
(skäligt).9 This evaluation was done as a part of the approval process for new drugs and 
was based on a proposed price from the manufacturer. However, according to an official 
study this control seems to have had only limited effect in reality and then mainly for 
standard products (SOU 1969:36, pp.91-93). The study also found price differences 
between countries (p.85). This may partly be attributed to different price control policies. 
The principles for the price control in Sweden were modernized in the early 1970s and 
more emphasis was put on international price comparisons and the therapeutic value of 
new drugs. (Lönngren et al. 1999, bd III, p.29-34). The quantitative analysis will include 
a control variable for potential differences in pricing between Sweden and other markets.  
    To summarize, the measured total factor productivity will consist of one component 
related to process improvements (of which some indirectly related to new product 
introductions), which is related to more efficient use of resources. It will also include 
another component directly related to new products and reflecting the appropriation by 
the industry, which is important for industrial success and partly invested in its R&D.  
 
 
4. Regression analysis 
 
The empirical analysis is divided into four parts. In this section, an OLS regression is 
carried out to evaluate the effect of the quantity and quality of new drugs on TFP growth. 
These results are then used to characterize the effects of the new regulation on innovation 
and productivity. Thereafter, the relative risk of early deregistration of pharmaceutical 
specialties is studied using a Cox regression to validate the use of the number of patents 
per drugs as a measure of product quality. In the last section, a list of economically 

                                                 
9 Price control of pharmacy prices started much earlier, in the 17th century (Lönngren et al 1999 bd III, 
p.21). 
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important drugs and NCEs is evaluated to check that the conclusions from the other 
sections are valid also for the top selling products.  
  
Production function 
The production function is based on the Cobb-Douglas production function. 
 

βα
tttt LCAY =           (1) 

 
Where Yt is value added in real terms, Lt is labour (hours worked), Ct is the effective real 
total capital stock, At is the total factor productivity (TFP), α and β elasticities of C and L, 
respectively. The data used is described in Appendix A.  
    TFP is assumed to depend on the quantity (stock) of drugs as well as the average 
quality of this stock measured as the number of patents per drug.  
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where Pt is the stock of granted patents organized by application year, Dt the stock of 
registered drugs.  
Note that the average number of patents per drug is not simply the share of patented 
products. That would be the case if there were exactly one patent per product. However, 
the patent count here is influenced by the fact that ‘product patents’ were not allowed for 
drugs in Sweden and protection was achieved by patenting the manufacturing process. 
The patent stock therefore includes protective ‘process patents’ which are not actively 
used, but only exist to achieve the protective power of a proper ‘product patent’. This 
makes the patent count a measure of quality (see Appendix C) and the ratio between 
patent stock and drug stock reflects the average quality of the drug stock rather than the 
share of patented products. Equation 2 can be rewritten in growth form using first 
differences of logarithms. 
 

)ln()()ln()ln()ln()ln( tttttt DPDPDa Δ⋅−+Δ⋅=Δ⋅−Δ⋅+Δ⋅= γϕγγγϕ   (3) 
 
Where at =Δln(At). Equation 1 can also be rewritten in growth form and the above 
expression for at  (Eq. 3) inserted. 
 
 )ln()ln()ln()ln()ln( ttttt LCDPY Δ⋅+Δ⋅+Δ⋅+Δ⋅=Δ βαλγ    (4) 
 
Where λ=(φ-γ). This equation is then rearranged according to the principles used by 
Griliches and Mairesse (1984:344) and a constant term c is introduced. 
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This formulation has the advantage that the coefficient for the labour term should be zero 
if there is constant returns to scale (α+β+λ+γ=1). Finally, the regression equation can be 
written after introducing lag structures for the patent and drug stocks and adding two 
control variables. Lag structures have been used since it is reasonable to assume a 
delayed effect of innovative output on the output of production. One control variable 
accounts for the possibility that governmental price controls on drugs work differently in 
different countries (see Appendix A, export share). This has been done by using the 
export share of the Swedish pharmaceutical production. A difference in market power 
between domestic and export markets would influence measured TFP growth when the 
export share changes. The second control variable is the total factor productivity growth 
of Swedish knowledge intensive industries (excluding pharmaceuticals). Any major 
macroeconomic influences on productivity would be included in this variable. 
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where Et is the export share of the Swedish pharmaceutical production, mt the total factor 
productivity growth of non-pharmaceutical Swedish knowledge intensive industry, and εt 
a normally distributed error term. The reason that the export share term does not include a 
logarithm is that it is expressed as percentage change already. The term including mt is 
already a growth measure analogous to at.  
    The regression was performed for the period 1952-77. The starting point is limited by 
the availability of reliable data, such as value added. The end point has been chosen 
based on the validation of patent data against citation weighted US patenting (Appendix 
C). 
    The research and development has been excluded from the calculation along the lines 
of Schankerman (1981). This prevents double counting since the innovative output is 
already used in the calculation. The R&D staff was excluded from the amount of labour 
used and the stock of capital for R&D purposes was removed from the total capital stock. 
Also, the non-labour R&D expenditure (materials etc.), which would have been regarded 
as costs in the calculation of value added in the industry statistics, has been added back 
into the value added figures. It could be noted, though, that these adjustments only had a 
marginal influence on the results and that the results do not crucially depend on the 
assumptions regarding R&D expenditure etc. made in Appendix A.  
 
Correlation matrix 
To ensure that any potential multicollinearity does not distort the results the pairwise 
correlation between the explanatory variables was checked (Table 1). In the interest of 
clarity the presented table has been restricted to the variables that will be of most interest 
for the end result of the regression. It can be seen that the highest correlation, which is 
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not extremely high, is between the drug stock without lag and the drug stock lagged one 
year. This combination can be avoided in the final regression and is therefore not a 
problem. There are also other cases of moderate correlation, but these can also be avoided 
in the reduced set of variables used in the final regression. In most cases the correlations 
between the variables are very low.   
 
Table 1  Pairwise correlation between variables 1952-77. 

 Δln(patst(t) Δln(patst(t-1) Δln(patst(t-3) Δln(drugst (t)) Δln(drugst(t-1)) 
Δln(patst(t)) 1.00 0.03 0.11 0.09 0.05 
Δln(patst(t-1))  1.00 -0.08 -0.07 0.10 
Δln(patst(t-3))   1.00 -0.34 -0.02 
Δln(drugst(t))    1.00 0.60 
Δln(drugst(t-1))     1.00 

Sources: Calculation based on data from MPA (2006), PRV (1910-1999), SCB Trade Statistics. 
 
Results 
Regressions based on Eq.6 were performed for the period 1952-77. Tests with different 
lengths of the lag structures were done and through stepwise elimination of non-
significant variables in order of insignificance, the reduced model in Table 2 was 
reached.10 In particular, the two control variables turned out be among the more 
insignificant, and were consequently eliminated at an early stage. The model has good 
test results in terms of normal distribution of residuals (Jarque-Bera test), serial 
correlation (Breusch-Godfrey test) and heteroscedasticity (White test). It also explains a 
large part of the variation in the dependent variable (adjusted R2=0.73).  
    The one year lag for one of the patent term may seem short, but could be explained by 
that patented processes for incremental improvements and for patent protection would 
have been developed shortly after the original invention.  
    The sum of the two patent stock coefficients is higher than the coefficient for the drug 
stock. This is in line with the expectation that returns to increases in patenting would be 
higher than for the number of new drugs, but the difference is not very large. It can not be 
rejected at the 5 % level that they both are equal to one.  
    The elasticities with respect to the patent and drugs stocks show the impact on TFP 
growth when these respective terms are varied and all other kept constant. However, it is 
also possible to recalculate the coefficients into the quantity-quality formulation in Eq.2. 
Such a recalculation yields γ=1.34 and φ=2.59. The latter elasticity shows the impact on 
TFP growth of increasing the stock of drugs while keeping the quality, i.e. the patent to 
drug ratio, constant. This, of course, requires some patenting to keep the ratio constant. 
The high φ elasticity seems to suggest that the industry could have chosen to focus on 
products’ quantity while keeping the quality level constant with high impact on TFP 
growth.11 The question is, however, if that would have been realistic given the quite 
small ‘home market’, consisting of the Nordic countries, which would have limited the 

                                                 
10 Wald tests of setting a stepwise increased set of variables jointly to zero yielded the same result. 
11 This ‘choice’ is of course fictitious, especially since R&D costs are not considered. 
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revenue of medium quality products. In addition, the new regulation would have 
prevented lower quality products from being launched. We will see in the next section 
that the industry instead chose to focus on higher quality products during the 1960s. 
    The coefficient for labour alone, which should be zero if constant return to scale is 
present, indicates that the sum of elasticities α, β, λ and γ is significantly larger than one. 
The proper labour coefficient (β) can be calculated using the other coefficients (see Eq.5) 
and amounts to 0.36. The sum of the capital/labour coefficient (α) and β consequently 
becomes 0.87.  
    It should be noted, though, that the increasing returns to innovation and new drugs are 
based on fully developed and commercialized ideas. Considerable R&D expenditures 
have been spent to produce these and the elasticity with regards to the innovative input 
(stock of R&D expenditure) would to be much smaller since it is very likely to be 
decreasing returns in the research process. 
    Chow tests for structural breaks were not significant at the 5 % level. This suggests 
that the coefficients of the production function are stable over time. 
    Finally, it should be noted that it has not been possible to reach any reasonable results 
when excluding the drug stock term.12 That is, patents alone cannot explain the 
productivity growth in this case.  
 
 
Table 2 Regression results (Equation 6). 
1952-77        
Dependent variable: Δln(Y(t) / L(t))      
Included observations: 22 after adjusting endpoints     
       
Independent variables      
  coefficient p-value   
constant  0.06 0.005   
Δln(C(t) / L(t))  0.51 0.221   
Δln(patent stock(t-1)/L(t))  0.67 0.010   
Δln(patent stock(t-3)/L(t))  0.68 0.006   
Δln(drug stock last(t-1)/L(t))  1.24 0.005   
Δln(L(t))  2.46 0.004   
       
Adjusted R2  0.73    
Durbin-Watson  2.52    
Jarque-Bera normality test p-value  0.65    
White test (cross terms, p-value)  0.35    
Breusch-Godfrey test (worst of 1-5 lags, p-value)  0.11     

 
   
 
 

                                                 
12 Excluding the drug stock term causes a negative capital/labour-coefficient and very bad results in tests 
for misspecification (Ramsey RESET). 



  12 

 
5. The effects of the regulatory changes 
 
To understand the effects on the industry, it is useful to look at the longer term variations 
of the parameters that have proved important in the previous section.  
A series for total factor productivity growth was constructed using a regression based on 
Eq. 1 and imposing constant returns to capital and labour, i.e. (α+β)=1.13 
 

t
t

t

t

t

L
C

L
Y

ηα +⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
Δ⋅=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
Δ lnln         (7) 

     
Where the residual series ηt provides an estimate of the total factor productivity growth 
Δln(At)=at . This regression was done for the period 1952-80.    
    Figure 3 shows five year centered moving averages of the growth rates of TFP, drug 
stock(t-1), and patent stock(t-1), respectively.14 It gives a visual impression of how 
different factors have influenced TFP growth in different periods.  
    The TFP growth largely followed the drug stock growth before ca 1964. The drug 
stock growth rate was fairly high in the mid 1950s, but then declined gradually. The 
growth of the patent stock did not change much before 1964. Lower quality products 
obviously played an important role for productivity growth in the late 1950s and early 
1960s. But the market for new such products seems to gradually have become saturated.  
    This pattern changed dramatically around the middle of the decade. The patent stock 
started to grow at a higher rate having a positive effect on the TFP growth in a period 
when the drug stock had zero or negative growth rate. The industry started to launch 
fewer but higher quality products. The innovative product launches in the 1960s were 
often based on basic research made earlier, predominantly in the 1950s, but the important 
point is that these projects were brought to commercial conclusion in spite of the stricter 
regulation. Also, several new research projects were started in the 1960s (SOU 1969:36, 
pp. 264-186). In the 1970s, the growth of the patent stock decreased and so did the TFP 
growth rate. 
   The behaviour in Sweden in the 1960s was different from what has been reported from 
the US pharmaceutical industry, which seems to have reduced the number of new 
products at all quality levels (Grabowski et al. 1978). The observation of Thomas (1990) 
that small US firms were more affected by the higher R&D costs than larger ones may 
have been the case also in Sweden. Consolidation in the Swedish industry gained pace in 
the early 1970s (Appendix D). This will be further studied in the context of R&D 
process. 
    However, there is no visible pattern in the yearly patenting for different firm sizes 
suggesting that smaller firms would have decreased their innovative activities directly 

                                                 
13 This has been seen as a reasonable restriction given the results in the previous section. There 
(α+β)=0.87, but it can not be rejected at the 5 % level that (α+β)=1. 
14 The reader will have to imagine another patent stock growth curve shifted two years (i.e. (t-3)). 



  13 

due to the changes in the 1960s. The two largest companies, Astra and Pharmacia, 
produced ca 55 % of the (later granted) patents applied each year in the 1960s, and this 
share was stable throughout the decade (PRV1910-99).15  
 
Figure 3  5 year average of TFP growth(t), drug stock growth(t-1) and patent stock growth(t-1) 1956-
77. 
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Sources: Calculations based on data from MPA (2006), PRV (1910-1999), SCB Industry Statistics. 
 
 
6. Drug quality and the risk of deregistration  
 
The life span of drugs in Sweden has previously been studied by Berlin and Jönsson 
(1984).16 Through a survey among Swedish pharmaceutical firm and agents of foreign 
firms, they found that the main reasons that drugs are deregistered are either low sales or 
that the product has been replaced by a better one (Berlin and Jönsson 1984: 59-63). 
Berlin and Jönsson did not interpret the life span in quality terms, but this can be done in 
two ways. First, low sales are likely to be due to low demand which can be seen as an 
indication of low product quality. Second, an early replacement by a better product 

                                                 
15 Hässle, Draco and Tika have been excluded from Astra here since they were very independent in their 
research and strategy (although manufacturing centralized) and not seldom competing with similar products 
within the group until the early 1970s when the product portfolios were coordinated (Sundling 2003: 125-
126). Including these the average share was 65 % but still stable during the 1960s. Bofors was a large arms 
and chemicals company but its pharmaceutical division was small at the time. 
16 Berlin and Jönsson’s study as well as the study in this section are based on the primary unit of drug 
registration, pharmaceutical specialties. A drug may consist of several pharmaceutical specialties (dosage 
forms and strengths). The life of a drug is sometimes extended by new improved dosage forms (e.g. tablets 
slowly releasing the active substance). This has not been seen as a problem since the life span is censored at 
10 years which excludes the very long lived drugs having such improvements. The ratio between new drugs 
and pharmaceutical specialties is also quite constant in the studied period (see Figure 1).   
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indicates that the therapeutic efficacy of the initial drug was not too high in the first 
place.  
    Berlin and Jönsson’s primary interest was ageing and renewal of the total Swedish 
drug stock, i.e. including drugs from both Swedish and foreign firms. However, they 
included a study of the survival function of products registered by Swedish and foreign 
firms. They found that the median time from registration to deregistration of Swedish 
products was 11-12 years during the 1960s.  
    This study uses the quality interpretation of the life span of drugs and compares it with 
the type of quality measure used previously; patents per drug.17 The parameter studied is 
the risk of deregistration of a drug in the first ten year of its life. A high such risk is likely 
to reflect a larger incidence of lower quality products and a lower average product 
quality.  
    Cox (1972) regressions were used for the analysis. This type of regression assumes that 
the risk (hazard) of “death”, i.e. deregistration, is affected by the explanatory variables in 
a proportional way. The hazard function for the ith product is then hi(t) = exp(fi)·h0(t), 
were [exp(fi)] is the proportionality constant (relative risk) to be estimated by the 
regression, fi is a function of the explanatory variables and h0(t) is the reference hazard 
function.18 The explanatory variables in this case are the registration cohorts categorized 
into five year periods (1940-44, 1945-49, etc.).19 The reference hazard function is the 
hazard for products registered in the period 1940-44 and the risk of deregistration for the 
other cohorts is expressed relative to the risk of this particular cohort.  
 
Table 3  Results from Cox regression  
Period Rel.risk p-value 
1940-44 1.00 Ref period 
1945-49 0.84 0.08 
1950-54 0.79 0.01 
1955-59 0.88 0.13 
1960-64 0.72 0.00 
1965-69 0.57 0.00 
1970-74 0.48 0.00 
1975-79 0.44 0.00 
Note: All periods fulfill the Grambsch-Therneau (1994)  
test for proportionality at the 5 % level. 
 
 
    Table 3 presents the result of the Cox regression based on the just over 3000 
pharmaceutical specialties registered in the studied periods. The relative risks obtained 
                                                 
17 Note that here the yearly flow of products and patents are studied, not the stocks as in the previous 
section.  
18 To avoid several products having exactly the same life span, so-called ties, which causes problems in the 
regression, a random variable -0.5<x<0.5 was added to each life span. Several different random sets were 
checked to ensure stable results. A discrete ML regression also gave the same results. 
19 A small proportion of the registrations were made by smaller firms (e.g. pharmacies with some industrial 
production). These were marked ‘one’ in a one-zero variable that was used for stratification in the 
regression since they could be suspected to have different characteristics than the products of the larger 
firms.  
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are highly significant except the periods 1945-49 and 1955-59. The proportionality 
assumption that underlies Cox regressions was tested using the Grambsch-Therneau 
(1994) test and was fulfilled at the 5 % level for all time periods.  
 
 
Figure 4 Relative risk of early deregistration of pharmaceutical specialties (left scale) and number of 
pharmaceutical specialties per patent, five year periods 1940-79.  
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      Figure 4 shows the relative risks of Table 3 in diagram form, high risk corresponding 
to low quality of the drugs. It also shows the average number of drugs (strictly speaking 
pharmaceutical specialties) per patent application in each five year period. The quality 
measure patents/drug used in the last section has been inverted to become a measure of 
low quality compatible with the relative risk. There is a clear similarity between the two 
measures in the figure, and this supports the validity of the patent series as well as the 
measure patents/drug.  
    It can be seen in Figure 4 that quality improved all through the 1960s, but that there 
was a temporary decline during the 1950s, especially during the second half. This is 
consistent with the conclusions in the previous section. The quality then flattened out 
during the 1970s. It can also be seen that the 1940s on average had quite low quality, but 
quality improved in the second half. The industry had two very important commercial 
successes registered in that half-decade (the tranquilizer Xylocaine and the ulcerous 
colitis drug Salazopyrine).  
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7. Economically important drugs 
 
So far the conclusions have been based on average drug quality. However, since it is 
possible that changes in the average could be driven mainly by the amount of low end 
products, it is necessary to check that the conclusions are valid for the very successful 
drugs as well.  
    Success can be measured in several ways. This study applies a turnover threshold, and 
products passing the threshold are labeled ‘economically important’. There are two 
potential problems with this. Some products may not yet have reached their life cycle’s 
maximum at the end of the study period, but this is partly compensated by that the life 
cycle of drugs seems to have shortened in more recent times (Grabowski and Vernon 
1990: 805 footnote 4). Another potential problem is that the overall market growth over 
time makes it easier for later products to achieve high sales in absolute terms. However, 
the economically important drugs identified in this study were all very long lived. Only 
one such product registered before 1980 was deregistered before the end of the 1990s, so 
they would typically have experienced the same general market growth.  
    The set of products considered is drugs registered in Sweden by Swedish firms from 
1934 through 1994.20 The drugs must pass the threshold before 1998 to be considered for 
the list of economically important drugs. The reason for the extended period is to allow 
the drugs with very late registrations a couple of years to increase their sales. The 
turnover threshold was set to 40 MSEK (ca 9.5 MUSD) in 1980 prices. This level has 
partly been influenced by the availability of historical turnover data. Often only the 
turnover of the top selling products is reported in the sources. The level is for instance 
twice the level used by Wallmark and McQueen (1986) in their study of major Swedish 
innovations 1945-80. The threshold has been deflated using the deflator for 
pharmaceutical described in Appendix A. The sales figures refers to world wide sales and 
includes any license fees received. However, the drugs need not necessarily be 
originating in Sweden; they may also be licensed or purchased from foreign firms. Also, 
the list contains both patented and unpatented drugs.  In total, the list encompasses 45 
products. The earliest was registered in 1945 and the latest in 1993.  
    The list has been compiled using a wide range of sources: earlier studies, information 
in the literature, annual reports as well as information received from industrial 
organizations and companies.21  
    Substantial effort has been spent to make the list exhaustive. It has been confirmed to 
be exhaustive for all products from the Astra group (Astra, Hässle, Draco, Tika, Bofors) 

                                                 
20 This means that some Pharmacia products, e.g. in the field of separation and allergy diagnostics, are not 
included since they were not drugs requiring registration.  
21 SOU 1969:36 tab 3:13 p.50-52, SOU 1980:33 bil.2 tab.8 p.31-33, LIND 1978 del2 bil.10 tab.4 p.18, 
Wallmark and McQueen (1986), Holm (1992:90), Frankelius (1999:161, 436), Norgren (1989:89), Nyquist 
(1992:25), Astra (1982, 1984, 1991, 1997), Pharmacia (1984, 1985, 1988), Kabi Pharmacia (1992), Kabi 
Vitrum (1979), Leo (1985), Ferring (1987), LIF (1980, 1982-85, 1987-93), Nordisk Läkemedelstatistik 
(1982), AstraZeneca (2006), Apoteket (2006), IMS Health (2006), Ferring (2006). 
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for the entire period, for products from Leo until 1985 and for products from any 
company until 1964 (cf. Appendix D). However, the probability is high that also the other 
parts are exhaustive. 
    Figure 5 shows the number of economically important drugs per registration year as 
well as the three year moving average to make the diagram easier to read. The peak in 
1964 is possibly somewhat overstated due to the abolishment of ‘provisional approval’ 
(see Appendix A, drug stock), but probably not by much since the approval times of these 
particular drugs were fairly normal (MPA 2007).  
    Nearly 80 % of the products in the list are original products, 35 out of 45 drugs. Five 
products are based on previously known substances or are incremental improvements of 
such substances. These products are mainly clustered in the period 1957-62. The 
remaining five drugs are licensed from foreign companies. These are scattered over the 
entire period with a slight tendency to cluster in the late 1980s. 
 
Figure 5 Number of economically successful drugs (annual sales >40 MSEK 1980 prices) per Swedish 
registration year 1934-94. 
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Sources: Author’s list of economically important products. 
 
    It can be seen in Figure 5 that the number of economically important products 
increased during the second half of the 1950s but some of these belonged to the 
previously mentioned cluster of products based on known substances in 1957-62. 
However, after that a clear majority of the economically important drugs were original 
Swedish products. The second half of the 1970s saw fewer economically important drugs, 
but those were still mainly original products. The number of successes increased during 
the 1980s.  
Table 4 shows the number of economically important NCEs of Swedish origin. The 
number of such NCEs increased throughout the 1960s and the pace only slowed in the 
second half of the 1970s. This is also largely consistent with the picture given previously 
in this study. 
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Table 4 Number of economically successful NCEs of Swedish origin 1960-82.  

Period Economically important NCEs (Swedish origin) 
1956-61 1 
1962-66 2 
1967-71 3 
1972-76 4 
1977-81 3 

Sources: Author’s list of economically important products, NCE: Berlin and Jönsson (1984). 
 
     
8. Conclusions 
 
This study has investigated the effects on innovation and total factor productivity growth 
of the stricter drug regulation introduced in Sweden in 1964. The innovative output in 
terms of the number of new drugs fell in a similar way as in the US where stricter 
regulation had been introduced in 1962.  
    The study uses patents as indicators of innovation. This is validated in two ways. First, 
the risk of drugs experiencing early deregistration (a sign of low quality) is compared to 
the number of drugs per patent. Second, a comparison between Swedish patents statistics 
and citation weighted patenting in the US by Swedish inventors is made.  
    To ensure that the conclusions reached on the basis of average drug quality is valid 
also for the economically most important products an evaluation of these is made as well.  
    OLS regressions for the period 1952-77 based on a standard Cobb-Douglas production 
function were used for the analysis. The growth of patent and drug stocks proved have a 
strong positive impact on TFP growth with slightly increasing returns to patent stock and 
drug stock growth, respectively. The patent stock elasticity was somewhat higher than the 
drug stock elasticity. Note that these are returns to fully developed and commercialized 
products. The return to R&D expenditure is likely to be considerably lower.  
Although the impact of the patent stock growth is larger, the stock of drugs of any quality 
has a substantial impact and cannot be neglected. Its contribution was positive in the 
1950s. The growth of the patent stock made a dominating contribution to TFP growth 
from 1964 and for the rest of the decade. The relation between research output and TFP 
growth did not show any structural breaks. 
    The Swedish industry behaved differently in the 1960s than the US industry. Although 
the number of new products and new drug substances (NCEs) fell in a similar way as in 
the US, there was a focus on quality products in Sweden, and ongoing research projects 
were carried thought to drug approval in spite of increasing testing costs. The quality of 
products increased in the 1960s, and there were an increasing number of economically 
successful drugs based on NCEs. This had a positive impact on TFP growth. 
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Appendix A 
 
Data descriptions 
 
The data set has been produced for the period 1952-95, although only the period 1952-77 
is used in the present study. 
 
Value added 
The value added in current prices has been taken from the Swedish industry statistics 
(SCB Industry Statistics 1952-1996). To avoid a discontinuity in the series, a minor 
adjustment was done to the values before 1962 (when an industrial re-classification was 
done).22 
    The deflation was performed using a producer price index (PPI) for pharmaceuticals 
(class 3522) (SCB Statistics database 2005) for the period 1968-1995, and an index for 
the chemical industry before 1968. The chemical industry index was composed by a 
series provided by SCB (2004) 1950-68 and a series from the Swedish Historical 
National Accounts (Ljungberg 1990, App.2, p.525) 1935-68. In the overlap period 1950-
68, an arithmetic average between the two series was used. The resulting series was 
compared to Astra´s price index for their domestic pharmaceutical products (Astra 
1966:7, 1968:9) and was found to provide a reasonable picture of the development in the 
period 1958-68. 
    The non-labour R&D costs (i.e. materials), which were added back to the value added 
as described in the main text, were taken from the Swedish research statistics (SCB 
Research Statistics) for the period 1967-95. The expenditure was deflated using the 
pharmaceutical deflator above. For the sub-periods when the expenditure is only given 
biennially, linear interpolation was used to construct annual values. For the period before 
1967, non-labour R&D expenditure has been calculated as a constant share of value 
added. This share was fairly constant from 1967 to 1983 (ca 8 %) but rose after that. It 
has been assumed that the constant ratio can be applied to the period before 1967. 
 
Labour 
The amount of labour used has been calculated in man-hours and consists of blue and 
white collar labour with the deduction of efforts by R&D staff as was described above. 
The hours worked by blue collar staff was taken from the Swedish industry statistics 
(SCB Industry Statistics).    
    The number of white collar employees given in the industry statistics has been 
recalculated to man-hours by using an estimate of the average weekly number of hours 
worked based on Isidorsson (2001:66-67), SOU 1992:27, pp.76-81, and SOU 2003:54, 
pp.59-60. This includes changes in the nominal working week as well as holidays. The 
resulting average number of hours per week per employee has been linearly smoothed 
1944-1979, a period of stepwise decline in working time, to allow for that workers may 

                                                 
22 Values before 1962 were multiplied by 0.908. 
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use overtime to bridge the steps in nominal working time caused by changing regulations. 
Since 1980 the average working week per employees has been unchanged.   
   The R&D staff has been treated in a similar way using the estimate of average working 
week. The number of R&D employees is provided by the SCB Research Statistics for the 
period 1967-95.23 Before that the number of staff has been estimated by using the number 
of ‘technical white collar staff’ provided by the industry statistics. This has been 
multiplied by its average ratio to R&D staff in the overlapping period 1967-76. The ratio 
is roughly constant (about 0.8) in that period and this has been assumed to be valid also in 
the previous period.    
 
Capital stock 
The calculated total capital stock for the pharmaceutical industry is provided by the 
Swedish national accounts (SCB National Accounts 1952-96). However, for this purpose 
the utilization of capital should be included. This has been done by constructing a proxy 
based on the electricity consumption. This is possible since the pharmaceutical industry is 
a very light industry. In heavier, more energy consuming, industries, increasing 
electricity prices steer the investments towards more energy efficient machinery and this 
makes electric energy unsuitable as an indicator of the capital stock. Appendix B 
provides a more detailed description of the proxy and the rationale behind it.     
    The R&D capital stock was constructed by cumulating the annual capital investments 
in R&D (deflated by a GDP deflator, Krantz and Schön 2007) using a depreciation rate of 
15 % p.a. from 1967 onwards. The capital stock in the first year (K1) was estimated by 
assuming a 14 % annual growth rate (g) in R&D capital investments (the average growth 
rate 1967-77) and 15 % depreciation24 (δ) and using the formula K1=R1/(g+δ) which 
calculates a perpetual sum of the growing investments (g) and the depreciation (δ) (Hall 
and Mairesse 1995). The ratio between the estimated R&D capital stock and the total 
capital stock is on average 2.5 % until the late 1970s, and this figure has been used to 
extrapolate the R&D capital stock back to 1952. 
 
Drug stock 
The stock of drugs is based on registration and deregistration of pharmaceutical 
specialties (new drugs including different dosage forms and strengths) back to 1934, the 
first year of such registrations (MPA 2006). The pharmaceutical specialties of Swedish 
firms were first selected using the firm name and country, excluding subsidiaries of 
foreign corporations (ca 5000 specialties). The number of new drugs (excluding different 
dosage form and strengths) was then filtered out based on the brand name (ca 2000 
drugs).25 The stock was calculated as cumulated registrations of new drugs minus 

                                                 
23 The figures are given biennially. These have been linearly interpolated to achieve annual values. 
24 The figure 15 % has been selected since it is commonly used as a depreciation factor for private R&D 
(e.g. Griliches and Mairesse 1984).   
25 This method was previously used by Norgren 1989: 33. The number of new drugs is not the same as 
NCEs, although the two measures develop similarly over time as can be seen in Section 2. 



  21 

cumulated deregistration. A de-registration was defined as the last deregistration of any 
pharmaceutical specialty of a particular brand name. 
    Both the series of pharmaceutical specialties and new drugs have spurious peaks in 
1964 and 1973-75 due to regulatory changes. Before 1964 a system of provisional 
approval was used, whereby drugs were ‘provisionally approved’ (frilistade) and allowed 
to be sold in parallel to the approval procedure. This system was abolished in the new 
regulatory framework of 1964 and the buffer of free listed drugs was approved as soon as 
possible. Also, a number of previously exempt drugs by ACO were being registered in 
1964 (Berlin 1981). To adjust for the changes, these ACO registrations have been spread 
over time back to 1939 when ACO was founded (see Appendix D) and an estimation of 
the buffer size of free listed drugs has been spread over the previous 5 years.26 The 1973-
1975 peaks were also due to older ACO products (Berlin 1979) and a similar operation as 
for 1964 has been done for these. 
 
Patent stock 
The annual patent count has been extracted from the printed records of the Swedish 
Patent Office (PRV 1910-1999) on a per firm basis. The firms considered are the thirteen 
larger pharmaceutical firms. The other firms were very small and it has not been possible 
to find any patents for these. The thirteen firms consolidated over time and were reduced 
to two major firms and one smaller in the 1990s. Appendix D gives a graphical 
representation of this process. The patent count is the number of granted patents 
organized by the year of application, in total ca 1000 patents. The stock has been 
compiled from 1910 using 10 % depreciation. The rate has been selected to give an 
approximate fit to the average patent life time in Sweden while at the same time not 
giving too many patents surviving the maximum validity of 17 years27 This tail has been 
assumed to consist of more valuable products that have their effective protected life time 
extended beyond the maximum patent validity though the use of branding and 
trademarks.  
 
Export share 
The export share has been calculated as pharmaceutical exports from Sweden (SCB 
Trade Statistics 1952-95) divided by the output of the Swedish pharmaceutical industry, 
both in 1980 prices deflated by the deflator used for value added. The output has been 
adjusted for the 1962 reclassification in a similar way as the value added (see above).  
 
Control for macroeconomic influence 
To cater for potential influence of macroeconomic factors, the TFP growth rate for other 
knowledge intensive Swedish industries (excluding pharmaceuticals) is used as a control 
variable. This series has been taken from Josephson (2005, Appendix A, Table A.3).  
 

                                                 
26 This is a best guess for the time of their origination based on Berlin (1979, 1981, 1982). 
27 20 years from 1983 (Reiland 1984). 
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Appendix B 
 
 
Electric energy consumption as indicator for effective capital stock 
 
There are several potential sources of the capital stock to be used in the calculation of the 
total factor productivity. The Swedish national accounts (SCB National Accounts 1963-
83) provide information calculated according to the perpetual inventory method (PIM). 
This is broken down to the pharmaceutical industry’s level (3522 in the Swedish 
industrial classification system) during the period 1963-1983. Fire insurance values are 
available for some periods, but not broken down to the four digit level. The Swedish 
national business statistics also provide information on the capital stock, but this has 
proven to be unreliable since changing tax rules have affected how firms depreciate their 
stock over time (SCB Business Statistics 1984:7-9). The national accounts seem to 
provide the most reliable source, although the period is limited. 
    An issue when using the capital stock for productivity calculations is that it should 
include the utilization, i.e. it should measure the effective capital stock (Åberg 1969: 59). 
This requires the use of some kind of proxy that responds to shorter term variations in 
utilization. Åberg (1969: 82-109) used the capital income as an indicator of the effective 
stock under the assumption that the rate of return on new investments is approximately 
constant over time. Unfortunately, the wage sums are not broken down to the four digit 
level in the national accounts so this method can not be used for the pharmaceutical 
industry.  
    Another potential option is to use electric energy consumption as a proxy.28 Figure B.1 
compares capital income29 and electric energy consumption for the chemical industry as a 
whole (SNI 35) for which salary and wage data is available. It can be seen that electric 
energy captures well the variations in utilization indicated by the swings in the capital 
income. However, the long term slope is different (hence the need for dual scales despite 
the normalization of both parameters to index=100 in 1954). This is a well known 
phenomenon that can be attributed to substitution of capital for energy, improved energy 
efficiency of machinery as technology advances, or both. This is generally related to 
changes in the relative price of energy, e.g. in the 1970s. Kander and Schön (2005) show 
that the increasing energy efficiency of machinery and other equipment has been an 
important component in the long term and that the ratio of capital to the final services of 
energy (heat, motive power) has been constant, while the capital to consumed energy 
ratio has increased.  
    The 1970s energy price shocks had a clear influence also on the Swedish chemical 
industry. An econometric evaluation shows that the stock of machinery capital and the 

                                                 
28 Installed power, yet another option, turned out to work less well as an indicator of effective capital and is 
in addition only available until 1979.   
29 Real value added less real salary and wage costs. 
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consumption of electric energy were co-integrated at the 5 % level between 1950 and 
1973, but not during the period 1974-1995 (> 10 % level).  
    Overall, this makes energy consumption less suited as a proxy for capital in the 
chemical industry as well as in most other more energy intensive industries. The 
situation, as we shall see, is different in the pharmaceutical industry. 
 
 
Figure B.1 Capital income (index=100 in 1954, left scale) and electric energy consumption (index=100 
in 1954) in the Swedish chemical industry (SNI 35). 
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Source: SCB National Accounts, SCB Industry Statistics. 
 
Although the pharmaceutical industry is a subset of the chemical industry, the latter is 
dominated by heavier, more energy intensive, process industries. The pharmaceutical 
industry is a considerably less energy intensive industry, and the need to increase the 
efficiency in energy use has been less pressing. This is reflected in the relation between 
capital and electric energy consumption. Here, the consumption of electric energy and the 
total capital stock are mutually co-integrated with very high significance (1% level) over 
the time period for which capital stocks are available in the national accounts (1963-83). 
The two regressions and the stationarity properties of the respective residuals are: 
 
Kt = β0 + β1·Et+εt           ADF t-statistics for εt: -4.24    (1) 
 
Et = β0 + β1·Kt+εt          ADF t-statistics for εt: -3.99    (2) 
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where Kt represents total capital stock, Et the consumption of electric energy, β0 
constants30 and εt  the residual series. The 1% asymptotic critical value for the ADF t-
statistics for co-integration is -3.90 (Davidson and McKinnon 1993:722). There are no 
signs of a changing relation in the 1970s.  
 
Figure B.2 Total capital stock (from national accounts) and estimated total stock (based on electric 
energy consumption) for the Swedish pharmaceutical industry (SNI 3522). 
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Source: SCB National Accounts, SCB Industry Statistics. 
 
 
    Figure B.2 shows the total capital stock from the national accounts compared to the 
estimation derived from Equation 1 using the coefficients found in the regression. While 
the two variables are following each other in the long run, the estimated stock based on 
electric energy includes variations which are reasonable to attribute to varying utilization. 
It could be argued that this proxy for efficient capital stock should be shifted downwards 
so that the total stock from the national accounts forms the upper limit, corresponding to 
100% utilization. However, such a shift would only have a negligible impact on the 
percentage changes, or more specifically first differences of logarithms (Δln), that is used 
in the calculation of the total factor productivity. It is also possible to assume that the 

                                                 
30 It could be noted that the presence of a constant term (i.e. that a part of the capital is not consuming 
electricity) in the relation between capital and energy causes the capital to electric energy ratio (K/E) to fall 
slightly over time (asymptotically towards β1) as the energy consumption is growing. This is different from 
the major parts of the Swedish manufacturing industry studied by Kander and Schön (2006) where it rose 
substantially. However, they found that lighter industries had a lower growth in K/E-ratio than heavier 
(more energy intensive) in the very long run. The pharmaceutical industry is apparently even less energy 
intensive than their category light industries consisting of engineering, saw mills, food industries, textiles 
and clothing. 
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utilization of capital may exceed 100 % of nominal capacity during shorter periods, 
although this would harm the machinery in the long run. The proxy is therefore used 
without any shift, as it is shown in Figure B.2. The reason for using an estimated stock 
rather than the energy consumption directly is that the co-integration relation (Eq.1 in this 
appendix) includes a constant which makes the percentage changes of energy 
consumption (in MWh) slightly different from the percentage changes of the capital stock 
(in MSEK). By recalculating the energy consumption into an estimated capital stock this 
issue is avoided. 
    The consumption of electric energy is available for the pharmaceutical industry for the 
period 1940-1995, and has been used to estimate the effective total capital stock in the 
calculation of total factor productivity in this study. 
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Appendix C  
 
Validation of Swedish patent statistics against citation weighted 
pharmaceutical patenting in USA by Swedish inventors 
 
Introduction 
The purpose of this Appendix is to compare the ‘raw’ yearly patent count of national 
patents for the Swedish pharmaceutical industry with the US citation weighted patent 
statistics for patents filed by Swedish inventors.  
    It has been shown by Lanjouw and Schankerman (2004) that among the different 
methods suggested for quality adjustment of patent statistics, the number of received 
citations (also called forward citations) is the most relevant indicator for the stock market 
value of pharmaceutical firms (and therefore indirectly with their discounted expected 
profit flows). This is different from other US manufacturing industries, where the number 
of claims31 appears to be more important.     
    The use of patent citations as a way to estimate the economic and technical quality of 
patents was pioneered by Trajtenberg (1990) who showed that the social value (measured 
as estimated gain in consumer surplus) of innovations in the field of computer 
tomography (CT) scanners was related to the citation weighted patents statistics rather 
than the raw patent count.32 Harhoff et al. (1999) looked at the private economic value of 
innovations rather than the social value (which includes externalities). They asked 
holders of German patents that had been renewed until the full 18 year term and that had 
corresponding patents in USA about the estimated value of their innovations. They 
compared this with the number of citations received by both the German and the US 
patents and found that more valuable innovations had more citations in both cases. Hall et 
al. (2005) has further shown that a high ratio between a firm’s stock of citations to their 
patent stock is positively associated with a high market value of the firm.  
    The reason for not using the citation weighted statistics directly in this study is that the 
available database only starts in 1963 for patent grants (1967 for applications) and hence 
is not covering the critical period of investigation. However, there are reasons to believe 
that the raw national patent count may work sufficiently well as an innovation indicator 
in the pharmaceutical industry as pointed out by Reekie (1973). First, since the study is 
only concerning one industry, the problem with differences in inter-industry propensity to 
patent is avoided. Second, the pharmaceutical industry is the most intensive user of 
patents as a way to protect their intellectual property of all industries. A study (Arundel 
and Kalba 1998) of the propensity to patent among major European firms (in 1993) 
shows that the pharmaceutical industry applied for patents for almost 80 % of its product 

                                                 
31 Each patent document includes claims which delineate in detail the extent of the patent protection. It can 
be argued that more claims indicate a wider applicability of the patent. Other factors used in this study were 
backward citations and the number of countries patents are filed in. 
32 Patent citations are also used to trace knowledge flows (e.g. Jaffe et al. 1993) and to identify General 
Purpose Technologies (Hall and Trajtenberg 2004). This aspect will not be treated here. 
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innovations. This was higher than in any other industry. The importance of patents as a 
tool to appropriate the returns of research investments is due to the relatively short time 
and low cost required copying drugs (Levin et al. 1987). But even more importantly, key 
innovations may be further protected by surrounding patents preventing competitors to 
develop close substitutes. This was especially important in Sweden before 1978 when it 
was not possible to patent pharmaceutical products. These had instead to be protected by 
patents concerning the process to produce the drugs. The consequence was that a number 
of alternative processes had to be patented in order to achieve protection. It is likely that 
more important and valuable innovations had more such protective patents.  
    These three reasons suggest that the raw national patent count may be a more reliable 
innovation indicator in the pharmaceutical industry than in any other. Although it should 
be noted that even though citation weighted patent statistics are not exact measures of 
innovation, a correspondence between the Swedish patent count and the citation weighted 
US statistics will provide a quantitative underpinning for the use of the national count in 
this study. 
 
Citation weighted patent data 
The US patent and citation data has been taken from the NBER database described in 
Hall et al. (2001). A subset of this database was extracted based on the technology class 
of the patents (Subclass 31 Drugs including patent classes 424 and 514) and the first 
inventor’s nationality (Swedish). The citation weighted patent count was calculated based 
on the number of citations:33   
 

Citation weighted patent countt = ∑
=

tn

i
iC

1
      (1) 

 
where Ci is the number of citations received for patent i and nt is the number of patents 
during year t.  
    There are a number of issues connected with the use of time series of patent citations 
that needs to be taken into account (Hall et al. 2001). First, the number of citations suffers 
from truncation in two ways. The citation data is recorded for patents granted in 1975 and 
onwards. This means that patents applied for before that date would have lost some 
citations. Also, since many citations are made to considerably older patents (50 % to 
patents 10 year older or more), there will be a loss of citations for more recent patents. 
These would not yet have had time to receive all their citations. Second, the US Patent 
Office was computerized in the 1980s which made it easier to find patents to cite. This 
increased the propensity to cite and it affects the number of citations. Third, as patenting 
increases over time (even with a constant propensity to cite) there will be an increase in 
the number of citations since the stock of patents to cite grows. Overall, there will be a 
kind of ‘inflation’ in citations in addition to the truncation issues. This can be 

                                                 
33 Trajtenberg (1990) also adds the patents themselves (i.e. Σ(1+Ci)). This has not been done here to avoid 
that any correlation between the raw US and Swedish patent counts influences the regression.  
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compensated for by dividing the citation count for our selected subset of patents by the 
average number of citations received by all patents of the same cohort and technology 
class. This removes all systematic influences of the three sources of error mentioned.34 
The impact of this adjustment can be seen in Figure C.1. Here, the average number of 
citations per US patents in our subset is shown, with and without the adjustment.35 It is 
clear that the impact is largest in the early and late parts of the period, where the 
truncation is most severe. It can also be noted that the average number of citations in the 
mid part of the period has been fluctuating around a fairly stable mean of about eight 
citations per patent. This is close to the average level for patents in general during this 
period (Hall et al 2001). 
 
 
Figure C.1 Average citations received per US granted drug patent by Swedish inventors (organized 
by grant year) with and without adjustment 1963-99. 
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Sources: NBER database Hall et al. 2001. 
 
 
    Another issue regarding patent statistics is the lag between application and grant. The 
time the patent office needs to handle the patent application is typically between 2-5 
years, but may be longer. The application year is therefore a more accurate dating of the 
invention. It is also especially important to use application years when comparing patents 
                                                 
34 A disadvantage of this method is that it also removes systematic changes for the entire technology class 
in the importance of patents. This has been regarded as acceptable since the alternative option would be to 
introduce assumptions about the distribution of citation lags etc. It has not been clear that this would have 
been more reliable for the current purpose.  
35 The average number of citations per cohort and technology class (Drugs & Medical, Table 2b in Hall et 
al. 2001valid for grant years), which the number of citations for our studied subset is divided with, has been 
normalized to have a maximum value of one. The citation count used in the regressions is based on 
application year and has been adjusted in a similar way using Table 2a. 
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granted in different countries, as in this Appendix, since their handling time may differ 
considerably. However, the use of application years leads to another form of truncation, 
as the data is based on granted patents (to avoid counting applications of too low quality 
to be granted). Patents applied for in the last couple of years of the period would 
consequently not have had time to be granted. This effect restrict the reliable patent 
application years for the Swedish national patent series to 1992. The first year for which 
the NBER database provides patent application data is 1967. This gives the usable period 
for an econometric comparison to 1967-92. However, data organized per grant year is 
available 1963-99, and in used in Figure C.1.36 
 
Comparison 
To compare the national patent count and the citation weighted US series organized by 
application year, a regression of first differences of the two series was run for the period 
1967-92. Since it could be suspected that the introduction of pharmaceutical product 
patents might have reduced the need for protective patenting of alternative production 
processes, an additional term was introduced. This term consisted of the citation weighted 
US patent applications multiplied by a dummy taking the value one for the period from 
1978 (and zero elsewhere). 
 
Δ(Swe pat appt-2) = β1·Δ(cit weight US pat appt )+β2·dummy1978·Δ(cit weight US pat appt )   (2) 
 
A two year lag between the Swedish and US application dates provided the best 
correlation. That the size of this lag is realistic is supported by a random sampling of 
patents using Google Patents. The average lag was 1.9 years for a sample of 35 patent 
applications made by Astra, Pharmacia, Kabi, Hässle, Draco and Leo. 
    The result of the regression showed a significant correlation and acceptable test results 
(Table C.1). Both β1 and β2 were clearly significant and β2 had a negative sign and was 
only slightly smaller than β1. This means that the overall coefficient for the period 1978-
92 was close to zero. The results show that there was indeed a change in patenting 
behaviour when product patents became allowed. It also supports that the national patent 
count can be regarded as quality adjusted before the introduction of product patents.    
 
 
 
 
 
 
 
 
 
   

                                                 
36 Figure C.1 uses grant years to provide a picture of the entire period. This is not so critical since the figure 
exclusively deals with US patents and its citations. 
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Table C.1 Regression results 1967-92, with dummy for 1978-92. 
1967-1992         
Dependent variable: Δ(Swe pat app (t-2))      
Included observations: 25 after adjusting endpoints    
       
Independent variables      
  coefficient p-value   
Δ(cit weight US pat app (t))  0.137 0.000   
Dummy1978 * Δ(cit weight US pat app (t))  -0.130 0.007   
         
Adjusted R2  0.42    
Durbin-Watson  2.37    
Jarque-Bera normality test p-value  0.59    
White test (cross terms, p-value)  0.59    
Breusch-Godfrey (worst of 1-5 lags, p-value)  0.11     
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Appendix D   
Concentration of the Swedish Pharmaceutical Industry 
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