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## Abstract

This thesis is based on the work that was done during 1992-1996 at the DELPHI detector at LEP. Its main parts are outlined below.

The brief Introduction gives an overview of the science of Particle Physics, its development and contemporary status.

The first chapter represents an introduction to the DELPHI detector at LEP, describing the main features of the LEP machine and the DELPHI detector as means to obtain an important information for the analysis.

The second chapter is devoted to description of the development of one of the components of the DELPHI detector: the hadron calorimeter and its cathode readout system in particular.

The third chapter describes the wide possibilities of QCD analysis using the information about hadronic decays of the $Z^{0}$ boson produced in $e^{+} e^{-}$annihilation. The main goal of this work was to extract different components of the charged hadron cross section and to derive the gluon fragmentation function.

In the fourth chapter results of the studies of two-particles correlations in hadronic $Z^{0}$ decays are presented. The analysis of directional and transverse mass dependences of the Bose-Einstein correlations is performed.
... if [the universe] is divisible through and through, there is no 'one' and therefore no 'many' either, but the Whole is void; while to maintain that it is divisible at some points, but not at others, looks like an arbitrary fiction. For up to what limits is it divisible? And for what reason is part of the Whole indivisible, i.e. a plenum, and part divided?
"On Generation and Corruption" by Aristotle

## Introduction

The idea of discovering the basic building blocks of the matter powers scientific researches through millennia. In the year 400 B. C., ancient Greek philosopher Democritus proclaimed that "in reality, there are atoms and space". By atoms he meant smallest indivisible particles. Couple of millennia later chemists learned out that the matter is built up of molecules, and those molecules are built up of something they called atoms. At about the same time, physicists were studying electricity, magnetism and optics. In 1897 A. D., the English physicist J. J. Thomson discovered in cathode rays experiment the electron, which become the first elementary particle to be found. Hence the year 1897 can be regarded as the birth date of the science of Particle Physics. Existence of electrons proved that atoms are not indivisible, although they are the smallest units into which matter can be divided without the release of electrically charged particles. The discovery of electron triggered investigations of the atomic structure. While all the classical mechanical models failed, in 1913, the Danish physicist Niels Bohr introduced quantum theory to account for the structure of atoms. Presuming the hydrogen atom model, in which negatively charged electrons orbits a positively charged nucleus, he asserted that electron can occupy discrete energy orbits. Later, in mid-1920s, the theory of quantum mechanics was developed with the introduction of the uncertainty principle by the German scientist Werner Heizenberg. In 1924-1925 the subdivision of elementary particles into fermions (after Italian physicist Enrico Fermi) and bosons (after Indian mathematician and physicist Satyendra Nath Bose) was developed. In quantum field theory, fermions have antisymmetric wave functions, like electrons, and bosons have symmetric wave functions, like photons.

Theoretical and experimental studies in atomic and nuclear physics progressed rapidly, and by the 1940 s proton and neutron were known as building parts of nuclei, muon and positron also were discovered, increasing the number of known elementary particles and improving the knowledge of the structure of matter. It was known that the nuclear fission can release a great amount of thermal energy, as well as gamma rays and neutrons. And it was clear that the further studies of elementary particles need experimental installations which force particles to interact at very high energies. In 1932 the British physicists John Douglas Cockcroft and E. T. S. Walton first observed the disintegration of a nucleus by artificially accelerated particles. Thereafter, the importance of accelerators in basic research became comparable to that of microscopes and telescopes. The rapid advance in the science of accelerating particles to high energies occurred since 1945, when two physicists, American Edwin Mattison McMillan and Russian Vladimir Iosifovich Veksler, independently described the principle of phase stability, which made possible the construction of magnetic-resonance accelerators, called synchrotrons. By the same time, the Quantum Electrodynamics (QED) as a quantum theory of the interactions of charged

| name | acts on: | carrier | range | strength | examples |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | stable <br> systems | induced reaction |
| Gravity | all particles | proposed graviton | long; $F \propto 1 / r^{2}$ | $\sim 10^{-39}$ | solar system | object <br> falling |
| Weak force | fermions | $\begin{aligned} & \text { bosons } \\ & W^{ \pm}, Z^{0} \end{aligned}$ | $<10^{-17} \mathrm{~m}$ | $10^{-5}$ | none | beta decay |
| Electromagnetism | particles with electric charge | photon, $\gamma$ | long; $F \propto 1 / r^{2}$ | 1/137 | atoms, rocks | chemical reactions |
| Strong force | quarks, $q$, and gluons, $g$ | gluons, $g$ | $10^{-15} \mathrm{~m}$ | 1 | hadrons, nuclei | nuclear reactions |

Table 0.1: The four basic forces of nature.
particles, became fully developed.
Simultaneous development in both experiment and theory led to enormous progress in high energy physics, or particle physics. Elementary particles were discovered in abundance, and classified to gamma-quanta, leptons, mesons and barions. Throughout the 1960s theoretical physicists, trying to account for the ever-growing number of subatomic particles observed in experiments, considered the possibility that protons and neutrons were composed of smaller units of matter. In 1961 two physicists, Murray Gell-Mann of the United States and Yuval Ne'eman of Israel, proposed a particle classification scheme called the Eightfold Way, based on the mathematical symmetry group $\mathrm{SU}(3)$, that described strongly interacting particles in terms of building blocks. Later, these blocks were called quarks. In 1970s, the Quantum Chromodynamics (QCD) was developed as the theory of strong interaction between quarks, introducing gluons as quanta of the strong field.

Discovery of intermediate vector bosons, $W$ and $Z$, in 1983 at the European Laboratory for Particle Physics (CERN) in Geneva, Switzerland, provided a strong support to the electroweak theory, developed during 1960s independently by Sheldon Glashow, Abdus Salam, and Steven Weinberg. It was constructed as a gauge-invariant theory of the weak force, of which physicists were aware since 1930 s, also including the electromagnetic force. Thus the picture of the modern understanding of the forces which drive the Universe (see Table 0.1) became almost complete. Gravitation is by far the weakest known force in nature and thus plays no role in determining the internal properties of everyday matter. Proposed by the relativistic gravitation theory gravity waves and quanta of the gravitational field, gravitons, are not discovered yet.

The combination of the electroweak theory and QCD, called the Standard Model, proved to be a highly successful framework. The Standard Model operates with two families of fermions: leptons and quarks, that build up matter and interact by means of bosons: $\gamma, W, Z$ and $g$. Elementary particles are subdivided into three generations, see Fig. 0.1. Leptons are electron $e$, muon $\mu$, tau-lepton $\tau$, their respective neutrinos $\nu_{e}, \nu_{\mu}$ and $\nu_{\tau}$, and their antiparticles. Quarks are of six different "flavours" : up, down, charm, strange, top and bottom. The modern Standard Model does not explain, why there are


Figure 0.1: Elementary particles in the Standard Model. Each particle has a corresponding antiparticle of the opposite charge.
three generation of leptons and quarks, neither does it predict their masses. However, recent experiments confirmed existence of all six quarks and three generations. The heaviest quark, the top quark, was discovered in 1995 at the Fermi National Accelerator Laboratory in Brookhaven, USA.

Current researches in particle physics are focused on the Higgs particle, the particle associated with the mechanism that allows the symmetry of the electroweak force to be broken, or hidden, at low energies and that requires the $W$ and $Z$ bosons to have mass. Researchers know that the Higgs particle must have spin 0, but that is virtually all that can be definitely predicted. Theory provides a poor guide as to the particle's mass or even the number of different varieties of Higgs particles involved.

At the time being, scientists can admit that the knowledge of the laws of nature is by far not complete. Profound theoretical and experimental investigations yet have to be done, new theories have to be written, new accelerators have to be built.

In 1989, the largest contemporary accelerator, the LEP collider, began operation in CERN. Four detectors devoted to the electron-positron annihilation experiments were installed at the collider ring. The author of this thesis got a grand opportunity to contribute to the construction, operation and data analysis of one of them, the DELPHI. The result of this activity during the years $1992-1996$ is summarised in the dissertation.

## Chapter 1

## The DELPHI Detector at LEP

Modern science of particle physics is heavily based on high energy accelerators, which produce wide range of elementary particles for consecutive studies. For precision analysis, electron-positron colliders are factories which provide scientists with sufficient statistical material of high purity. The biggest contemporary accelerator of this kind has been built in the European Particle Physics Laboratory, CERN. Four different detectors have been constructed to collect data on electron-positron collisions: ALEPH, DELPHI, L3 and OPAL. This work will be concentrated on the DELPHI detector at LEP.

### 1.1 The LEP Collider

The CERN Large Electron Positron (LEP) collider [1] is a 26.67 km circumference $e^{+} e^{-}$ storage ring (see Fig. 1.1) which was designed to operate in an energy range of 20 GeV to 50 GeV per beam at the first stage and up to 90 GeV at the second stage. The basic feature of the LEP design is a large accelerating ring circumference in which the machine is installed in stages corresponding to the new physics events that are predicted by the unified theory of weak and electromagnetic interactions. The first such event is the $Z^{0}$ boson at an energy of $\simeq 90 \mathrm{GeV}$. Since these bosons can be produced singly, the LEP machine energy is about 50 GeV per beam, giving 100 GeV in the centre of mass. The next predicted event is the production of pairs of the charged intermediate boson ( $W^{+} W^{-}$) at an energy of about 180 GeV which requires LEP energies of about 90 GeV per beam. This increased energy at the second stage is obtained by installing additional superconducting accelerating cavities. Another advantage of the LEP Project is to use the PS and SPS machines as the injectors for LEP.

### 1.1.1 The LEP collider design

The LEP Main Ring 26.67 km tunnel is complemented with four experimental caverns, 18 pits, 3 km of secondary tunnel, and some 60 chambers and alcoves. The plane of the tunnel is inclined by $1.4 \%$ to ensure that all underground caverns and the main part of the tunnel would be located in solid rock while, at the same time, limiting the maximum depth of the shafts to less than 150 m .

The electromagnetic guide field system of LEP consists of dipoles, quadrupoles, sextupoles, horizontal and vertical dipole correctors, rotated quadrupoles, and finally electrostatic dipole deflectors. Magnets are combined in "standard cells" in the following order: a defocusing quadrupole, a vertical orbit corrector, a group of six bending dipoles, a focusing sextupole, a focusing quadrupole, a horizontal orbit corrector, a second group of six bending dipoles, and finally a defocusing sextupole. The length of a standard cell is 79.11 m .

Each experimental collision point in LEP is surrounded by a large solenoidal magnet used for particle separation. The bunches of each beam must be tightly focused to very small dimensions in the centre of these detectors in order to increase the luminosity or particle production rate. This is accomplished by a set of superconducting quadrupoles with very strong field gradients that focus the transverse beam dimensions to about $10 \mu \mathrm{~m}$ and $250 \mu m$ in the vertical and horizontal planes respectively. The solenoidal detector magnets produce another effect, however: they cause the horizontal oscillations to be "coupled" into the vertical plane; if this were uncompensated it would greatly increase the vertical beam size and cause a reduction in the luminosity. For this reason, rotated quadrupoles are installed around each solenoid to compensate this magnetic coupling. These quadrupoles are similar to conventional quadrupoles but rotated about their axis by $45^{\circ}$.

The radio-frequency acceleration system consists of 120 accelerating copper cavities fed with 16 MW of continuous power at 352 MHz . Each cavity consists of a low-loss storage cavity coupled to a five-cell accelerating cavity in such a way that the electromagnetic power continuously oscillates between the two sets of cavities. The coupling is arranged so that the power is at its peak in the acceleration cavities at the instant of the passage of the beam bunches. In this way, the bunches receive the maximum possible accelerating gradient, but the power loss due to heating of the copper cavity walls is greatly reduced since the electromagnetic power spends half of its time in the very-low-loss storage cavities.

The LEP beam-instrumentation system is used to observe the position, shape, or other relevant properties (such as polarisation or electrical current) of the beam. The beam electrical current is measured in LEP as in other accelerators by current transformers placed around the vacuum chamber. In order to position the beam accurately in the middle of the vacuum aperture, it is essential to measure the transverse beam positions at many azimuthal locations on the circumference. In the case of LEP it is measured by 504 monitors fairly evenly distributed around the circumference. Since charged particles, being bent in a circular trajectory, radiate photons, the beams can be "seen" by measuring this flux in the ultraviolet (UV) frequency range. Four UV monitors are used in LEP to measure the transverse dimensions of both beams at two different locations. The synchrotron radiation results in another problem: background originating from the high-energy spectrum of the photon emissions. In order to reduce this background, collimators are installed around each experimental point. Each of these collimators consists of remotely movable jaws of tungsten and copper, which can intercept and absorb the high-energy photons. Since these collimators can be placed very close to the beam, they were designed to accommodate, inside each horizontal jaw, a mini-calorimeter consisting of tungsten absorbers and silicon detectors. These mini-calorimeters are used to measure the relative luminosity in each experimental point by counting the number of Bhabha


Figure 1.1: Scheme of the CERN accelerator complex
events at very small angles to the beam trajectory. In addition, other collimators are located far from all the experiments: these define the LEP aperture and remove any beam halo that might otherwise end up in one of the detectors. The system of collimators has proved invaluable in LEP and has resulted in low background conditions in the detectors practically from the first physics run.

Under certain circumstances it is essential that the beams of electrons and positrons do not collide. In LEP this has been achieved by equipping each of the eight possible collision points with four electrostatic separators, each of which is 4 m long and produces a vertical electric field of $2.5 \mathrm{MV} / \mathrm{m}$ between the plates, which are separated by 11 cm . This produces a separation between the bunches of electrons and positrons of more than 40 standard deviations of the vertical beam size. The separators are powered in all eight possible collision points during injection, accumulation, and energy ramping. Some time before physics data taking starts the separators in the experimental points are switched off to allow collisions.

The duration of a typical operation to fill LEP with particles for a physics run is 12 hours. During this time each of the $10^{12}$ particles in the beams will have traversed the complete 26.67 km of the LEP vacuum chamber about 500 million times. In order to minimise particle losses due to collisions with residual gas molecules, the whole vacuum chamber must be pumped down to very low pressures. The achieved static pressure for LEP is $8 \times 10^{-12}$ Torr whereas in the presence of beam the pressure rises to about $10^{-9}$ Torr. For reasons of reliability the 26.67 km of the LEP vacuum system is subdivided into smaller "vacuum sectors" with a maximum length of 474 m . There are two independent pumping systems for each of these sectors: a rough system, which provides pressures down to the $10^{-4}-10^{-5}$ Torr range; and the second system needed to provide and maintain ultrahigh vacuum.

The LEP storage ring is the last accelerator in a chain of five (see Fig. 1.1), each of which handles the same electrons and positrons generated on every pulse by the electron gun and the positron converter. The LEP injectors consist of two linear accelerators of 200 MeV and 600 MeV followed by a 600 MeV Electron-Positron Accumulator (EPA), which injects into the CERN Proton Synchrotron (PS) operating as a $3.5 \mathrm{GeV} e^{+} e^{-}$ synchrotron. The PS then injects into the CERN Super Proton Synchrotron (SPS), which operates as a 20 GeV electron-positron injector for LEP. The PS allows acceleration of electrons and positrons from 600 MeV to 3.5 GeV . The SPS accepts electrons and positrons from the PS at 3.5 GeV , accelerates them to 20.0 GeV , and finally transfers them to the LEP collider.

LEP obtained its first circulating beam on 14 July 1989 and performed collisions one month later, on 13 August 1989. Since then, operation has been a mixture of physics data taking around the $Z^{0}$ energy ( 45.6 GeV ) and machine studies aimed at performance improvement, beam energy calibrations, and future upgrades. This first phase (LEP1) provides excellent data for studies of the $Z^{0}$ properties due to the high luminosity achieved (up to $24 \times 10^{30} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ ) and high cross section of the $Z^{0}$ boson production.

For the second phase (LEP2) the collider has to operate at an energy of about 90 GeV with an expected luminosity $\approx 7 \times 10^{31} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ to produce pairs of $W$ bosons.

### 1.2 The DELPHI Detector

DELPHI (DEtector with Lepton, Photon and Hadron Identification) is a general purpose detector for $e^{+} e^{-}$physics at LEP on and above the $Z^{0}$, offering three-dimensional information on curvature and energy deposition with fine spatial granularity as well as identification of leptons and hadrons over most of the solid angle. It has been operating since 1989. Comprehensive review of the performance of the DELPHI could be found elsewhere ( $[2,3]$ ). Here only the short description will be given.

The DELPHI detector is installed in a cavern 100 m below ground. The general layout is shown in Fig. 1.3. It consists of a cylindrical section (the barrel), covered with two end-caps.


Figure 1.2: The DELPHI coordinates.

In the following description, the standard DELPHI coordinate system will be used (see Fig. 1.2), with the $z$ axis along the electron direction, the $x$ axis points towards the centre of LEP, and the $y$ axis points to zenith. The polar angle to the $z$ axis is called $\theta: 0<\theta<\pi$ and the azimuthal angle in the plane perpendicular to the $z$ axis is called $\phi: 0<\phi<2 \pi$.

A superconducting solenoid provides a 1.23 $T$ solenoidal field of high uniformity parallel to the $z$ axis in the volume containing barrel tracking detectors. Tracking relies on the Vertex Detector (VD), the Inner Detector (ID), the Time Projection Chamber (TPC), the Outer Detector (OD) and forward drift chambers (FCA and FCB). Electromagnetic showers are measured in the barrel with high granularity by the High Density Projection Chamber (HPC) in the barrel region and in the end-caps by the Forward Electromagnetic Calorimeter (FEMC). The smaller polar angles, essential for detecting electrons and positrons from two-photon processes and for luminosity measurements, were covered until 1994 by the Small Angle Tagger (SAT) and the Very Small Angle Tagger (VSAT). Later SAT was replaced with the Small angle TIle Calorimeter (STIC). In addition, scintillator systems are implemented in the barrel and forward regions for triggering purposes and in order to achieve complete hermeticity for high energy photon detection.

The iron return yoke of the magnet is instrumented with limited streamer mode detectors to create the HAdron Calorimeter (HAC) which serves also as filter for muons, which are identified in two drift chamber layers. In 1994 a layer of Surrounding Muon Chambers (SMC) was installed outside the end-caps to fill the gap between the barrel and forward regions.

Charged particle identification is provided mainly by liquid and gas Ring Imaging Cherenkov Counters (RICH) both in barrel and forward regions.


Figure 1.3: The DELPHI detector layout

### 1.2.1 Performance of the DELPHI detector

## Tracking system

The tracking system consists of different sub-detectors which cover different space regions, have different performance and aims.

The Vertex Detector (VD) consists of three coaxial cylindrical layers of silicon strip detectors at average radii of $6.3,9.0$ and 10.9 cm . Each layer covers the full azimuthal angle in 24 sectors with overlaps between adjacent sectors. There are 4 detectors along the beam direction in each sector. For polar angles of $44^{\circ} \leq \theta \leq 136^{\circ}$, a particle crosses all three layers of the VD. At the start of 1994, the closer (w.r.t. beam pipe) and outer layers were equipped with double-sided silicon detectors, having strips orthogonal to each other on opposite sides of the detector wafer, giving measurements also in the $z$ direction. The single hit precision of the VD is estimated to $7.6 \mu \mathrm{~m}$ for one layer in $R \phi$ plane and down to $9 \mu m$ along the $z$ coordinate.

The Inner Detector (ID) consists of two main parts. The inner drift chamber of the ID has a jet-chamber geometry with 24 azimuthal sectors, each providing up to 24 $R \phi$ points per track between radii of 12 and 23 cm . Up to the beginning of 1995 , for polar angles in the range $23^{\circ} \leq \theta \leq 157^{\circ}$, a track crossed a volume of the detector sensed by a minimum of 10 wires (now the polar angle acceptance changed to $15^{\circ} \leq \theta \leq 165^{\circ}$ ). Surrounding the jet-chamber, there were 5 cylindrical multi-wire proportional chambers (MWPC) layers with sense wires spaced by about 8 mm ( 192 wires per layer) and with circular cathode strips giving $R z$ information. The polar angle coverage was $30^{\circ} \leq \theta \leq 150^{\circ}$. In 1995 they were replaced with 5 cylindrical layers of straw tube detectors ( 192 tubes per layer) measuring $R \phi$ and having the same functionality. The polar angle acceptance increased to $15^{\circ} \leq \theta \leq 165^{\circ}$. For the old configuration (with which all the data used in this work have been taken), single wire precision of the parameters of the local track element are $\sigma(R \phi)=50 \mu \mathrm{~m}$ and $\sigma(\phi)=1.5 \mathrm{mrad}$. The two track resolution is about 1 mm . The $z$ precision from a single MWPC layer for an isolated track varies from 0.5 to 1 mm depending on $\theta$.

The Time Projection Chamber (TPC) consists of two end-plates, each of which is divided into 6 azimuthal sectors, each with 192 sense wires and 16 circular pad rows with constant spacing. The detector thus provides up to 16 space points per particle trajectory at radii of 40 to 110 cm between polar angles of $39^{\circ} \leq \theta \leq 141^{\circ}$. At least three pad rows are crossed down to polar angles of $20^{\circ} \leq \theta \leq 160^{\circ}$. The single point precision is $250 \mu \mathrm{~m}$ in the $R \phi$ plane and $880 \mu \mathrm{~m}$ in the $R z$ plane. The two-point resolution is about 1 cm in both directions. Distortions currently limit the precision on the track elements to about $150 \mu \mathrm{~m}$ in $R \phi$ and about $600 \mu \mathrm{~m}$ in $z$.

The Outer Detector (OD) consists of 5 layers of drift tubes, operated in the limited streamer mode, located between radii of 197 and 206 cm . Successive layers are staggered and adjacent modules of the 24 azimuthal sectors overlap, giving full azimuthal coverage. Three layers are equipped to read the $z$ coordinate by timing the signals at the ends of the anode wires. The active length of the detector corresponds to polar angles of $42^{\circ} \leq \theta \leq 138^{\circ}$. The single point precision is $\sigma(R \phi)=110 \mu m$, the precision in the $z$ coordinate is $\sigma(z)=3.5 \mathrm{~cm}$.

The Forward Chamber A (FCA) consists of three modules. They are mounted on
each end of the TPC at a distance from the interaction point of about 160 cm in $|z|$. A module consists of 2 staggered planes of drift tubes, operated in the limited streamer mode. There is a rotation of $120^{\circ}$ between the wire orientations of the modules. The chamber covers polar angles of $11^{\circ} \leq \theta \leq 32^{\circ}$ and $148^{\circ} \leq \theta \leq 169^{\circ}$. The reconstructed track elements have precisions of $\sigma(x)=290 \mu m, \sigma(y)=240 \mu m, \sigma(\theta)=8.5 \mathrm{mrad}$, and $\sigma(\phi)$ averaged over $\theta$ is 24 mrad .

The Forward Chamber B (FCB) is a drift chamber at an average distance of $|z|=275 \mathrm{~cm}$ from the interaction point. The chamber consists of 12 readout planes, coordinates in each of three directions rotated by $120^{\circ}$ being defined by 4 planes. The sensitive area of the chamber corresponds to polar angles of $11^{\circ} \leq \theta \leq 36^{\circ}$ and $144^{\circ} \leq \theta \leq 169^{\circ}$. The precisions achieved on the parameters of the reconstructed track elements are $\sigma(x, y)=150 \mu m, \sigma(\theta)=3.5 \mathrm{mrad}$ and $\sigma(\phi)=4.0 / \sin \theta \mathrm{mrad}$.

The momentum precision of the tracking system in the barrel region, measured in $Z \rightarrow \mu^{+} \mu^{-}$events, is

$$
\begin{equation*}
\sigma(1 / p)=0.57 \times 10^{-3}(G e V / c)^{-1} \tag{1.1}
\end{equation*}
$$

For the forward region the momentum precision is

$$
\begin{equation*}
\sigma(1 / p)=1.31 \times 10^{-3}(G e V / c)^{-1} \tag{1.2}
\end{equation*}
$$

## Electromagnetic Calorimetry

The electromagnetic calorimetry system of DELPHI is composed of a barrel calorimeter, the HPC, a forward calorimeter, the FEMC, and two very forward calorimeters, the STIC and the VSAT. The latter two are used mainly for luminosity measurement. There is no gap in angular coverage between the FEMC and the STIC. Supplementary photon taggers have been installed to cover the gap between the HPC and FEMC at $\theta \simeq 40^{\circ}$ and the $90^{\circ}$ and $\phi$ cracks in the HPC coverage (i.e. between the HPC modules) not already covered by the TOF, thus establishing complete hermeticity.

The High Density Projection Chamber (HPC) consists of 144 modules arranged in 6 rings inside the magnetic field. Each ring consists of 24 modules coaxially arranged around the beam axis with an inner radius of 208 cm and an outer radius of 260 cm . Each HPC module is a small TPC with layers of high density material in the gas volume. These layers are made from lead wires which serve not only as converter material, but provide the drift field as well. The total converter thickness is $18 X_{0} / \sin \theta$. In each module there are 128 pads arranged in 9 rows. In the first row, nearest to the beam-spot, the pads are 2 cm wide, increasing to 8 cm wide in the last row. The reference point spatial resolutions achieved using electrons from $Z \rightarrow e^{+} e^{-}$events are (for 45 GeV electrons) $\sigma(z)=0.13 \mathrm{~cm}$ in the innermost rings (smallest $|z|$ ), 0.22 cm in the middle rings and 0.31 cm in the outer rings. This corresponds to a nearly constant $\theta$ resolution of 0.6 mrad for 45 GeV electrons. The apparent $\phi$ resolution for electrons is 3.1 mrad . The energy resolution obtained for 45 GeV electrons is about $6.5 \%$. The linearity of the HPC energy response is monitored using neutral pions reconstructed with high precision from one photon converted before the TPC and one photon reconstructed in the HPC. The relative precision on the measured energy can be parametrized as $\sigma(E) / E=\left[0.043^{2}+0.32^{2} / E\right]^{1 / 2}$ ( $E$ in GeV ) and the angular precisions for high energy photons are $\pm 1.7 \mathrm{mrad}$ in the azimuthal angle $\phi$ and $\pm 1.0 \mathrm{mrad}$ in the polar angle $\theta$.

The Forward Electromagnetic Calorimeter (FEMC) consists of two arrays of 4532 Cherenkov lead glass blocks; the front faces are placed at $|z|=284 \mathrm{~cm}$, covering the polar angles $8^{\circ}<\theta<35^{\circ}$ and $145^{\circ}<\theta<172^{\circ}$. The blocks are truncated pyramids with inner (outer) face dimensions of $5.0 \times 5.0(5.6 \times 5.6) \mathrm{cm}^{2}$ and depth of 40 cm , corresponding to 20 radiation lengthes. The energy resolution for Bhabha electrons used in calibration is $4.8 \%$. The relative precision on the measured energy can be parametrized as $\sigma(E) / E=\left[(0.03+0.12 / \sqrt{E})^{2}+(0.11 / E)^{2}\right]^{1 / 2}$ where $E$ is in $G e V$. For neutral showers of energy larger than 2 GeV , the average precision on the reconstructed hit position in $x$ and $y$ projected to $|z|=284 \mathrm{~cm}$ is about 0.5 cm .

The Very Small Angle Tagger (VSAT) consists of four rectangular modules placed symmetrically at $z= \pm 7.7 \mathrm{~m}$ around the elliptic beam pipe and fixed to the support of the superconducting quadrupoles. Each VSAT module contains 12 tungsten absorbers interspaced with 12 silicon planes for energy measurement. The dimension of the calorimeters are 3 cm along $x, 5 \mathrm{~cm}$ along $y$ and 24 radiation length (about 10 cm ) along $z$ directions. The angular acceptance of the detector is between 5 and 7 mrad in polar angle and about $50^{\circ}$ in azimuth. The energy resolution for Bhabha events is $5 \%$.

The Small Angle Tagger (SAT) was functioning until 1994. It consisted of a pair of calorimeters which surrounded the beam pipe at $\pm 2300 \mathrm{~mm}$ from the interaction point, a set of precise acceptance masks located in front of one of the calorimeters and a 2 -plane silicone track detector located in front of the calorimeter which is opposite the masks. The calorimeter, covering polar angles from 43 to 135 mrad , consisted of alternating layers of lead sheets ( 0.9 mm thick) and plastic scintillating fibres $(\varnothing=1 \mathrm{~mm}$ ), aligned parallel to the beam. The tracker was installed in front of the calorimeter and consisted of 2 planes of large area silicon detectors at $z=2030,2160$ and 2300 mm with inner radius of 99.5 mm . The sensitive region extended from 43.3 to 120.3 mrad . The planes were composed of 3 rings of $300 \mu \mathrm{~m}$ thick silicon-strip detectors with 39 radial strips per detector. Each detector covered a $5^{\circ}$ azimuthal sector.

In 1994 the SAT was replaced by the Small angle Tile Calorimeter (STIC). The STIC is a sampling lead-scintillator calorimeter formed by two cylindrical detectors placed on either side of the DELPHI interaction region at a distance of 2200 mm , and covers a wider angular region between 29 and 185 mrad in $\theta$ (from 65 to 420 mm in radius). The total length of the detector is 27 radiation lengthes. Each STIC arm is divided into 10 rings and 16 sectors, giving an $R \phi$ segmentation of $3 \mathrm{~cm} \times 22.5^{\circ}$. At 45.6 GeV the energy resolution is $\sigma_{E} / E=2.7 \%$.

## Hadron Calorimeter

The Hadron Calorimeter (HAC) is a sampling gas detector installed in the return yoke of the DELPHI superconducting solenoid. It is described separately in the Chapter 2.

## Trigger

The DELPHI trigger system is composed of four successive levels (T1, T2, T3 and T4) of increasing selectivity. The first two trigger levels (T1 and T2) are synchronous with respect to the Beam Cross Over ( BCO ) signal. T 1 is a loose preliminary trigger while T2 triggers the acquisition of the data collected by the front-end electronics. With a typical
bunch crossing interval of $11 \mu s$, the T 1 decision being taken $3.5 \mu s$ and $\mathrm{T} 2-39 \mu s$ after the BCO. The dead-time introduced is then typically $3 \%$, with $2 \%$ due to T 1 and $1 \%$ to T 2 for a typical readout time of 3 ms per event. The inputs to T 1 are supplied by individual detectors, namely by the fast tracking detectors (ID, OD, FCA and FCB), by the scintillator arrays in the barrel region (Time Of Flight, TOF) and in the end-caps (Forward HOdoscope, HOF), by the scintillators embedded in the HPC, by the FEMC and by the MUB. In T2 these are complemented by signals from the TPC, HPC and MUF and combinations of signals from different sub-detectors are used.

T3 and T4 are software filters performed asynchronously with respect to the BCO. T3 halves the background passing T 2 by applying the same logic as T 2 but using more detailed information. It was implemented with the aim of maintaining the data logging rate below 2 Hz . T4 was implemented to reject about half of the background events remaining after T3.

## Chapter 2

## HAC Cathode Read-out

### 2.1 DELPHI Hadron Calorimeter

The DELPHI Hadron Calorimeter (see Appendix A) is an instrument to measure the energy of hadrons and hadronic jets. It was also expected to be able to distinguish muons from pions. The HAC is installed in the return yoke of the DELPHI superconducting solenoid. It is made of the barrel section covering polar angles between $42.6^{\circ}-137.4^{\circ}$, and two end-caps between polar angles of $11.2^{\circ}-48.5^{\circ}$ and $131.5^{\circ}-168.8^{\circ}$ (see Fig. 2.1). The whole Hadron Calorimeter thus covers the solid angle of $11.2^{\circ}<\theta<168.8^{\circ}$. The barrel is constructed of 24 sectors, with 20 layers of limited streamer mode detectors (Iarocci tubes) inserted into 18 mm slots between the 50 mm iron plates in each sector. The modularity of the end-caps is similar to the barrel, with a sampling depth of 19 layers. The detectors are wire chambers which consist of a plastic cathode forming 8 cells of $9 \times 9 \mathrm{~mm}^{2}$ with one anode wire in each. The inner surface of the cathode cells is coated with a poorly conductive graphite varnish. The $80 \mu \mathrm{~m}$ anode wires are made of copper-beryllium.

The calorimeter contains more than 19000 limited streamer tubes ( 8 cm in width, and varying in length between 40 to 410 cm ). They operate stably with relatively low i-butane content: $\mathrm{Ar} / \mathrm{CO}_{2} / \mathrm{i}$-butane $10 \% / 60 \% / 30 \%$. The limited streamer tubes are mounted on copper clad readout boards which are segmented into pads each covering a fixed angular region of $\Delta \phi=3.75^{\circ}$ and $\Delta \theta=2.96^{\circ}$. In the barrel part, five pads in the radial direction, called a tower (see Fig. 2.2), are read out together by the same electronic channel. In part (about $20 \%$ ) of the end-cap, a tower is formed by seven pads, in the rest by four pads. The charge in each tower is integrated during $2 \mu \mathrm{~s}$ and afterwards digitised by an 8 -bit ADC.

Muons produced in $Z \rightarrow \mu^{+} \mu^{-}$decays are used for calibration. They have only $2 \%$ contamination from the $\tau^{+} \tau^{-}$channel and give a clean sample of penetrating particles. Hadronic showers are also used to set the energy scale. The calibration for hadronic showers is checked using pions from single-prong $\tau$ decays that penetrate the electromagnetic calorimeter. In the barrel region $\left(52^{\circ}<\theta<128^{\circ}\right)$ the energy precision in the hadron calorimeter is found to be

$$
\sigma(E) / E=\sqrt{0.21^{2}+1.12^{2} / E}
$$

(with $E$ expressed in $G e V$ ). The fixed term in this expression is due to the material


Figure 2.1: DELPHI Hadron Calorimeter


Figure 2.2: Tower structure of readout for the hadron calorimeter
located before the hadron calorimeter.
Before 1994 only the pads were read out, as described above. Recently it has been found possible to use streamer tubes cathodes as strips, providing thus better granularity and tracking abilities, by reading out the cathode signals of individual tubes. The simultaneous anode readout will be ready by the start of the LEP2 operation. It will involve not the single tube signal read-out, but the whole plane. It will provide fast signal which can be included in a trigger.

### 2.2 Cathode Read-out

The new cathode read-out system (Appendix $B$ ) is independent of the pad readout and improves the granularity in $\phi$ by a factor of 3 and in $R$ by a factor of 5 . It leads also to an improved energy resolution, better muon identification, a better pion/muon separation, improved detection of neutral long-lived particles, enhanced discrimination between neighboring showers and more precise hadron energy measurement. An example of the $K_{L}^{0}$ candidate seen in cathode read-out is shown in Fig. 2.7.

Due to the high resistivity of the cathode, the shape and the amplitude of the pulse is not really informative, thus only a 'yes/no' information being extracted.

### 2.2.1 Geometry

Hadron Calorimeter consists of four basic components: EA (End-cap A), BA (Barrel A), BC (Barrel C) and EC (End-cap C). With respect to the DELPHI coordinate system, EA and BA have the positive $z$ coordinate ( $90^{\circ}<\theta<180^{\circ}$ ), while BC and EC - negative ( $0^{\circ}<\theta<90^{\circ}$ ).

Each of the components of the Hadron Calorimeter (EA, BA, BC and EC), consists of 24 modules (thus there are total of 96 modules). Further the following numbering conventions for modules will be used :

| $N_{\text {module }}^{\circ}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| EA | BA | BC | EC | Location |
| 1 | 25 | 60 | 84 | $0^{\circ}<\varphi<15^{\circ}$ |
| 2 | 26 | 59 | 83 | $15^{\circ}<\varphi<30^{\circ}$ |
| 3 | 27 | 58 | 82 | $30^{\circ}<\varphi<45^{\circ}$ |
| 4 | 28 | 57 | 81 | $45^{\circ}<\varphi<60^{\circ}$ |
| 5 | 29 | 56 | 80 | $60^{\circ}<\varphi<75^{\circ}$ |
| 6 | 30 | 55 | 79 | $75^{\circ}<\varphi<90^{\circ}$ |
| 7 | 31 | 54 | 78 | $90^{\circ}<\varphi<105^{\circ}$ |
| 8 | 32 | 53 | 77 | $105^{\circ}<\varphi<120^{\circ}$ |
| 9 | 33 | 52 | 76 | $120^{\circ}<\varphi<135^{\circ}$ |
| 10 | 34 | 51 | 75 | $135^{\circ}<\varphi<150^{\circ}$ |
| 11 | 35 | 50 | 74 | $150^{\circ}<\varphi<165^{\circ}$ |
| 12 | 36 | 49 | 73 | $165^{\circ}<\varphi<180^{\circ}$ |
| 13 | 37 | 72 | 96 | $180^{\circ}<\varphi<195^{\circ}$ |
| 14 | 38 | 71 | 95 | $195^{\circ}<\varphi<210^{\circ}$ |


| 15 | 39 | 70 | 94 | $210^{\circ}<\varphi<225^{\circ}$ |
| :--- | :--- | :--- | :--- | :--- |
| 16 | 40 | 69 | 93 | $225^{\circ}<\varphi<240^{\circ}$ |
| 17 | 41 | 68 | 92 | $240^{\circ}<\varphi<255^{\circ}$ |
| 18 | 42 | 67 | 91 | $255^{\circ}<\varphi<270^{\circ}$ |
| 19 | 43 | 66 | 90 | $270^{\circ}<\varphi<285^{\circ}$ |
| 20 | 44 | 65 | 89 | $285^{\circ}<\varphi<300^{\circ}$ |
| 21 | 45 | 64 | 88 | $300^{\circ}<\varphi<315^{\circ}$ |
| 22 | 46 | 63 | 87 | $315^{\circ}<\varphi<330^{\circ}$ |
| 23 | 47 | 62 | 86 | $330^{\circ}<\varphi<345^{\circ}$ |
| 24 | 48 | 61 | 85 | $345^{\circ}<\varphi<360^{\circ}$ |

Thus the angular size of a module is about $\approx 15^{\circ}$.
In what follows, only the barrel part of the HAC will be considered. In the barrel each module is built of 20 planes of limited streamer mode tubes (planes are interlaced with iron layers, between planes $N^{\circ} 18$ and 19 there is a gap for muon chambers). Number of tubes in a plane varies form 9 in the first plane (closest to the beam axis) up to 13 in the very last plane :


In total one module of the barrel part of HAC amounts 219 tubes.
Since all tubes are of the same width ( $\approx 8.5 \mathrm{~cm}$ ), gaps between them are inevitable. Each plane contains one gap of different size. Tubes are arranged in such a way that the probability of a track crossing more than one gap is as low as possible. The length of tubes is different and varies about the value of 350 cm in the barrel part, whereas edges of tubes adjoining end-caps have coordinates of $z= \pm 352.9 \mathrm{~cm}$. In the middle part of the detector (i.e. $z \approx 0 \mathrm{~cm}$ ), in the barrel side "A" edges of tubes in odd planes have coordinates $z \approx 0 \mathrm{~cm}$, whilst in even planes $-z \approx 10 \mathrm{~cm}$, in order to prevent dead spaces in the middle part of the detector (see Fig. 2.3).


Figure 2.3: Layout of Limited Streamer mode Tubes (LST) in the middle part of the DELPHI detector

|  |  | Modules |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Crate | $N^{\circ} 1$ | $N^{\circ} 2$ | $N^{\circ} 3$ | $N^{\circ} 4$ |
| BA | 1 | 30 | 29 | 28 | 27 |
|  | 2 | 26 | 25 | 48 | 47 |
|  | 3 | 46 | 45 | 44 | 43 |
|  | 4 | 42 | 41 | 40 | 39 |
|  | 5 | 38 | 37 | 36 | 35 |
|  | 6 | 34 | 33 | 32 | 31 |
| BC | 7 | 55 | 56 | 57 | 58 |
|  | 8 | 59 | 60 | 61 | 62 |
|  | 9 | 63 | 64 | 65 | 66 |
|  | 10 | 67 | 68 | 69 | 70 |
|  | 11 | 71 | 72 | 49 | 50 |
|  | 12 | 51 | 52 | 53 | 54 |

Table 2.2: Crate numbering scheme.

### 2.2.2 Data acquisition

The signal being read out from each tube cathode. Due to the high cathode resistivity, this signal bears only "yes/no" information. Thus it is only one bit per tube that gives the comprehensive event picture.

Signals from each modules being read out by means of four Input Cards (IC) (see Fig. 2.4) : first card reads and transfers information from planes $1 \div 6$, second $-7 \div 11$, third $-12 \div 15$ and fourth $-16 \div 20$. Every IC transmits 64 bits of information, total of $4 \times 64=256$ : more then enough for 219 tubes.

Every four modules are joined to one crate. By the time of writing, crates were numbered only in the barrel part - six crates for each BA and BC. Inside a crate modules have the local numeration scheme from 1 to 4 . Correspondence between the local and global numerations is shown in the Table 2.2.

Information from each IC arrives in two Input Pages (IP). IP's are separated in time and each contains 32 bits. This information being received by the four ports of Octopus input/output fastbus card [5] in 8 bits per port. Empty IP's (those without "yes" bits) are suppressed, thus number of IP's transmitted from one module is usually less than eight ( $8=4 \mathrm{IC} \times 2$ pages). Every crate finishes the transmission with control and status words.

Thus the decoding procedure have the following steps :

1. Split data words sample into 4 groups according to Octopus's port number.
2. It is known that data being transmitted in order with number of crate increasing $(1 \div 12)$, inside a crate - with number of module increasing ( $1 \div 4$, see also Tab. 2.2), and inside a module - with number of IC increasing $(1 \div 4)$. They are split in four parts since there are four input ports. Thus it's necessary to regroup data in words of $4 \times 8=32$ bits. Meanwhile it should be taken into account that the highest bit comes to a port first, and of all ports the one with lowest number gets the


Figure 2.4: One module information read-out scheme
information first. Therefore in order to reconstruct the first IP of information, one should construct a 32 -bit word according to the following scheme : lowest 8 bits are highest 8 bits from the port $N^{\circ} 1$, next 8 bits - highest from the port $N^{\circ} 2$ and so on. To reconstruct the second IP one should combine in the same order lowest 8 bits from each port.
3. The obtained array of 32 -bit words (each of them represents one IP, or half of IC) is split by control and status words to groups by number of crates. Per each crate there are two control words which contain, for example, crate number information (it is written explicitly in four lowest bits of both words), and also one 64-bit status word, split in two 32 -bit parts. Thus the next step of decoding is to find out such groups of control words and to define a crate number and status information. Status information is written in 32 bits of the status word and consists of one bit per IP : $2 \mathrm{IP} \times 4 \mathrm{IC} \times 4$ modules $=32$. Those of status bits switched to "yes" position point out IP's with non-zero information (otherwise IP is suppressed and no information being received from it).
4. For the final decoding stage the table showing the correspondence between a tube number and a bit in an IP is needed. In other words, it is a table of $32 \times 8=256$ entries (some of them are empty, for there are only 219 tubes per module). As a result one can obtain a comprehensive picture of hit in an event tubes : module position, plane position and the position of a tube in a plane.

### 2.2.3 Preliminary analysis

It is possible to get an important information about the detector performance already on the decoding stage. The simplest but the most important one is the information about tubes occupancy. Filling the histogram with counts in every tube in every layer (Fig. 2.5), one can get a plot which allows to monitor switched-off, malfunctioning or noisy tubes. White rectangles at Fig. 2.5 show switched-off tubes and planes, while black rectangles indicate noisy tubes. Occupancy plot can serve as the first check of the reliability of the decoding procedure, since positions of switched off planes can also be defined with other monitoring methods and a match can be made. Moreover, knowledge of tubes occupancy is very important during the electronics threshold tuning.

Another important information is the efficiency of streamer tubes. For every track the minimal number of traversed planes is known (the last hit layer), and the ratio of hit tubes number to this maximal possible number gives the estimation of internal efficiency of the detector. The most interesting figure is dependence of such an efficiency on the polar angle $\theta$ of a track (it could be defined using the general hadron calorimeter information). Since for tracks with $\theta \simeq 90^{\circ}$ the drift time of a signal is considerably big (the signal being read out from the opposite edges), and also because there are significant gaps in that angular zone, one must expect quite a strong decrease in efficiency for such a values of $\theta$ (see Fig. 2.6).


Figure 2.5: Tubes occupation chart. For each module, integrated number of hits in every tube is shown.

### 2.2.4 Results presentation

As it was noted before, using the detector database it is possible to define coordinates of every hit in an event streamer tube. For considerably good definition of a coordinate it is enough to know the space coordinates of the module, the radii of every plane, number of tubes per plane and also the gaps (dead zones) positions. The simplicity of the presentation stems mainly from the two-dimensional picture of the Cathode Read-out event with two coordinates being radius $R$ of a plane and azimuthal angle of a tube $\phi$. The natural way is to plot the picture in those polar coordinates. Such a possibility exists in almost every graphical package, including HIGZ [6] and its realisation in PAW [7]. Using the PAW, first pictures of the Cathode Read-out events were plotted, see for example Fig. 2.7.


Figure 2.6: Efficiency as function of the HAC pad number (along $\theta$ )


Figure 2.7: Example of a $K_{L}^{0}$ candidate decay seen in Cathode Read-out of the DELPHI Hadron Calorimeter.

## Chapter 3

## QCD and Hadronic $Z^{0}$-Decays

The modern understanding of the structure of matter is heavily based on the high energy physics experimental results. After observing in the late 1960's scaling in deep inelastic electron scattering experiments at SLAC, the idea of strong interacting partons arose. Further, processes like $e^{+} e^{-}$annihilation into hadrons and inclusive high $p_{\perp}$ hadron production in hadron-hadron collisions confirmed early phenomenological parton models [8].

The partons matched very well with the simultaneously developed theory of quarks, which are the building blocks of mesons and baryons. With introduction of the concept of colour as an additional quark quantum number, analogical to an electric charge in electromagnetic interactions, in 1970s the theory of Quantum Chromodynamics (QCD) was formulated in analogy to Quantum Electrodynamics (QED) as a gauge theory which describes strong interactions between quarks via exchange of massless bosons, the gluons. Since the colour charge is assigned to every quark, gluons must themselves be coloured; they are in fact bicoloured objects. For three different colours there are eight different gluons instead of a single photon in QED. Since the gluons themselves carry a colour charge, they can directly interact with other gluons.

The theory of QCD considers three basic vertices (see Fig. 3.1) : a quark-gluon vertex (a), a three-gluon vertex (b) and a four-gluon vertex (c). While the quark-gluon coupling is similar to an electron-photon coupling in QED, three- and four-gluon couplings are


Figure 3.1: Fundamental $Q C D$ couplings: a) quark-(antiquark-)gluon vertex, b) threegluon vertex, c) four-gluon vertex.


Figure 3.2: Different $\alpha_{s}$ measurements compared to the $Q C D$ prediction based on the averaged value of $\alpha_{s}\left(M_{Z}\right)=0.117 \pm 0.005$.
specific for QCD and reflect its non-Abelian structure. Analogously to QED, all these couplings are described with the coupling constant of the strong interaction, $\alpha_{s}$. More precisely, $\alpha_{s}$ is not a constant, but depends on the energy transfer scale, $Q^{2}$, being called therefore the "running constant". Taking into account only fundamental couplings, the running of $\alpha_{s}$ can be expressed by the formula :

$$
\begin{equation*}
\alpha_{s}(Q)=\frac{12 \pi}{\left(33-2 n_{f}\right) \ln \left(Q^{2} / \Lambda^{2}\right)}, \tag{3.1}
\end{equation*}
$$

were $n_{f}$ is the number of quark flavours, involved in the interaction, and $\Lambda$ is the QCD scale, which sets a boundary between the quasi-free partons and hadrons. At short distances, or large $Q^{2}$, the strong coupling constant is sufficiently small to treat quarks and gluons as almost free particles. This is known as the "asymptotic freedom" behaviour. At large distances, or at $Q^{2} \rightarrow 0, \alpha_{s}$ diverges, which is the consequence of the anti-screening of the bare QCD charges, produced by the vacuum polarisation effects. In the framework of QCD, this is the reason why quarks can not be observed as free particles, but always have to confine inside hadrons. The running of the $\alpha_{s}(Q)$ is illustrated in Fig. 3.2 by comparing measurements of the strong coupling constant at different energies.

In high energy processes involving a large momentum transfer, one can factorise the process in two basic stages. First stage involves only hard interactions and is calculable using perturbative QCD [9]. Second stage includes quark confinement and requires detailed nonperturbative information as to how hadrons are built out of quarks and gluons. The parts of hard processes involving nonperturbative physics are not energy dependent and can be used in one process after having been measured in another one.

The aim of perturbative QCD is to describe quantitatively the structure of multipartonic systems produced by QCD cascades in order to gain a knowledge about confinement from comparing the calculable characteristics on quark-gluon level with measurable quantities of final hadronic states in hard processes.

Electron-positron annihilation at high energy is the simplest and most fundamental deep inelastic process. The $Z^{0}$ boson produced in $e^{+} e^{-}$annihilation is not only an ideal laboratory to study electroweak interactions, but it also permits precision measurements of strong interactions by studying QCD corrections to the well defined initial state of a $Z^{0}$ decaying into a quark-antiquark pair. Perturbative QCD predicts corrections which evolve as $1 / \ln (Q)$ whereas non-perturbative effects are expected to scale with $1 / Q$. Thus the LEP centre-of-mass energy of 91.2 GeV allows indeed precise tests of perturbative QCD. Moreover, $e^{+} e^{-}$annihilation is a "clean" process in the sense that leptons (rather than hadrons, which are complex structures made of partons) appear in the initial state. This makes it easier to interpret the data both from experimental and theoretical points of view. The initial state is perfectly known, and there are a number of quantities which do not depend on details of formation of the final state hadrons. These quantities, e.g. the total cross section or various jet related correlations, can be calculated in QCD as a function of a single parameter $\Lambda$. Because of this, the various QCD tests at electronpositron colliders can be regarded as experiments for the determination of $\alpha_{s}$.

However, tests of QCD are connected with certain complications. In QED, the interactions are so weak that the perturbation theory is almost always reliable. Fields in this theory are at the same time observable particles, like leptons. QCD, on the contrary, is the theory of invisible partons, which exist in the real world only as the components of hadrons. That means that the direct observations of subjects of the theory is impossible. Moreover, perturbative methods can only be applied in the region, where the asymptotic freedom can be reached. Therefore, the hadronic final state can not be accurately predicted by perturbative QCD. Distributions in infrared safe variables can be calculated as a power expansion in the strong coupling constant, but for every particular case a different appropriate technique must be applied to avoid possible divergence. Another complication is that in many cases it is impossible to calculate physical quantities in the necessary order of the perturbative expansion, required to meet experimental accuracy. Power expansions in strong coupling constant are often known only to leading orders, which presumes that contribution from higher order terms is negligible. However, this is not always true, which means that the experimental data, that contain contributions of all orders, might not be adequately described by the theory.

### 3.1 Parton Fragmentation Phenomenology

The basic scenario of a hadronic $Z^{0}$ decay is depicted on Fig. 3.3. The common approach is to divide the whole process into four stages:

1. On the first stage, electron and positron annihilate to a virtual photon $\gamma^{*}$ or $Z^{0}$ boson. Electron or positron can emit a photon before the annihilation (so called initial state radiation), thus reducing effective centre-of-mass energy $Q$ and producing a virtual photon or an off-shell $Z^{0}$ boson in the annihilation. The resulting virtual


Figure 3.3: Scheme of the $e^{+} e^{-}$annihilation process.
boson produces primary quark-antiquark pair: $e^{+} e^{-} \rightarrow q \bar{q}$. This stage is described by the electroweak theory.
2. On the second stage, the primary partons radiates gluons, which can decay in quarks or gluons themselves, producing thus multi-parton cascades or showers. To describe this phase, the perturbation theory must be used. Period of shower development is characterised by scales $t$ such that $Q^{2}>t>t_{0}$. The showering cutoff scale, $t_{0}$, should be much greater than the QCD scale $\Lambda^{2}$ and should satisfy the requirement that a perturbative description of this stage remains appropriate down to this scale.
3. During the third stage, partons with virtual mass-squares of the order of $t_{0}$ do fragment in observable hadrons. This process is not perturbatively calculable, therefore phenomenological models are used to describe this phase. As long as this stage of the process involves only small momentum transfers, presumably of a magnitude set by the QCD scale $\Lambda \sim 250 \mathrm{MeV}$, the power corrections to observed quantities are expected to be determined by the two earlier stages of shower development.
4. On the last stage, nonstable resonances do decay in observable particles. This is where detectors being applied to register all possible particles and to reconstruct the primary process.

### 3.1.1 Parton Showers

The second stage of the $Z^{0}$ hadronic decay, namely, the development of the partonic cascade, can in principle be described consistently in the framework of the perturbative QCD.

However, full matrix element calculations become very complicated when it comes to high parton multiplicities. Therefore, the probabilistic parton shower approach is a convenient way to describe the evolution of the event. Within this approach, the evolution from two initial quarks to the higher parton multiplicities is described as consecutive branchings of the kinds $q \rightarrow q g, g \rightarrow g g$ and $g \rightarrow q \bar{q}$. Calculations of respective probabilities are usually performed in the Leading Logarithms Approximation (LLA), where only the leading terms in the perturbative expansion are kept. Higher order terms are usually taken into account as corrections, but mostly they are neglected, which proved so far to be a good approximation. The probability $\mathcal{P}_{a \rightarrow b c}$ that the branching of a kind $a \rightarrow b c$ will occur during a small change of the evolution parameter $t=\ln \left(Q_{\text {evol }}^{2} / \Lambda^{2}\right)\left(Q_{\text {evol }}^{2}\right.$ is the evolution scale) is given by the DGLAP ${ }^{1}$ evolution equations [10] :

$$
\begin{equation*}
\frac{d \mathcal{P}_{a \rightarrow b c}}{d t}=\int d z \frac{\alpha_{s}(Q)}{2 \pi} P_{a \rightarrow b c}, \tag{3.2}
\end{equation*}
$$

where $P_{a \rightarrow b c}$ are the splitting kernels (assuming that the particle $b$ takes fraction $z$ of the four-momentum of $a$ ):

$$
\begin{align*}
P_{q \rightarrow q g} & =C_{F} \frac{1+z^{2}}{1-z} \\
P_{g \rightarrow g g} & =N_{C} \frac{(1-z(1-z))^{2}}{z(1-z)}  \tag{3.3}\\
P_{g \rightarrow q \bar{q}} & =T_{R}\left(z^{2}+(1-z)^{2}\right) \tag{3.4}
\end{align*}
$$

where $N_{C}=3$ is the number of colours, colour factor $C_{F}=\left(N_{C}^{2}-1\right) / 2 N_{C}=4 / 3$ and $T_{R}=n_{f} / 2$ with $n_{f}$ being the effective number of quark flavours. The actual probability that a branching took place, is the multiplication of Eq. (3.2) and the probability that the branching has not already happened,

$$
\begin{equation*}
\mathcal{P}_{n o}\left(t_{m a x}, t\right)=\exp \left(-\int_{t}^{t_{m a x}} d t^{\prime} \frac{d \mathcal{P}_{a \rightarrow b c}}{d t^{\prime}}\right) \tag{3.5}
\end{equation*}
$$

where $t_{\text {max }}$ is the maximal allowed value of the evolution parameter $t$ for parton $a$. Every parton produced in such a branching is allowed to branch in turn, unless the $t$ is below certain $t_{\text {min }}$ value.

Theoretical studies of corrections beyond LLA provide important contributions to phenomenological models. The most significant effects come from intrajet and interjet coherence [9] phenomenons.

Intrajet coherence manifests itself in the effect of the angular ordering of soft gluons emission. Presumably, the soft gluon in the reaction like $q_{0} \rightarrow q g$ has such a big transverse wavelength, that it can not distinguish, whether it was emitted by the original quark $q_{0}$, or by the $q g$ system. This implies the restriction on the emission angle of the gluons,

[^0]emitted by the $q g$ system in such a way, that these angles decrease in every consecutive branching. This leads to non-isotropic angular emission probabilities.

Interjet coherence deals with the angular structure of soft particle flows when three or more energetic partons are involved in a hard process. Here the particle angular distributions depend on the geometry and colour topology of the whole jet ensemble. It also implies requirement of proper azimuthal angles of branchings to be properly distributed. It is also one of the reasons why the jet definition at high energies is to great extent artificial.

Shower algorithms are implemented in many particle generators [11], and differ mainly in the interpretation of the evolution variables and scales, methods of inclusion of the angular ordering and other higher order effects and corrections.

### 3.1.2 Fragmentation and Particle Generators

The fragmentation process is so far a weak chain in the theory of QCD. It is not calculable in its framework (see Section 3.1), thus only phenomenological models can be used to reproduce the experimental data and possibly to predict as much as possible properties. As was mentioned above, existing particle generators do not differ strongly in the part of the partonic cascade development, but they are significantly different when it comes to the fragmentation models.

During the last decade, four distinguishable approaches arose. One is the hypothesis of local parton-hadron duality (LPHD) [9], which presumes that spectra of final state hadrons follow those of partons before hadronization, differing in some parameters, like normalization. This allows to use perturbative calculations for the partonic level to predict hadronic shapes. However, LPHD does not provide prescriptions for every fragmentation aspects, although it proved to be useful for some observables.

Other approaches, embedded in particle generators, are all of iterative and probabilistic nature, being based on few kinds of branchings, during each of them energy and momentum is shared between the products according to a given probability. Different flavour production is also based on the probabilities, since there are no QCD recipes for this matter. Here a short overview of the independent fragmentation and the cluster fragmentation models will be given, while the string fragmentation model will be described in more details, since it proved to be the most suitable for the LEP1 energies.

The independent fragmentation model (implemented, for example, in the CoJets [12] generator) is the simplest scheme for generating hadron distributions from those of partons. Each hadron is supposed to be produced independently. For each fragmenting quark, the counterpart is taken from a quark-antiquark pair, which is produced out of the vacuum. This procedure creates a meson with certain energy fraction $z$ of the fragmenting quark. The leftover quark is allowed to fragment in the same way, until remaining energy comes to a predefined cutoff. Energy fraction $z$ is distributed according to what is known as a fragmentation function. For gluon fragmentation, gluons are first split into a quark-antiquark pair, and then fragmentation continues in a standard way. Relative transverse momenta of the created $q \bar{q}$ pairs are given a Gaussian distribution. The width of this distribution is the parameter of the independent fragmentation model, along with ratios of quark flavours creation and vector to pseudoscalar meson production. Hence, the
model has very few parameters, which is rather suitable, and it gives a satisfactory description of features of two-jet and three-jet final states in electron-positron annihilation at lower than LEP1 energies. However, the independent fragmentation scenario needs many corrections, which arise from the presumption that the fragmenting parton always remains on mass shell. Also, it needs special procedure to neutralise the residual colour and flavour of the leftover parton. Yet another problem appears for the case of the very close jets : since each of them fragments independently, there will be no interference even between two absolutely collinear jets.

The cluster model, embedded in the popular HERWIG [13] generator, is based on the phenomenon of the preconfinement of colour, which is the property of the parton showering process. This implies that the pairs of colour-connected neighbouring partons have asymptotically $Q^{2}$-independent universal mass distribution, that falls rapidly at high masses. Therefore, it is straightforward to develop a cluster hadronization model, in which the perturbative phase of the jet development comes to the number of coloursinglet clusters, that decay into the observed hadrons. The simplest way to form such clusters is through non-perturbative splitting of gluons into quark-antiquark pairs. The mass distribution of clusters formed through such a splitting is also universal, and its form is determined by the QCD scale $\Lambda$, the parton shower cutoff and by the gluonsplitting mechanism. For the cutoff values of about $1 \mathrm{GeV}^{2}$, clusters can be treated as superpositions of meson resonances. Each such cluster usually is allowed to decay isotropically into a pair of hadrons. The angular distribution in $e^{+} e^{-}$three-jet events is successfully described, provided soft gluon coherence is taken into account on the level of the parton shower development by implementing the angular ordering of successive branchings.

The string model [14], implemented in the JETSET [15] generator of the $e^{+} e^{-}$annihilation events, is based on the lattice QCD studies, that suggest that the three-gluon coupling forces the colour flux lines, stretched between quark and antiquark, not to spread out as for the case of the electromagnetic field, but to be constrained to a comparatively thin tube-like region. Transverse dimensions of a tube are of typical hadronic sizes, about 1 fm . The colour field assumed to be uniform between two back-to-back quarks, in the sense that the amount of energy per length unit, $\kappa$, is constant, and also there are no concentrations of energy, transverse momentum or angular momentum along the field. This is a linear confinement picture, i.e., the energy stored in the colour field between a charge and an anticharge increases linearly with the separation between charges. The most suitable way of describing this linear confinement, is to use the dynamics of a massless relativistic string with $\kappa$ being a string constant. Experimental measurements give the value of $\kappa \approx 1 \mathrm{GeV} / \mathrm{fm} \approx 0.2 \mathrm{GeV}^{2}$.

As the quark and antiquark move apart, the potential energy in the string increases, leading to string breakups, which produce new quark-antiquark pair. The system consequently splits into two new strings, and if invariant mass of any is large enough, further breaks may occur. The process of string-breakings stops when only hadrons (mesons, for that matter) on their mass shell remain.

The important feature of the Lund string model is the mechanism of the quarkantiquark pairs creations at the string break-ups. In order to generate such pairs, the model invokes the idea of quantum mechanical tunneling. In terms of the transverse mass
$m_{T}=\sqrt{m^{2}+p_{T}^{2}}$ of the produced quark, the probability of the pair to appear is given by

$$
\begin{equation*}
\exp \left(-\frac{\pi m_{T}^{2}}{\kappa}\right)=\exp \left(-\frac{\pi m^{2}}{\kappa}\right) \exp \left(-\frac{\pi p_{T}^{2}}{\kappa}\right) \tag{3.6}
\end{equation*}
$$

The factorization of the $p_{T}$ and $m$ terms leads to the flavour-independent Gaussian spectrum for the transverse momentum of produced quark-antiquark pairs. Since quark and antiquark are produced with the opposite transverse momenta, the transverse excitations are locally compensated. The transverse mass of the final state hadron is made up out of $p_{T}$ 's of contributing quarks.

The formula (3.6) also implies a suppression of heavy quarks production. However, the suppression of the strangeness production is a free parameter of this model. Another free parameter is the ratio of pseudoscalar and vector mesons, to which neighbouring quarks and antiquarks are combined.

Gluon emission in the $q \bar{q}$ event is described as a kink on the string : the string is stretched between quark and antiquark via the gluon, thus the latter has two string pieces attached. The details become more complicated, but no new fragmentation parameters have to be introduced.

There are no special requirements on where to start the description of a string breaking. A fragmentation process described in terms of starting at the $\bar{q}$ end of the system and fragmenting towards the $q$ should be equivalent to that described other way around. This constrains the allowed shape of fragmentation functions to the form of

$$
\begin{equation*}
f(z) \propto \frac{1}{z}(1-z)^{a} \exp \left(-b m_{T}^{2} / z\right) \tag{3.7}
\end{equation*}
$$

where $z$ is the fraction of the total light cone momentum, $E+p_{L}$, taken by a hadron. Parameters $a$ and $b$ are free and can be tuned to the experimental data.

An area which is not very well described by the string model is the baryon production. It can be described with the similar tunneling mechanism, allowing diquark-antidiquark pairs production at the string breaks. In this process, baryon and antibaryon ought to be produced close to each other, and share at least two quark flavours. Another mechanism is so-called "popcorn" production of quark-antiquark pairs, where the additional possibility of meson production between a baryon and antibaryon exists.

The Lund string model agrees very well with most of the LEP results, thus making JETSET the basic particle generator used by the LEP experiments, DELPHI in particular. However, this model has far too many free parameters, allowing, on the one hand, a fine tuning of the generator, but limiting, on the other hand, the predictive capacity of the model.

### 3.2 Fragmentation Functions

Studies of the processes with one hadron observed in the final state (so called inclusive processes) provide data for QCD tests. A schematic view of the inclusive one-hadron $e^{+} e^{-}$annihilation is shown on Fig. 3.4. Measuring properties of every single outgoing hadron, such as fractional momentum or azimuthal angle, one can obtain differential


Figure 3.4: Scheme of the inclusive hadroproduction in $e^{+} e^{-}$annihilation process. Properties of a hadron $h$ are measured independently on remaining particles.
cross sections of the process, which are strictly connected to the fragmentation functions. Fragmentation functions do reflect the processes of quarks confinement into hadrons. The formalism used to derive these functions is analogous to that used to describe the quark distribution inside hadrons, or structure functions.

In the simplest case, $Z^{0}$ boson decays to quark $q$ and antiquark $\bar{q}$. Both $q$ and $\bar{q}$ materialise in two back-to-back jets of hadrons, which can be registered by a detector. Measuring the fractional momentum of every hadron $h, x_{p}=p_{h} / p_{q}$, where $p_{h}$ is the momentum of a hadron and $p_{q}$ is the momentum of the quark, which can be replaced in the case of electron-positron colliders, like LEP, by the energy of the electron beam, $E_{\text {beam }}$, one can write down the corresponding differential cross section as

$$
\begin{equation*}
\frac{d \sigma^{h}}{d x_{p}}=\sum_{q} \sigma^{q}\left[D_{q}^{h}\left(x_{p}\right)+D_{\bar{q}}^{h}\left(x_{p}\right)\right] . \tag{3.8}
\end{equation*}
$$

Here $\sigma^{h}$ is the cross section of the inclusive hadroproduction process $e^{+} e^{-} \rightarrow h X, \sigma^{q}$ is the cross section of the process $e^{+} e^{-} \rightarrow q \bar{q}$, and $D_{q(\bar{q})}^{h}\left(x_{p}\right)$ are fragmentation functions, which describe the transition of the quark, $q$, or antiquark, $\bar{q}$, to hadron in the same way that the structure functions describe how the hadron is built up of partons. They represent the probability that the hadron $h$ is found in the quark (antiquark) jet carrying a fraction $x_{p}$ of its momentum. The summation goes over all possible quark flavours. The physical meaning of the fragmentation functions implies

$$
\begin{equation*}
\sum_{h} \int_{0}^{1} d x_{p} x_{p} D_{q}^{h}\left(x_{p}\right)=1 \tag{3.9}
\end{equation*}
$$

which stems basically from the energy conservation law. Important feature of the fragmentation function is, that the integration of their sum gives the average multiplicity $\left\langle n_{h}\right\rangle$ of hadrons of type $h$ :

$$
\begin{equation*}
\sum_{q} \int_{x_{p, \text { min }}}^{1}\left[D_{q}^{h}\left(x_{p}\right)+D_{\bar{q}}^{h}\left(x_{p}\right)\right] d z=\left\langle n_{h}\right\rangle . \tag{3.10}
\end{equation*}
$$

The total hadronic cross section is connected to the well-known cross section of the
reaction $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-}$:

$$
\begin{equation*}
\sigma_{t o t}=\sum_{q} \sigma^{q}=\sum_{q} 3 e_{q}^{2} \sigma_{0} \tag{3.11}
\end{equation*}
$$

where $e_{q}$ is the fractional charge of a quark and $\sigma_{0}$ is the point-like cross section for $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-}$,

$$
\begin{equation*}
\sigma_{0}=\frac{4 \pi \alpha_{s}^{2}}{3 Q^{2}} \tag{3.12}
\end{equation*}
$$

The factor 3 in eq. (3.11) is from colour and the index $q$ runs over the various flavors of quarks. The ratio of the differential cross section (3.8) and the total hadronic cross section, $\sigma_{t o t}$, is an important function which is predicted to scale within the naive parton model :

$$
\begin{equation*}
F^{h}\left(x_{p}\right)=\frac{1}{\sigma_{t o t}} \frac{d \sigma^{h}}{d x_{p}}=\frac{\sum_{q} e_{q}^{2}\left[D_{q}^{h}\left(x_{p}\right)+D_{\bar{q}}^{h}\left(x_{p}\right)\right]}{\sum_{q} e_{q}^{2}} \tag{3.13}
\end{equation*}
$$

Experimentally, the sum of $F\left(x_{p}\right)=\sum_{h} F^{h}\left(x_{p}\right)$ over all hadrons is measured. Fragmentation functions $F\left(x_{p}, Q\right)$ for charged only hadrons measured by the TASSO [16] ( $Q=14 \mathrm{GeV}, 22 \mathrm{GeV}, 35 \mathrm{GeV}, 44 \mathrm{GeV}$ ) and the DELPHI $(Q=91 \mathrm{GeV})$ experiments are shown on Fig. 3.5. Equation (3.13) suggests that, in spite of both $\sigma_{t o t}$ and $d \sigma^{h} / d x_{p}$ being dependent on the annihilation energy $Q$, their ratio, $F^{h}\left(x_{p}\right)$, is independent on $Q$. The scaling of fragmentation functions, however, is not perfect, as can be seen from Fig. 3.5. Gluon emission from quark or antiquark introduces scaling violation, making $F\left(x_{p}\right)$ dependent on $Q^{2}$ in such way, that $F\left(x_{p}, Q\right)$ increases at small $x_{p}$ with increasing values of $Q$, but decreases at $x_{p} \approx 1$. Production of heavy quarks also contributes to scaling violation in the region of $x_{p} \lesssim 0.2$.

From the point of view of perturbative QCD calculations, radiation of gluons introduces corrections at higher orders of the strong coupling constant, $\alpha_{s}$ (Fig. 3.6 shows several examples of processes, contributing to QCD calculations at different orders of $\alpha_{s}$ ). The phenomenon of scaling violation is predictable in the framework of perturbative QCD, and this is one of the main successes of the theory. The evolution of fragmentation functions is described by the DGLAP evolution equations [10] with the $\alpha_{s}$ being the parameter. Thus studies of the scaling violation can be regarded as experiments of extracting the value of the strong coupling constant, usually to the order of $\mathcal{O}\left(\alpha_{s}^{2}\right)$.

QCD predicts scaling violation in fragmentation functions of all partons, quarks and gluons. To test these predictions, a special technique which allows to distinguish between quark and gluon fragmentation functions, has been developed. In QCD calculations, it is convenient to split fragmentation functions into orthogonal components. In the paper [17], the definition of fragmentation functions in terms of the transverse and longitudinal cross sections in one-hadron inclusive electron-positron annihilation has been introduced. This definition is particularly convenient because it automatically preserves the energymomentum sum rule for fragmentation functions. For the $e^{+} e^{-}$annihilation into an off-shell virtual boson of a spin 1, with unpolarised beams, the inclusive hadronic cross


Figure 3.5: Normalized differential charged hadrons cross sections as measured by the TASSO and DELPHI experiments at different center-of-mass energies.


Figure 3.6: Feynman diagrams representing processes at different orders of the strong coupling constant, $\alpha_{s}$.
section in angle and energy can be written as

$$
\begin{equation*}
\frac{d^{2} \sigma^{h}}{d x_{p} d \cos \theta}=\frac{3}{8}\left(1+\cos ^{2} \theta\right) \frac{d \sigma_{T}^{h}}{d x_{p}}+\frac{3}{4} \sin ^{2} \theta \frac{d \sigma_{L}^{h}}{d x_{p}}, \tag{3.14}
\end{equation*}
$$

where $\theta$ is the angle of the outgoing hadron $h$ with respect to the beam axis, and $d \sigma_{T}^{h} / d x_{p}$, $d \sigma_{L}^{h} / d x_{p}$ are the transverse and longitudinal components of the differential cross section, respectively. Evidently, after integration over the full angular range, one obtains

$$
\begin{equation*}
\frac{d \sigma^{h}}{d x_{p}}=\frac{d \sigma_{T}^{h}}{d x_{p}}+\frac{d \sigma_{L}^{h}}{d x_{p}} \tag{3.15}
\end{equation*}
$$

In the naive parton model $\left(\alpha_{s} \rightarrow \mathbf{0}\right)$, the longitudinal component of the differential cross section equals to zero,

$$
\begin{equation*}
\frac{d \sigma_{L}^{h}}{d x_{p}}=0 \text { and } \frac{d \sigma_{T}^{h}}{d x_{p}}=3 \sigma_{0} \sum_{q} e_{q}^{2}\left[D_{q}^{h}\left(x_{p}\right)+D_{\bar{q}}^{h}\left(x_{p}\right)\right] \tag{3.16}
\end{equation*}
$$

Proceeding beyond the zeroth order in $\alpha_{s}$, corrections of order $\mathcal{O}\left(\alpha_{s}\right)$ give rise to nonzero contributions to $d \sigma_{L}^{h} / d x_{p}$ (see [17,18]):

$$
\begin{equation*}
\frac{d \sigma_{L}^{h}}{d x_{p}}=3 \sigma_{0} \frac{\alpha_{s} C_{F}}{2 \pi} \int_{x_{p}}^{1} \frac{d z}{z}\left\{\sum_{q} e_{q}^{2}\left[D_{q}^{h}\left(\frac{x_{p}}{z}\right)+D_{\bar{q}}^{h}\left(\frac{x_{p}}{z}\right)\right]+\sum_{q} e_{q}^{2} D_{g}^{h}\left(\frac{x_{p}}{z}\right) \frac{4(1-z)}{z}\right\} \tag{3.17}
\end{equation*}
$$

Being proportional to $\alpha_{s}$, the longitudinal component $d \sigma_{L}^{h} / d x_{p}$ is connected by definition to the scaling violation effects, which are the main subject of QCD studies.

In formula (3.17), $D_{g}^{h}$ appears to describe the gluon fragmentation function, since corrections of order $\mathcal{O}\left(\alpha_{s}\right)$ arise with gluon emission (see Tab. 3.6). From now on gluon fragmentation function enters, analogously with quark and antiquark fragmentation functions, into equations like (3.8), (3.10) and (3.13). The knowledge of the longitudinal component of the differential cross section gives therefore a possibility to extract the gluon fragmentation function, and the transverse component can be considered as a quark fragmentation function.

More generally, expression (3.17) can be written for all components of the fragmentation function as

$$
\begin{equation*}
\frac{d \sigma_{P}^{h}}{d x_{p}}=\sum_{i} \int_{x_{p}}^{1} \frac{d z}{z} C_{P, i}\left(z, \alpha_{s}\right) D_{i}^{h}\left(\frac{x_{p}}{z}\right) \tag{3.18}
\end{equation*}
$$

where $P=T, L$; the sum on $i$ runs over all types of partons (quarks, antiquarks and gluons), and $C_{P, i}$ are coefficient functions calculable in perturbative theory (they enter eq. (3.17) explicitly). This equation, together with eq. (3.9) implies that the corresponding contributions to the total cross section are

$$
\begin{equation*}
\sigma_{P} \equiv \frac{1}{2} \sum_{h} \int_{0}^{1} d x_{p} x_{p} \frac{d \sigma_{P}^{h}}{d x_{p}}=\frac{1}{2} \sum_{h} \int_{0}^{1} d z z C_{P, i}\left(z, \alpha_{s}\right) \tag{3.19}
\end{equation*}
$$

Important consequence of eq. (3.17) and eq. (3.19) is the fact that the integrated longitudinal cross section can be given as:

$$
\begin{equation*}
\frac{1}{2} \sum_{h} \int_{0}^{1} d x_{p} x_{p} \frac{d \sigma_{L}^{h}}{d x_{p}}=\frac{\alpha_{s}}{\pi} 3 \sigma_{0} \sum_{q} e_{q}^{2}, \tag{3.20}
\end{equation*}
$$

while, on the other hand, the total cross section of the electron-positron annihilation into hadrons is well-defined in the massless theory and is given by [17]

$$
\begin{equation*}
\sigma_{t o t}=3 \sigma_{0} \sum_{q} e_{q}^{2}\left(1+\frac{\alpha_{s}}{\pi}\right) \tag{3.21}
\end{equation*}
$$

Hence the whole correction to $\sigma_{t o t}$ in order $\mathcal{O}\left(\alpha_{s}\right)$ can be ascribed to the longitudinal component of the differential cross section. Performing $\mathcal{O}\left(\alpha_{s}\right)$ calculations, the value of the strong coupling constant can be estimated to this order using the transverse and longitudinal components of the charged hadron cross section as [21]

$$
\begin{equation*}
\alpha_{s}=\pi \frac{\sigma_{L}}{\sigma_{T}} \tag{3.22}
\end{equation*}
$$

At high center-of-mass energies corrections in high orders $\alpha_{s}$ become significant, therefore analysis of the longitudinal component of the differential inclusive hadron cross section provides important precision test of QCD. A number of collaborations [19, 20] performed
studies of this subject at energies, lower than $Z^{0}$ peak, and it was shown that the longitudinal component of the differential cross section is non-zero in the region of $x_{p} \lesssim 0.2$ and vanishes at big $x_{p}$. It was also shown [20] that the contribution of the $d \sigma_{L} / d x_{p}$ increases with $Q$ of the $e^{+} e^{-}$annihilation increasing. The present work is aimed at studies of the $d \sigma_{L} / d x_{p}$ and corresponding QCD tests at the LEP energies, using the DELPHI experiment data.

### 3.3 Experimental tests of QCD

In order to extract longitudinal and transverse contribution to the differential cross sections experimentally, the formula (3.14) has to be rewritten, taking into account also the asymmetric contribution, normalising by the total hadronic cross section and making summation over all hadrons, as follows:

$$
\begin{equation*}
\frac{1}{\sigma_{\text {tot }}} \frac{d^{2} \sigma}{d x_{p} d \cos \theta}=\frac{3}{8}\left(1+\cos ^{2} \theta\right) \frac{1}{\sigma_{t o t}} \frac{d \sigma_{T}}{d x_{p}}+\frac{3}{4} \sin ^{2} \theta \frac{1}{\sigma_{t o t}} \frac{d \sigma_{L}}{d x_{p}}+\frac{3}{4} \cos \theta \frac{1}{\sigma_{t o t}} \frac{d \sigma_{A}}{d x_{p}} \tag{3.23}
\end{equation*}
$$

Following reference [21], transverse and longitudinal components of the fragmentation function are defined as

$$
\begin{equation*}
F_{T} \equiv \frac{1}{\sigma_{t o t}} \frac{d \sigma_{T}}{d x_{p}}, F_{L} \equiv \frac{1}{\sigma_{t o t}} \frac{d \sigma_{L}}{d x_{p}}, F_{A} \equiv \frac{1}{\sigma_{t o t}} \frac{d \sigma_{A}}{d x_{p}} . \tag{3.24}
\end{equation*}
$$

There are different ways of extracting components of the fragmentation function from the measured double-differential hadronic cross section, as stems from eq. (3.23) :
(I) In the case of low statistics, the most acceptable method is to rewrite eq. (3.23), neglecting the asymmetric contribution, in the form

$$
\begin{equation*}
\frac{1}{\sigma_{t o t}} \frac{d^{2} \sigma}{d x_{p} d \cos \theta} \sim 1+A \cos ^{2} \theta \tag{3.25}
\end{equation*}
$$

where $A$ is defined as follows:

$$
\begin{equation*}
A=\frac{F_{T}-2 F_{L}}{F_{T}+2 F_{L}} \tag{3.26}
\end{equation*}
$$

Fit of the experimentally obtained distributions to the formula (3.25) with $A$ being a free parameter was performed by the TASSO collaboration [20] at the center-of-mass energies of $14,22,35$ and 44 GeV , and by the DELPHI experiment (see Appendix C) at $Q=91.2 \mathrm{GeV}$.
(II) Another method is to fit the experimental distribution directly to the form (3.23), treating $F_{T}, F_{L}$ and $F_{A}$ as free parameters. This analysis was done by the OPAL [23] and ALEPH [24] collaborations at LEP.
(III) For the case of high statistics and in order to estimate statistical errors on extracted components of fragmentation functions properly, the weighting method has to be
used. It bases on the fact of the orthogonality of the $F_{T}, F_{L}$ and $F_{A}$. This means that every component enters the differential cross section with an appropriate weighting functions [21]:

$$
\begin{equation*}
F_{P}=\int_{-v}^{+v} W_{P}(\cos \theta, v)\left[\frac{1}{\sigma_{t o t}} \frac{d^{2} \sigma}{d x_{p} d \cos \theta}\right] d \cos \theta \tag{3.27}
\end{equation*}
$$

where $P=T, L$ or $A$ and weighting functions $W_{P}$ are :

$$
\begin{align*}
& W_{T}(\cos \theta, v)=\left[5 \cos ^{2} \theta\left(3-v^{2}\right)-v^{2}\left(5-3 v^{2}\right)\right] / 2 v^{5} \\
& W_{L}(\cos \theta, v)=\left[v^{2}\left(5+3 v^{2}\right)-5 \cos ^{2} \theta\left(3+v^{2}\right)\right] / 4 v^{5}  \tag{3.28}\\
& W_{A}(\cos \theta, v)=2 \cos \theta / v^{3}
\end{align*}
$$

The variable $v=\cos \theta_{\text {max }}$ delimits the cosine of the angular range used in the analysis. The necessity in introducing this delimiter is caused by the fact that the detectors do not provide the full angular range acceptance, requiring thus appropriate compensations.

Following the energy conservation, the inclusive cross section satisfies the sum rule

$$
\begin{equation*}
\frac{1}{2} \int d x_{p} d \cos \theta x_{p} \frac{1}{\sigma_{t o t}} \frac{d^{2} \sigma}{d x_{p} d \cos \theta}=\sigma_{T O T}=\sigma_{T}+\sigma_{L} \tag{3.29}
\end{equation*}
$$

where transverse and longitudinal cross sections are

$$
\begin{equation*}
\sigma_{P} \equiv \int_{0}^{1} x_{p} F_{P} d x_{p} \quad(P=T, L) \tag{3.30}
\end{equation*}
$$

If all outgoing particles are taken into account, $\sigma_{T O T}$ equals to one, but since for this analysis only charged hadrons are used, this number is smaller.

The asymmetric component of the differential cross section, $F_{A}$, being summed over all the hadron species, equals to zero. However, it becomes distinguishable from zero when only positive or only negative hadrons are taken into account [22]. Thus, the asymmetry fragmentation function must be defined as

$$
\begin{equation*}
\tilde{F}_{A}=\frac{1}{\sigma_{t o t}}\left(\frac{d \sigma_{A}^{h+}}{d x_{p}}-\frac{d \sigma_{A}^{h-}}{d x_{p}}\right), \tag{3.31}
\end{equation*}
$$

where $d \sigma_{A}^{h+} / d x_{p} \equiv F_{A}^{+}$and $d \sigma_{A}^{h-} / d x_{p} \equiv F_{A}^{-}$, are the asymmetric components of the fragmentation function for positively and negatively charged hadrons, respectively.

An important quantity which can be calculated using fragmentation functions, is the average hadron multiplicity, in this case for charged hadrons only. It is given by the formula (see also eq. (3.10) :

$$
\begin{equation*}
\left\langle n_{c h}\right\rangle=\int d x_{p} \frac{1}{\sigma_{t o t}} \frac{d \sigma}{d x_{p}}=\int\left(F_{T}+F_{L}\right) d x_{p} \tag{3.32}
\end{equation*}
$$

Knowledge of components of the fragmentation function gives the possibility to extract the gluon fragmentation function, $D_{g}$. Using next-to-leading order calculations, the longitudinal fragmentation function can be written as $[17,18,21]$ :

$$
\begin{equation*}
F_{L}\left(x_{p}\right)=\frac{\alpha_{s}}{2 \pi} C_{F} \int_{x_{p}}^{1} \frac{F_{T}(z)}{z} d z+\frac{2 \alpha_{s}}{\pi} C_{F} \int_{x_{p}}^{1}\left(\frac{z}{x_{p}}-1\right) D_{g}(z) \frac{d z}{z}+\mathcal{O}\left(\alpha_{s}^{2}\right) \tag{3.33}
\end{equation*}
$$

The term $\mathcal{O}\left(\alpha_{s}^{2}\right)$ is not yet known and is assumed to be negligible. Various approaches could be used to solve this equation and to find out $D_{g}$. Omission of $\mathcal{O}\left(\alpha_{s}^{2}\right)$ suggests the formal solution which assumes a priori knowledge of the strong coupling constant, $\alpha_{s}$, to the leading order, i.e., $\alpha_{s}^{L O}$. Also it requires functions $F_{T}$ and $F_{L}$ to be defined with a very good precision. In practice, there are ambiguities in both cases. Experimental definitions of $\alpha_{s}$ at the $Z^{0}$ peak normally include contributions of higher orders, thus a special recalculation to the lower order must be used. Expression (3.22) can be used to estimate $\alpha_{s}^{L O}$ too, but as discussed in Appendix D, it is rather strong approximation. Also, even the high statistics, collected by the DELPHI experiment, can not provide the definition of the longitudinal fragmentation function precise enough in the whole $x_{p}$ range. Therefore, the most convenient is the method suggested by OPAL [23] and ALEPH [24], where the gluon fragmentation function is parametrized in a way, similar to a standard fragmentation function parametrization. The $F_{L}$ can be fitted then according to the formula (3.33).

The gluon fragmentation function $D_{g}\left(x_{p}\right)$ can be parametrized by the form [23, 24]

$$
\begin{equation*}
D_{g}\left(x_{p}\right)=P_{1} \cdot x_{p}^{P_{2}}\left(1-x_{p}\right)^{P_{3}} e^{-P_{4} \ln ^{2} x_{p}} \tag{3.34}
\end{equation*}
$$

where the $P_{i}$ are free parameters of the fitting procedure. Exponential term is motivated by the Modified Leading Log Approximation [9], otherwise this parametrization is similar to that of eq. (3.7).

The strong coupling constant, $\alpha_{s}^{L O}$, can be treated as yet another free parameter of the fit. Thus, this analysis can give results both on the behaviour of the gluon fragmentation function $D_{g}$ and on the value of $\alpha_{s}^{L O}$.

Assuming that the gluon fragmentation function does not depend on the quark flavour and neglecting corrections due to the heavy quark production, it is possible to estimate the $\mathcal{O}\left(\alpha_{s}^{2}\right)$ corrections to the eq. (3.33) by studying events with the different flavour contents, since it is known that the quark fragmentation functions are different for light and heavy quarks. This, however, is a superfine analysis which needs more data than was available during this analysis, therefore it is still the task for future studies.

Fragmentation function method can be used also for the charge asymmetry measurements [22]. The forward-backward asymmetry of the fermion pair production is connected to the electroweak parameter $\sin ^{2} \theta_{W}\left(\theta_{W}\right.$ is known as the weak mixing angle, or the Weinberg angle). Measurements of this asymmetry usually are performed either by the heavy flavour tagging, or by the charge asymmetry analysis. The latter is normally made using the jet charge definition procedures, which to big extent rely on the Monte Carlo simulations, being thus model-dependent.

Fragmentation function method can not so far provide direct measurements of the $\sin ^{2} \theta_{W}$, but it is much less model dependent. The only assumption used in this approach is the existence of the valence dominance of the fragmentation functions at large values of $x_{p}$, in other words, at very large $x_{p}$ one observes only hadrons, containing a primary quark. For instance, the $\pi^{+}$can come only from a $u$ or $\bar{d}$ quark, thus one can write [22]:

$$
\begin{equation*}
\frac{\tilde{F}_{A}^{\pi}\left(x_{p}\right)}{F_{T}^{\pi}\left(x_{p}\right)+F_{L}^{\pi}\left(x_{p}\right)}=\left(\frac{2 v_{e} a_{e}}{a_{e}^{2}+v_{e}^{2}}\right) \frac{2 a_{u}+v_{u}-2 a_{d} v_{d}}{\left(a_{u}^{2}+v_{u}^{2}\right)+\left(a_{d}^{2}+v_{d}^{2}\right)}, \tag{3.35}
\end{equation*}
$$

where $a_{f}$ and $v_{f}$ are axial and vector couplings of the fermions to the $Z^{0}$ boson respectively, defined as

$$
\begin{equation*}
v_{f}=I_{3}^{f}-2 e_{f} \sin ^{2} \theta_{W}, \quad a_{f}=I_{3}^{f} \tag{3.36}
\end{equation*}
$$

with $e_{f}$ the charge and $I_{3}^{f}$ the third component of the weak isospin. Knowing this ratio, it is possible, in principle, to estimate the $\sin ^{2} \theta_{W}$ value, although it requires the appropriate choice of the $x_{p}$, since the statistics at high $x_{p}$ is particularly poor.

Analogously to the expression (3.35), expressions for other hadrons, like kaons or protons, can be written down. Obviously, the ratio $R=\tilde{F}_{A} /\left(F_{T}+F_{L}\right)$ will be different for different hadrons. Taking the average value of $\sin ^{2} \theta_{W}=0.23$, one can obtain [22] $R^{\pi}=-0.0375$ for pions and $R^{p}=0.1373$ for protons. Therefore, it is of certain interest to test the behaviour of $R$ for different hadrons.

### 3.3.1 Data samples

Data used in this analysis were collected by the DELPHI detector (see Section 1.2) in 1992-1993 running period at the centre-of-mass energies $Q=91.2 \mathrm{GeV}$. Information collected by the detector was analysed by the DELANA [25], which is the main software for event processing, for raw data decoding, pattern recognition, track reconstruction and event tagging. The main output stream of this package is the post-processing data sets, called DST [26] for Data Summary Tapes. Physics analysis of the data from DST is performed with the help of the PHDST [27] input-output package.

Only charged particles in hadronic events were used. Tracks were taken into account if their impact parameter was below 5 cm in the transverse plane and below 10 cm along the beam axis, measured track length was above 50 cm , momentum between $0.1 \mathrm{GeV} / \mathrm{c}$ and $50 \mathrm{GeV} / \mathrm{c}$ and polar angle between $11^{\circ}$ and $169^{\circ}$.

Hadronic events were then selected by requiring that they contain at least 5 charged particles with momenta above $0.2 \mathrm{GeV} / \mathrm{c}$, the total energy of all charged particles exceeded 15 GeV (assuming the $\pi^{ \pm}$mass for particles), having at least 3 GeV in each hemisphere with respect to the sphericity axis, which polar angle was between $26^{\circ}$ and $154^{\circ}$. The momentum imbalance was restricted to $20 \mathrm{GeV} / \mathrm{c}$. About one million hadronic events were selected according to these criteriae.

For each track, its fractional momentum, $x_{p}$, and cosine of the azimuthal angle, $\cos \theta$, where measured. All particles assumed to be pions, unless specified explicitly. Typical double-differential distribution of charged hadrons in $x_{p}$ and $\cos \theta$ is shown in Fig. 3.7.

The double-differential cross section suggests that the data must be split into bins both on $x_{p}$ and $\cos \theta$ variables. In order to provide satisfactory statistics for analysis in


Figure 3.7: Experimental charged hadrons distribution in $x_{p}$ and $\cos \theta$.
every bin, the range of $-1<\cos \theta<1$ was split in 40 equidistant bins, and the fractional momentum range of $0<x_{p}<1$ was split in 22 non-equidistant bins, having more frequent bining at $x_{p}<0.2$ because of abundance of comparatively soft hadrons in the spectrum.

To correct raw data for the detector acceptance and efficiency, for the kinematical cuts and for the initial state radiation, the correction factor

$$
\begin{equation*}
C\left(x_{p}, \cos \theta\right)=\frac{f\left(x_{p}, \cos \theta\right)_{\text {true }}}{f\left(x_{p}, \cos \theta\right)_{\text {reconstructed }}} \tag{3.37}
\end{equation*}
$$

for different bins of $x_{p}$ were calculated. They are shown in Fig. 3.8 as a function of $\cos \theta$. The values of $C\left(x_{p}, \cos \theta\right)$ were obtained by analysing events generated with the JETSET 7.3 PS program [15] with parameters taken from the DELPHI tuning [29]. Here $f\left(x_{p}, \cos \theta\right)_{t r u e}$ is the distribution obtained from the final state hadrons in generated events, and $f\left(x_{p}, \cos \theta\right)_{\text {reconstructed }}$ represents the same distribution after applying the DELPHI detector simulation [28], charged particle track reconstruction and hadronic event selection criteria.

Correction factors are not only a step in the physics analysis, but also reflect an important experimental philosophy. Since the aim of the whole experiment is to detect products of the electron-positron annihilation reaction, the detecting facilities must provide experimentalists with the most precise information on every possible particle.


Figure 3.8: Correction factors for the double differential charged hadron distributions. Dashed line indicates the unit.


Figure 3.9: Corrected double differential charged hadron distributions (showed to the scale).

The whole analysis can be done only under assumption that the detector caught all the produced particles and did not induce fake tracks. Since such an ideal detector can not possibly exist, the knowledge of the effects, introduced by both hardware and software, is of great importance. To evolve this knowledge, the complete detector simulation package is needed, which is the DELSIM [28] for the DELPHI experiment. On the input of this package, any kind of Monte Carlo generated events must be directed. To test the capabilities of the detector, it does not really matter, which generator should it be. As long as correction factors for any distribution are independent of a chosen variable and equal to unity, one can conclude that detector performs satisfactory. However, it is important to have on input generated events as similar to the real events as possible, in order to be able to estimate backgrounds and corrections for every particular distribution, both inclusive and exclusive. The JETSET generator provides not only a very reliable model, but it has also a big number of parameters, which can be tuned to the experimental results. It reduces the predictive power of the model, but, on the other hand, makes the correction procedure more flexible. Even in this case, correction factors generally do not equal to unity in all the range of any variable. The consequence of this fact is that one is allowed to perform the analysis only in the range, were corrections are linear, or almost linear, and to avoid regions were correction factors change rapidly. For the case of Fig. 3.8, it is clear that any analysis can be done only in the region of $-0.8<\cos \theta<0.8$ (which is defined in this case by the geometry of the detector, see Section 1.2). Extension of the analysis to the region of $-0.9<\cos \theta<0.9$ is also allowed, but one has to be aware of the systematic uncertainties, introduced by such a choice.

Knowing that the correction factors are close to unity in almost the full angular range, one can take into account all the inefficiencies and backgrounds simply by multiplying experimental distributions by corresponding correction factors. The result, which is the input for the further analysis, can be seen at Fig. 3.9.

For the analysis of asymmetry, double-differential hadronic cross sections were built separately for negative and positive hadrons. Correction factors were calculated also independently for both negative and positive hadrons sub-samples, taking thus into account possible non-equivalent detecting of particles of opposite charges.

## Quark flavour tagging

In $e^{+} e^{-}$annihilation at the $Z^{0}$ energy, five flavours of quarks can be produced, leading to basically different hadronic events, assuming that different quarks do have different fragmentation functions. Apparently, for the light quarks ( $u, d, s$ ), this difference is negligible and experimentally indistinguishable. Events originated by heavy quarks, especially $Z^{0} \rightarrow b \bar{b}$ events, can be separated using various techniques. One approach is to use leptons, produced at high transverse momentum with respect to the closest jet, as they come from B-hadron semi-leptonic decays. The disadvantage of this method is that it requires additional lepton identification procedures and correct estimates of the background contamination. Leptons coming from charm hadrons $C$ usually are considered as a background in $b \bar{b}$ events tagging, since there are no effective enough methods to study $c \bar{c}$ production in $Z^{0}$ decays.

Another approach, widely used last years, is the lifetime tagging [30]. Because of the


Figure 3.10: Purity versus efficiency for the $b$ quark events tagging, calculated with different probability cuts.


Figure 3.11: Purity versus efficiency for the light ( $u, d, s$ ) quark events tagging, calculated with different probability cuts.


Figure 3.12: Efficiency and purity for $b$ quark tagging versus logarithm of inverse hemisphere probability $P_{H}$.


Figure 3.13: Efficiency and purity for $u, d, s$ quark tagging versus logarithm of inverse hemisphere probability $P_{H}$.
comparatively big lifetime of B -hadrons $(\approx 1.58 \mathrm{ps}$ [31]) and high transverse momentum of their production, they can move apart from the primary vertex before decaying. Therefore, charged particles originating from B-hadrons decay have large impact parameters. This quantity can be used as the only tagging variable to separate events with $b$ quarks. The DELPHI software includes the AABTAG [30] algorithm which performs the analysis of hadronic events and returns the probability $P_{N}$ that $N$ charged particle tracks in an event come from the primary interaction vertex. This probability is close to unit for light quark events and takes a rather small value for $b$ quark events. Being calculated over all charged tracks in event, it gives the event probability $P_{E}$, and calculations over each hemisphere gives the hemisphere probability $P_{H}$.

Since there are no particular prescriptions for choosing one or another probability cut in order to select $Z^{0} \rightarrow b \bar{b}$ events or light quark events, it is necessary to perform corresponding studies. For this analysis, they were done with the help of the Jetset generated event samples with the DELSIM detector simulation applied. Knowing the "real" flavour contents of an event and probabilities $P_{E}$ and $P_{H}$, it is possible to calculate efficiency of the tagging and purity of the sample for each given probability cut.

In Fig. 3.10, purity of the tagged sample is shown as a function of the tagging efficiency for events that contain $b$ quark. The hemisphere probability is being calculated for both hemispheres. However, due to the detector inefficiency and the fact that only charged tracks being taken into account, this probability is not necessarily equal in both hemispheres. Thus a $P_{H}$ value used for flavour selection was taken for a randomly picked hemisphere to prevent possible correlations.

This plot reflects the disadvantage of the $b$ quark lifetime tagging : to obtain a pure sample of $Z^{0} \rightarrow b \bar{b}$ events, one has to sacrifice the efficiency, i.e., the resulting statistics will be insufficiently low. Thus the compromise between desired statistics and purity must


Figure 3.14: Fragmentation functions of $b$ quark (closed points, solid lines) and light quarks (open points, dashed lines) obtained with the help of the lifetime tagging technique. Curves show corresponding JETSET distributions. Correction factors are shown in inset.
be reached for every particular kind of analysis.
The similar plot, but for light quark events, is shown in Fig. 3.11. The significantly different behaviour can be seen, namely, purity of the sample never can reach $100 \%$. It is caused by the fact that both $Z^{0} \rightarrow c \bar{c}$ and $Z^{0} \rightarrow b \bar{b}$ events do contribute to the sample of high $P_{E}$ or $P_{H}$ probabilities.

It also can be seen, that in both $b$ and $u, d, s$ cases, the event tagging gives higher purities for a given efficiency. However, the hemisphere tagging is used more often in analysis, because it reduces unnecessary correlations.

Selection of appropriate cuts can be made with the help of Fig. 3.12 for $b$ quark events and Fig. 3.13 for light quark events. For this analysis, the selection was done assuming, that a probability $P_{H}<10^{-3}$ corresponds to $b \bar{b}$ events (with purity $\approx 94 \%$ and efficiency $\approx 16 \%$ ) and $P_{H}>0.3$ to light quark events (purity $\approx 73 \%$, efficiency $\approx 72 \%$ ). The hemisphere tagging can be used to calculate the experimental efficiency by comparing the number of selected single hemispheres with the number of events in which both hemispheres are selected. This efficiency proved to be very close to that calculated from the simulation [30].

Samples of events, satisfying the above cuts, were used to build differential distributions in the same way as for regular hadronic events. Correction factors were calculated in the similar way, using the formula (3.37) with "true" spectra of pure generated $b$ or $u, d, s$ events, whereas the "reconstructed" distributions were obtained using the DELSIM detector simulation and applying the lifetime tagging procedure to the overall generated events. An example of the differential cross sections $1 / \sigma_{t o t} \cdot d \sigma / d x_{p}$ for the events of different flavour contents is shown in the Fig. 3.14. These are essentially heavy and light quarks fragmentation functions. It is clearly seen that the fragmentation function of $b$ quark is softer than that of light quarks, i.e., it has higher values at small $x_{p}$ and lower at high $x_{p}$. It agrees very well with the JETSET predictions, and can be regarded as a confirmation that the $b$ quark has longer decay chain than light quarks, producing thus jets of higher multiplicity.

## Hadron identification

Charged hadron identification in DELPHI [32,33] relies mainly on the measurements by the Ring Imaging Cherenkov (RICH) detector. It has been designed to provide pion, kaon and proton identification over the momentum range of particles produced in $Z^{0}$ decays.

Charged particles crossing the Cherenkov radiators with a velocity larger than the velocity of light in the same medium produce photons which are intercepted by a photon detector. The photon conversion point is determined by detecting the generated electron, called photoelectron. The photon emission angle with respect to the particle track is then reconstructed and is called Cherenkov angle. The number of photoelectrons associated to a particle track and their Cherenkov angles are the input information used for identifying its mass.

A mass tag is assigned to each individual particle fulfilling certain quality criteria. This tag is based on the probabilities computed for all the possible mass assignments using the RICH information.

Several algorithms [32-34] for particle identification for the DELPHI RICH detector


Figure 3.15: $d E / d x$ and RICH information for a set of simulated hadronic $Z^{0}$ decays.
are developed to meet very different analysis requirements. The main concern of those methods is to discern between the track signal and the background in the jet environment. For this analysis, the so-called RIBMEAN [32] approach was employed, which uses a clustering algorithm to distinguish between background and signal photoelectrons. Photoelectrons are grouped into clusters which are weighted according to quality criteria, such as measurement errors or possible ambiguities between several tracks. The best cluster is retained and weights used to measure the average Cherenkov angle, its error and estimated number of photoelectrons.

However, the RICH detector does not provide satisfactory particle identification in the range of low momenta ( $p<0.7 \mathrm{GeV}$ ) particles. For soft particles identification relies on the specific ionisation energy loss per unit length $(d E / d X)$ in the TPC. The sense wires of its proportional chambers provide up to 192 ionisation measurements per track. The total ionisation produced by a particle is proportional to its energy loss. Energy loss for a given particle in a given environment are calculable, hence correct energy loss measurements can provide an information about the particle identity. After applying certain corrections [3] and performing association of collected signals to reconstructed tracks, the TPC gives $d E / d X$ measurements that are used for particle identification.

Comparison of the information available from $d E / d X$ measurements and RICH versus particle momenta is shown in the Fig. 3.15. It is evident that in order to cover as much of $x_{p}$ range as possible one should use combined information from $d E / d X$ and RICH.

### 3.3.2 Results and discussion

Selected data samples, containing double-differential distributions $1 / \sigma_{t o t} \cdot d^{2} \sigma / d x_{p} d \cos \theta$, corrected to hardware and software inefficiencies, were used for the fragmentation functions analysis. Results of this analysis are presented in Appendices C and D.

## Extraction of components of the fragmentation function

As the first approach to the analysis of components of the total fragmentation function, the method of fitting of experimental distributions to the formula (3.26) (to be refered to as "Method I", following Section 3.3) was used. Fit was done with the help of the MINUIT [35] package. Results are presented in Appendix C. As mentioned above, this method is preferable in the case of low statistics, hence it was used by the TASSO collaboration at lower energies. Performing the same analysis of the DELPHI data gives an opportunity to conclude on the centre-of-mass energy dependence of the variable $A$. It is shown in Appendix C, that the scaling violation behaviour can be clearly observed. The DELPHI data also provide far better statistics and allow to conclude that the longitudinal component contributes to the fragmentation function mainly in the region of $x_{p} \lesssim 0.2$.


Figure 3.16: Comparison of two fitting methods : two-parametric fit (I), upper figure, and three-parametric fit (II), bottom figure.

Comparing equations (3.25) and (3.15), it is possible to extract $F_{L}$ knowing $A$ and the total differential charged hadron cross section :

$$
\begin{equation*}
F_{L}=\frac{1}{\sigma_{\text {tot }}} \frac{d \sigma}{d x_{p}}\left(\frac{1-A}{3+A}\right) . \tag{3.38}
\end{equation*}
$$

On the other hand, fitting according to eq. (3.23) with $F_{T}, F_{L}$ and $F_{A}$ being free parameters ("Method II") directly defines the longitudinal component. An illustration of two fitting methods is given at Fig. 3.16. Comparison of results can be seen in Table 3.1. The angular range for fitting was chosen to be $|\cos \theta|<0.8$. The general conclusion is that results of both methods are in a very good agreement, giving the same $\chi^{2}$ per degree of freedom and describing the data sufficiently well. Big contribution to the $\chi^{2}$ comes mainly from points around $\cos \theta \simeq 0$, which is caused by the detector geometry, namely, by the fact that the joints of different detector components are mainly situated in this region (see Section 1.2), which worsens particle registration in this zone.


Figure 3.17: Comparison of longitudinal components $F_{L}$ obtained by different fitting methods (data points slightly shifted in $x_{p}$ for better resolution). Approximate ratios of functions is shown in inset.

A closer comparison of different methods can be seen in Fig. 3.17, where longitudinal components of the fragmentation functions are compared. While a very good agreement can be seen, there is an indication that the $F_{L}$ obtained with the Method II is systematically higher that that of Method I, and the weighting method (listed under (III) in Section 3.3) gives the highest $F_{L}$ values. Their approximate ratio (errors omitted) is shown in inset. The difference between two fitting methods can be explained by the fact

|  | Method I | Method II |  | Method III |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\Delta x_{p}$ | $A$ | ${ }_{T}$ | ${ }_{L}$ | $F_{T}$ | ${ }_{L}$ |
| 0.00-0.01 | $0.086 \pm 0.005$ | $288.722 \pm 0.973$ | $121.272 \pm 0.727$ | $287.592 \pm 0.969$ | $122.159 \pm 0.725$ |
| 0.01-0.02 | $0.306 \pm 0.005$ | $331.408 \pm 0.910$ | $88.012 \pm 0.679$ | $329.883 \pm 0.906$ | $89.218 \pm 0.677$ |
| 0.02-0.03 | $0.499 \pm 0.006$ | $233.803 \pm 0.741$ | $39.038 \pm 0.546$ | $232.758 \pm 0.739$ | $39.855 \pm 0.545$ |
| 0.03-0.04 | $0.630 \pm 0.008$ | $171.129 \pm 0.624$ | $19.414 \pm 0.457$ | $170.453 \pm 0.623$ | $19.952 \pm 0.457$ |
| 0.04-0.05 | $0.696 \pm 0.010$ | $129.791 \pm 0.541$ | $11.649 \pm 0.395$ | $129.204 \pm 0.540$ | $12.120 \pm 0.395$ |
| 0.05-0.06 | $0.739 \pm 0.011$ | $101.060 \pm 0.476$ | $7.594 \pm 0.347$ | $100.674 \pm 0.476$ | $7.899 \pm 0.347$ |
| 0.06-0.07 | $0.759 \pm 0.013$ | $80.957 \pm 0.427$ | $5.545 \pm 0.311$ | $80.643 \pm 0.426$ | $5.800 \pm 0.311$ |
| 0.07-0.08 | $0.792 \pm 0.015$ | $66.363 \pm 0.385$ | $3.850 \pm 0.281$ | $66.077 \pm 0.385$ | $4.078 \pm 0.281$ |
| 0.08-0.09 | $0.850 \pm 0.017$ | $56.008 \pm 0.353$ | $2.278 \pm 0.256$ | $55.742 \pm 0.353$ | $2.493 \pm 0.257$ |
| 0.09-0.10 | $0.849 \pm 0.018$ | $46.927 \pm 0.324$ | $1.909 \pm 0.236$ | $46.725 \pm 0.324$ | $2.073 \pm 0.236$ |
| 0.10-0.12 | $0.893 \pm 0.015$ | $37.275 \pm 0.204$ | $1.058 \pm 0.148$ | $37.113 \pm 0.204$ | $1.186 \pm 0.148$ |
| 0.12-0.14 | $0.918 \pm 0.017$ | $27.866 \pm 0.176$ | $0.593 \pm 0.128$ | $27.736 \pm 0.176$ | $0.697 \pm 0.128$ |
| 0.14-0.16 | $0.916 \pm 0.020$ | $21.217 \pm 0.155$ | $0.465 \pm 0.113$ | $21.109 \pm 0.155$ | $0.551 \pm 0.113$ |
| 0.16-0.18 | $0.958 \pm 0.023$ | $16.635 \pm 0.137$ | $0.177 \pm 0.099$ | $16.549 \pm 0.137$ | $0.245 \pm 0.099$ |
| 0.18-0.20 | $0.987 \pm 0.027$ | $13.258 \pm 0.123$ | $0.044 \pm 0.089$ | $13.196 \pm 0.123$ | $0.095 \pm 0.089$ |
| 0.20-0.25 | $0.976 \pm 0.020$ | $9.032 \pm 0.064$ | $0.055 \pm 0.047$ | $8.985 \pm 0.064$ | $0.093 \pm 0.047$ |
| 0.25-0.30 | $0.998 \pm 0.027$ | $5.431 \pm 0.050$ | $0.002 \pm 0.036$ | $5.395 \pm 0.050$ | $0.032 \pm 0.036$ |
| 0.30-0.40 | $1.010 \pm 0.026$ | $2.797 \pm 0.025$ | $-0.007 \pm 0.018$ | $2.779 \pm 0.025$ | $0.008 \pm 0.018$ |
| 0.40-0.50 | $0.982 \pm 0.041$ | $1.178 \pm 0.017$ | $0.005 \pm 0.012$ | $1.176 \pm 0.017$ | $0.008 \pm 0.012$ |
| 0.50-0.60 | $0.970 \pm 0.061$ | $0.508 \pm 0.011$ | $0.004 \pm 0.008$ | $0.505 \pm 0.011$ | $0.007 \pm 0.008$ |
| 0.60-0.80 | $0.998 \pm 0.080$ | $0.154 \pm 0.004$ | $0.000 \pm 0.003$ | $0.154 \pm 0.004$ | $0.000 \pm 0.003$ |
| 0.80-1.00 | $0.836 \pm 0.213$ | $0.017 \pm 0.001$ | $0.001 \pm 0.001$ | $0.017 \pm 0.001$ | $0.001 \pm 0.001$ |

Table 3.1: Comparison of components of fragmentation function obtained by different methods.
that the total cross section, used in eq. (3.38), is integrated over all the angular range, while $A$ is calculated only in the limited range of $|\cos \theta|<0.8$. All differences, however, are very well inside statistical errors. It must also be stressed that at the big values of $x_{p}$, where statistics is limited, Method I is preferable because it relies on a statistically better defined total differential cross section.

Fitting methods for the extraction of components of the fragmentation function proved to be a useful tool of the QCD analysis. However, the weighting method appears to be preferable in the case of sufficiently high statistics. One advantage of this method is that the limited angular range available for the analysis, is taken into account by the weights. Another advantage is that this method gives statistical errors defined directly from those of data, and not as evaluated parametric errors. Also, while a fit can converge to an unphysical result in the case of poorly statistically defined distribution, the weighting method always gives physically reasonable results. From Table 3.1 one can see the comparison of all three methods. The bin of $0.3<x_{p}<0.4$, in particular, shows that the $F_{L}$ takes negative values for both fitting methods, which is unphysical by the definition of the fragmentation function. The weighting method gives the positive value of $F_{L}$ in the same bin.

In what follows, all the analysis will be performed for the fragmentation functions, extracted with the weighting method, unless specified.

## Asymmetry fragmentation function

In $e^{+} e^{-} \rightarrow Z^{0} \rightarrow h+X$ events, the asymmetric component of the charged hadron differential cross section, $F_{A}$, equals to zero in the whole range of $0<x_{p}<1$ if the summation over all charged hadrons in final state is done, which is the case in eq. (3.23). In reality, however, due to inefficiency of a detector, $F_{A}$ can take values different from zero. The analysis of $F_{A}$ shows (see Appendix D) that this function is indeed indistinguishable from zero within statistical errors.

As was mentioned in Section 3.3, studies of asymmetry fragmentation function $\tilde{F}_{A}$ which takes into account charges of hadrons, can give information about the charge asymmetry and an estimation of the $\sin ^{2} \theta_{W}$ within the assumption of valence dominance.

The ratio of asymmetry and total fragmentation functions for all observed charged particles is shown in Fig. 3.18. As soon as all particles were treated as pions, the formula (3.35) can be used to estimate the value of the weak mixing angle. Following the suggestion from [22], the fit in the region $x_{p}>0.5$ was performed, with the only free parameter, $\sin ^{2} \theta_{W}$. The result is

$$
\sin ^{2} \theta_{W}=0.235 \pm 0.005
$$

were error is the parametric error from the fit, reflecting the statistical uncertainty. This value is in a good agreement with those found previously by DELPHI [36]. Comparison to JETSET prediction shows that at big $x_{p}$ the ratio of fragmentation functions is bigger in the model than in data, suggesting lower values of $\sin ^{2} \theta_{W}$. Indeed, the weak mixing angle squared sine is one of the parameters in JETSET, and is set to be $\sin ^{2} \theta_{W}=0.23$.

The valence dominance calculations predict that ratios $\tilde{F}_{A} /\left(F_{T}+F_{L}\right)$ for different hadrons are different due to the different quark contents of hadrons. Therefore, it is of


Figure 3.18: Asymmetry fragmentation function $\tilde{F}_{A}\left(x_{p}\right)$ as measured from the charged hadrons distributions. Solid line shows the valence dominance limit at $\sin ^{2} \theta_{W}=0.235$ and dashed lines represent the error corridor. Shaded band shows the JeTset prediction.
particular interest to study these ratios for identified hadrons. The problem, however, has several complications.

The main difficulty is that the hadron identification at high momentae is not very effective. As can be seen from Fig. 3.15, at $p>20 \mathrm{GeV}$, it is rather difficult to distinguish between different hadrons. Not only efficiency is poor for this region, but also purity of an identified hadron sample is rather low [34]. Moreover, efficiency of particle identification in DELPHI is not uniformly distributed neither over the momentum, nor over the angular range. The result is that correction factors (3.37) become significantly higher and not uniform in different $x_{p}$ intervals. They also become highly irregular at $|\cos \theta|>0.7$.

Another difficulty is the low resulting statistics, especially for identified protons. Certain improvement can be obtained by splitting the whole range of $0<x_{p}<1$ not in 22 , but in 8 bins. It is convenient to choose the last bin of $0.5<x_{p}<1$ because the valence dominance limit is presumably valid in this interval.

Figure 3.19 represents ratios $\tilde{F}_{A} /\left(F_{T}+F_{L}\right)$, measured for identified with the DELPHI detector hadrons. They confirm very well predictions based on the valence dominance [22]. Assuming that the fragmentation functions of the up, down and strange quarks are equal and neglecting the heavy quarks contributions, valence dominance calculations give the value of $R^{p}=0.1373$ for protons [22] for $\sin ^{2} \theta_{W}=0.23$, which is in very good agreement with the experimental result.

The fragmentation functions method for charge asymmetry measurements gives so far promising results. High precision of obtained results is explained by the fact that the term in eq. (3.35) $2 v_{e}=4 \sin ^{2} \theta_{W}-1$, so that a $10 \%$ precision in eq. (3.35) and analogous for other hadrons, implies about $1 \%$ accuracy in $\sin ^{2} \theta_{W}$.

However, the present statistics does not allow one to make a clear statement about the


Figure 3.19: Asymmetry fragmentation function $\tilde{F}_{A}\left(x_{p}\right)$ measured for identified hadrons.
advantages of this method. Studies of systematic uncertainties, which may be significant, are necessary, but they are rather unreliable in the case of low statistics, especially for identified hadrons. Meanwhile, it sets the task for the future analysis, when more statistics will become available.

## Strong coupling constant and charged multiplicity

To the leading order of $\alpha_{s}$, the ratio of the transverse $\sigma_{T}$ and longitudinal $\sigma_{L}$ components of the total hadronic cross section is proportional to the $\alpha_{s}$, see Section 3.2, eq. (3.22). Since all this analysis is performed to the $\mathcal{O}\left(\alpha_{s}\right)$ order, it is self-consistent to calculate the value of the strong coupling constant using the experimentally measured ratio $\sigma_{L} / \sigma_{T}$. Strictly speaking, eq. (3.22) is valid for the cross sections of all hadrons produced in electron-positron annihilation, charged and neutral. This analysis, though, relies only on charged particles measurements. The ratio of $\sigma_{L}$ and $\sigma_{T}$, however, should be the same in any case.

This assumption has been checked using the JETSET generated events, where the charge of every hadron is explicitly known. Hadronic events on the generated level, without a detector simulation, allow one also to use the full angular range $-1<\cos \theta<1$. Applying standard weighting and fitting procedures to extract $F_{T}$ and $F_{T}$ and performing the integration over the $x_{p}$ to obtain $\sigma_{T}$ and $\sigma_{L}$ as in eq. (3.30), it is possible to calculate ratio $\sigma_{L} / \sigma_{T}$ for all hadrons and only for charged hadrons. The result for 10 millions of generated hadronic events is shown in Tab. 3.2. Comparatively high statistical errors reflect the uncertainty in $x_{p}$ during the integration, since the standard splitting in 22 bins in $x_{p}$ was used.

|  | Method II |  | Method III |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Charged | All | Charged | All |
| $\sigma_{T}$ | $0.58 \pm 0.02$ | $0.92 \pm 0.04$ | $0.58 \pm 0.02$ | $0.92 \pm \mathbf{0 . 0 4}$ |
| $\sigma_{L}$ | $0.034 \pm 0.003$ | $0.058 \pm \mathbf{0 . 0 0 9}$ | $0.036 \pm 0.003$ | $0.060 \pm 0.009$ |
| $\sigma_{L} / \sigma_{T}$ | $0.059 \pm \mathbf{0 . 0 0 6}$ | $0.063 \pm \mathbf{0 . 0 1 0}$ | $0.061 \pm \mathbf{0 . 0 0 6}$ | $0.065 \pm \mathbf{0 . 0 1 0}$ |

Table 3.2: Components of the total cross section extracted from the JETSET generated events for all hadrons and for charged hadrons only.

From Tab. 3.2 it is clearly seen that the ratio of the longitudinal and transverse components of the total hadronic cross section remains the same for charged hadrons only. Therefore, it is consistent to use measured components of the charged hadrons cross section to extract the $\alpha_{s}$ to the leading order, i.e., $\alpha_{s}^{L O}$

Results in Tab. 3.2 also reveal that the fitting (Method II) and weighting (Method III) give slightly different results for the longitudinal component of the cross section. Also it is important to stress that the whole available angular range was used to analyse JETSET generated events, while for real data the angular range is limited. Fig. 3.20 shows dependence of extracted from data $\sigma_{L} / \sigma_{T}$ on the variable $v=\cos \theta$, which delimits the cosine of the angular range used in the analysis. It shows that while fitting method gives


Figure 3.20: Ratio $\sigma_{L} / \sigma_{T}$ as extracted from the DELPHI data by different methods, versus angular range limit $v=\cos \theta$.
systematically lower results, both methods agree well for $v=0.8$, which corresponds to the maximal allowed angular range. Using the results obtained with the weighting
method, one can get

$$
\frac{\sigma_{L}}{\sigma_{T}}=0.057 \pm 0.007 \quad \text { and } \quad \alpha_{s}^{L O}=0.180 \pm 0.022
$$

The value of $\alpha_{s}^{L O}=0.180$ is certainly far too high for the $Z^{0}$ mass (see Fig. 3.2), but it is consistent within used in this analysis approximations. Corrections of order $\mathcal{O}\left(\alpha_{s}^{2}\right)$ to the ratio of the cross sections on partonic level were calculated recently [37]. They show that higher order effects introduce corrections of about $25 \%$ to this ratio, which leads to the proportional decrease in the strong coupling constant.

While the total cross sections are basically first order moments of fragmentation functions, integrals of fragmentation functions are nothing but average multiplicities, see eq. (3.32). The average multiplicity of charged hadrons can be calculated directly as the integral of the normalised differential cross section $d \sigma / d x_{p}$. For the LEP1 energies, this gives

$$
\left\langle n_{c h}\right\rangle=21.316 \pm 0.007(\text { stat }) \pm 0.14(\text { syst }),
$$

where systematic uncertainties were estimated using the systematic errors of the $d \sigma / d x_{p}$ [38].


Figure 3.21: Mean charged multiplicity $\left\langle n_{c h}\right\rangle$ as extracted from the DELPHI data by different methods, versus angular range limit $v=\cos \theta$.

Calculation of the average multiplicity as in eq. (3.32) is a good self-consistency test of the fragmentation functions methods. For this analysis, $\left\langle n_{c h}\right\rangle$ was calculated using both fitting and weighting methods and in different angular intervals. The result is shown in Fig. 3.21. Systematic difference between the two methods is rather significant, similarly to the case of ratios $\sigma_{L} / \sigma_{T}$ (Fig. 3.20), although now the fitting (Method II) gives higher
results. Both methods come to a satisfactory agreement for $v=0.8$. Therefore, the mean charged multiplicity, consistent with this analysis, is

$$
\left\langle n_{c h}\right\rangle=21.631 \pm 0.009(\text { stat })
$$

This value is somewhat higher than the average LEP1 value of $\left\langle n_{c h}\right\rangle=20.92 \pm 0.24$ [39], although they are comparable, especially considering systematic uncertainties.

As can be seen from Fig. 3.21, statistical errors for the mean multiplicity are higher for the fitting method, comparing to the weighting one. The reason is that errors on transverse and longitudinal components of the fragmentation function are not exactly independent, since for both $F_{T}$ and $F_{L}$ statistical errors are defined by statistical deviations in the double-differential cross section, see eq. (3.23). Using the weighting procedure, it is possible to avoid effects of correlation between errors during $\left\langle n_{c h}\right\rangle$ calculation simply by adding weights $W_{T}$ and $W_{L}$, while using $F_{T}$ and $F_{L}$ found by a fit one has to assume that their statistical errors are uncorrelated, since the correlation function is unknown. Correlation coefficients between $F_{T}$ and $F_{L}$, estimated by the MINUIT package, amount to about $90 \%$, slightly decreasing with the angular range increase, independently on the $x_{p}$ interval.

## Gluon fragmentation function

Equations (3.33) and (3.34) in Section 3.3 can be used to define the shape of the gluon fragmentation function $D_{g}$ in assumption that the corrections of order $\mathcal{O}\left(\alpha_{s}^{2}\right)$ to the longitudinal fragmentation function $F_{L}$ are negligible or can be taken into account by using the leading order value of the strong coupling constant, $\alpha_{s}^{L O}$, in calculations.

As discussed in Section 3.3, the most affordable way of extracting $D_{g}$ knowing $F_{T}$ and $F_{L}$ is to use the parametrization (3.34) for the gluon fragmentation function. There are generally two ways of performing the fit to the data. First is to fit $F_{L}$ to the formula (3.33), using $\alpha_{s}^{L O}$ as a free parameter. Results of this method are discussed in Appendix D. Another approach is to fix $\alpha_{s}^{L O}$ to an appropriate value and to calculate the integral of $D_{g}$

$$
\begin{equation*}
F_{g}\left(x_{p}\right) \equiv \int_{x_{p}}^{1}\left(\frac{z}{x_{p}}-1\right) D_{g}(z) \frac{d z}{z}=\frac{\pi}{2 C_{F} \alpha_{s}^{L O}} F_{L}\left(x_{p}\right)-\frac{1}{4} \int_{x_{p}}^{1} \frac{F_{T}(z)}{z} d z \tag{3.39}
\end{equation*}
$$

Fit of $F_{g}$ using the parametrization (3.34) gives values of parameters $P_{i}$, hence it defines the shape of $D_{g}$. This method is more simple from the computing point of view, comparing to that discussed in Appendix D. Figure 3.22 and Table 3.3 show comparison of both approaches. In both cases fit was performed in the region $0.01<x_{p}<1$., to avoid the region of very small $x_{p}$, where systematic uncertainties are particularly high.

The fixed value of $\alpha_{s}^{L O}=0.180$ was estimated according to the expression (3.22). The quantity $\alpha_{s}^{L O}=0.152 \pm 0.033$, obtained with the fit in Appendix D, is compatible with that estimation, although it is noticeably smaller. Still, compared to the average $\alpha_{s}\left(M_{Z}\right)=0.117 \pm 0.005$ in the second order, obtained values for $\alpha_{s}^{L O}$ are significantly higher. This fact suggests that the $\mathcal{O}\left(\alpha_{s}^{2}\right)$ corrections are rather significant, which is confirmed by recent calculations [37].


Figure 3.22: Gluon fragmentation function $D_{g}$ as obtained by the fit to the $F_{g}$, eq. (3.39). Upper figure shows $F_{g}$ (open points) with the fitting function (curve). Bottom figure shows resulting $D_{g}$ (solid curve, shadowed band represents errors) compared to that obtained by fitting $F_{L}$ (dashed line, hatched band represents errors) with $\alpha_{s}$ treated as a free parameter.

|  | $\alpha_{s}^{L O}=0.180$, fixed | $\alpha_{s}^{L O}=0.152 \pm 0.033$, free |
| :---: | :---: | :---: |
| $P_{1}$ | $0.07 \pm 0.01$ | $0.022 \pm \mathbf{0 . 0 0 2}$ |
| $P_{2}$ | $-4.78 \pm 0.03$ | $-5.11 \pm 0.03$ |
| $P_{3}$ | $7 \pm 1$ | $2.9 \pm 0.8$ |
| $P_{4}$ | $0.72 \pm 0.02$ | $0.71 \pm \mathbf{0 . 0 1}$ |

Table 3.3: Parameters for the $D_{g}$ as in eq. (3.34). Second column corresponds to the fit of $F_{g}$ with fixed $\alpha_{s}$, third column shows results of the fit of $F_{L}$ with $\alpha_{s}$ being a free parameter.

Two approaches - fit to $F_{g}$ and to $F_{L}$, - give noticeably different results, except for the parameter in the exponential term of eq. (3.34), which describes the peak at small $x_{p}$. The main reason of such discrepancies is that the choice of the parametrization is to big extent arbitrary, and parameters are correlated with each other. This fact is also reflected in big parametric errors, especially in the case of fixed $\alpha_{s}^{L O}$.

Nevertheless, as can be seen from Fig. 3.22, the qualitative description of $D_{g}$ is quite satisfactory. Both approaches show the fast decrease of $D_{g}$. In Appendix D it is shown that $D_{g}$ moves below $F_{T}$ already at $x_{p} \gtrsim 0.2$, which agrees with theory prediction and other experimental measurements, showing that gluon jets are softer than the quark ones.

Knowledge of next-to-the-leading order corrections to the $F_{L}$ can help to investigate the gluon fragmentation function shape using the transverse and longitudinal components of the total fragmentation function, but for the time being these corrections are unknown for the hadronic level.

Studies of the fragmentation function components showed that they provide a powerful tool for solving various problems in particle physics. Summarised above analysis gives several examples of practical applications of QCD, confirming the validity of this theory. Being sensitive to higher orders of $\alpha_{s}$ corrections, the method of the fragmentation function components appears to be a fine probe of QCD, imposing in some cases requirements for further precision calculations within the theory to couple with experimental results. This means that the high statistics, available at LEP, indeed allows physicist to perform precision tests of the theory and in this way helps to develop it.

## Chapter 4

## Bose-Einstein Correlations

In the beginning of 1920 s , when the quantum theory was developing intensively to describe the structure of atoms, the theory of quantum statistics became an important tool in describing ensembles of subatomic particles. Considering identical and indistinguishable particles, the theory of quantum statistics differentiates two kinds of particles, according to the way in which they may be distributed among the available wave functions associated with each energy state.

The statistics which concerns particles satisfying the exclusion principle ad hence described by antisymmetric wave functions, is called Fermi-Dirac statistics, and the particles are called fermions. In particle physics, fermions are characterised by the spin values $J=n(\hbar / 2)$, where $n$ is an odd integer. Leptons and quarks, for example, are fermions.

The second kind of statistics was first studied in 1921 by indian mathematician and physicist S.N.Bose in a paper on the statistics of photons. It concerns particles not restricted by the exclusion principle, and described by symmetric wave functions. Dirac invented the name bosons for such particles, and the statistics got the name of BoseEinstein statistics. Bosons have an integral spin, therefore not only photons do obey the Bose-Einstein statistics, but also gluons, $W$ and $Z$ intermediate vector fields, and mesons.

When in 1950s, both in particle physics experiments and astronomical observations, it had been discovered that bosons emitted from the same source show the tendency to have close space-time or energy-momentum characteristics, this behaviour was ascribed to the particles obeying the Bose-Einstein statistics. The phenomenon of increasing probability for emission of identical bosons from similar regions of space and time due to the imposition of Bose symmetry, has been called Bose-Einstein correlations.

Presuming that only particles emitted from the same or close sources contribute to the probability enhancement of producing particles with small relative momentum, $Q$, it is expected that from studies of Bose-Einstein correlations one could obtain important information about the space-time extension and the coherence of sources. This approach to estimating the source size proved to be a reliable tool in astronomy, where the so-called HBT ${ }^{1}$ effect is used to measure stellar sizes by analysing correlations between detected photons.

In particle physics, the hadron interferometry fulfils the similar task of defining the size, the shape, and the evolution in time of a microscopic source of mesons. As was

[^1]discussed in Chapter 3, the process of hadron production, or fragmentation, in high energy physics is less understood. It can not be described by an appropriate theory, and only phenomenological models are used so far to reproduce it. Studies of the space-time characteristics of a hadron source give an important information about the hadronization process as a whole and also provide tests of fragmentation models.

Since fragmentation models are mostly of probabilistic nature (see Section 3.1.2), it is very difficult to incorporate the Bose symmetrization into them. Thus effects of BoseEinstein correlations are often absent in event generators, which apparently does not affect significantly their performance. However, it was shown recently [42] that in events like $e^{+} e^{-} \rightarrow W^{+} W^{-}$, where two hadron sources are produced close to each other, the Bose-Einstein effects can lead to interference between particles produced by neighbouring sources. From the experimental point of view, this will affect the observed $W$ masses. To account to such an effect and describe it properly in event generators, the Bose-Einstein correlations have to be well understood, which requires more profound studies.

### 4.1 Correlation function

The Bose symmetry applies for all bosons which possibly can occupy the similar spacetime region. However, in particle physics experiments it is very unlikely that more than two particles will be produced under this condition. Genuine three-particle Bose-Einstein correlations have been studied recently [40], but so far they are not in the main scope of the analysis.

Let us consider production of two identical bosons with four-momenta $p_{1}$ and $p_{2}$. Denoting $P\left(p_{1}, p_{2}\right)$ the probability density of two particles to be produced satisfying the Bose-Einstein statistics and $P\left(p_{1}\right), P\left(p_{2}\right)$ - probability densities for a single particle to be produced with momentum $p_{1}$ or $p_{2}$, a correlation function $C_{2}$ of two identical bosons is defined as

$$
\begin{equation*}
C_{2}=\frac{P\left(p_{1}, p_{2}\right)}{P\left(p_{1}\right) \cdot P\left(p_{2}\right)} . \tag{4.1}
\end{equation*}
$$

Experimentally, $P\left(p_{1}, p_{2}\right)$ can be built as a double-differential cross section, $d^{2} \sigma / d p_{1} d p_{2}$, while the product $P\left(p_{1}\right) \cdot P\left(p_{2}\right)$ is not that straightforward to construct, especially in devoted heavy-ion experiments. Evidently, $P\left(p_{1}\right) \cdot P\left(p_{2}\right)$ can be regarded as a probability density of emitting two particles independently, $P_{0}\left(p_{1}, p_{2}\right)$, which is another double-differential cross section, implying that there is a possibility of obtaining a sample of bosons with all but Bose-Einstein correlations (usually denoted as a "reference sample").

The Bose symmetry implies that the wave function of a system of bosons is symmetric under particle exchange. In other words, if a particle $A$ was emitted at a point $r_{A}$ with momentum $p_{1}$ and another identical particle $B$ was emitted at a point $r_{B}$ with momentum $p_{2}$, then by detecting a particle with, for example, momentum $p_{1}$, it is impossible to conclude whether it was originally emitted from a point $r_{A}$ or $r_{B}$. This ambiguity is reflected in the wave function of a pair of bosons, which reads

$$
\begin{equation*}
\Psi_{B E}=\frac{1}{\sqrt{2}}\left(\Psi_{1 A} \Psi_{2 B}+\Psi_{1 B} \Psi_{2 A}\right), \tag{4.2}
\end{equation*}
$$

where $\Psi_{i \alpha}$ is the wave function for a boson produced at a point $r_{\alpha}$ and registered with momentum $p_{i}$.

Describing the distribution of particle production points by a function $\rho(r)$, one can wright down the probability of finding two particles with momenta $p_{1}$ and $p_{2}$ as

$$
\begin{equation*}
P\left(p_{1}, p_{2}\right)=\int\left|\Psi_{B E}\right|^{2} \rho\left(r_{A}\right) \rho\left(r_{B}\right) d r_{A} d r_{B} \tag{4.3}
\end{equation*}
$$

Obviously, the probability of independent emission $P_{0}\left(p_{1}, p_{2}\right)$ is given by the similar expression, replacing $\left|\Psi_{B E}\right|^{2}$ with $\left|\Psi_{r e f}\right|^{2}$, where $\Psi_{\text {ref }}$ is the wave function of a pair of particles from a reference sample, i.e., where one can distinguish between different particles, such as

$$
\begin{equation*}
\left|\Psi_{r e f}\right|^{2}=\frac{1}{2}\left(\left|\Psi_{1 A} \Psi_{2 B}\right|^{2}+\left|\Psi_{1 B} \Psi_{2 A}\right|^{2}\right) . \tag{4.4}
\end{equation*}
$$

Evaluation (see, for example, Ref. [41]) of eqs. (4.2), (4.4) and integration as in eq. (4.3) transforms the expression (4.1), assuming that pions can be described by the plane-wave functions, into

$$
\begin{equation*}
C_{2}=1+|\tilde{\rho}(Q)|^{2}, \tag{4.5}
\end{equation*}
$$

where $\tilde{\rho}(Q)$ is the Fourier transform of $\rho(r)$ with respect to $Q=p_{1}-p_{2}$ :

$$
\begin{equation*}
\tilde{\rho}(Q)=\int \rho(r) e^{-\left(p_{1}-p_{2}\right) r} d r \tag{4.6}
\end{equation*}
$$

Considering the simplest model for a source to be a sphere of emitters distributed according to the Gaussian probability density, having a radius $R$,

$$
\begin{equation*}
\rho(r)=\frac{1}{4 \pi^{2} R^{2}} e^{-r^{2} / 2 R^{2}} \tag{4.7}
\end{equation*}
$$

the corresponding Fourier transform will take a form

$$
\begin{equation*}
\tilde{\rho}(Q)=e^{-Q^{2} R^{2} / 2} \tag{4.8}
\end{equation*}
$$

This term squared is essentially the enhancement in particle production with small $Q$. For the two bosons with identical momenta, emitted off incoherent sources, $C_{2} \xrightarrow{Q \rightarrow 0} 2$. To account for possible effects which reduce the strength of Bose-Einstein correlations, the parameter $\lambda$ is used as a factor in front of the enhancement term :

$$
\begin{equation*}
C_{2}=1+\lambda e^{-Q^{2} R^{2}} \tag{4.9}
\end{equation*}
$$

Several interpretations of the physical meaning of $\lambda$ can be given. The traditional one is that this parameter gives the fraction of pairs of identical boson which do interfere. Considering the possibility of existence of coherent sources, $\lambda$ accounts for the degree of coherence, such that $\lambda=0$ for complete coherence and $\lambda=1$ for total incoherence. On the other hand, it could also have a meaning that the true source distribution is a sum of two or more incoherent Gaussian sources.

At $Q \rightarrow 0$, the effect of Coulomb repulsion between two identical charged bosons will lead to suppression of the probability of finding two charge-like particles with small
relative momentum. This has to be taken into account if the experiment is sensitive to this region of small $Q$.

Other effects, like final state interactions and resonance production, can affect the shape of the correlation function (4.1). They have to be considered specifically for every particular reaction. Meanwhile, majority of contemporary high energy physics detection equipment does not provide two-track separation sufficient for tests of correlation function at $Q \rightarrow \mathbf{0}$. All these complications mean that the parameters $\lambda$ and $R$ in expression (4.9) should be regarded as mostly descriptive.

### 4.1.1 The Longitudinal Centre-of-Mass System

In the expression (4.9), the parameter $R$ corresponds to an average over the spatial and temporal source dimensions. To probe the actual shape of a meson source, the Bose-Einstein correlations have been studied in terms of various components of the fourmomenta difference $Q$ relative to some particular axis defined in the event.


Figure 4.1: Projection of LCMS on the $\left(Q_{\text {long }}, Q_{t, \text { out }}\right)$ plane.

In this analysis, the so-called Longitudinal Centre-of-Mass System (LCMS) [43] has been used. The reference axis is defined as a physical axis of the process, which can be the beam direction in heavy ion collisions, or the jet direction in electron-positron annihilation. For each pair of particles, LCMS is the system in which the sum of the two particles momenta is perpendicular to the reference axis. The momentum difference of the particle pair $Q$ is resolved into $Q_{\text {long }}$, parallel to the axis, $Q_{t, \text { out }}$, collinear with the pair momenta sum, and complementary $Q_{t, s i d e}$, perpendicular to $Q_{\text {long }}$ and $Q_{t, \text { out }}$.

Schematic picture of LCMS is shown in Fig. 4.1 in projection to ( $Q_{\text {long }}, Q_{t, \text { out }}$ ) plane. This system is particularly convenient for calculations and physical interpretations, since in LCMS the projections of the total momentum of the pair to the "longitudinal" and "side" directions are equal to zero. Also, the difference in emission times of particles couples to the energy difference between the particles only in the $Q_{t, o u t}$ direction [43]. This means that only $Q_{t, \text { out }}$ is sensitive to the lifetime of the source.

The two-particle correlation function $C_{2}$ can be written in the components of $Q$ as

$$
\begin{equation*}
C_{2}=1+\lambda e^{-R_{t, \text { out }}^{2} Q_{t, \text { out }}^{2}-R_{t, \text { side }}^{2} Q_{t, \text { side }}^{2}-R_{l o n g}^{2} Q_{l o n g}^{2}} . \tag{4.10}
\end{equation*}
$$

Here the source is described not by a single radius $R$, but by the set of correlation radii $R_{t, \text { out }}, R_{t, \text { side }}$ and $R_{\text {long }}$. They reflect the geometry of a source and its dynamic characteristics. LCMS differs from the particles centre-of-mass system by the transverse boost with velocity $\beta_{t}=\left(p_{t, 1}+p_{t, 2}\right) /\left(E_{1}+E_{2}\right)$, where $p_{t, 1}, E_{1}$ and $p_{t, 2}, E_{2}$ are transverse momenta with respect to the reference axis and energies of two particles. Therefore, in
the centre-of-mass system, the energy difference will be related to $Q_{t, o u t}$ as [43]

$$
\begin{equation*}
\Delta E=\beta_{t} Q_{t, \text { out }} \tag{4.11}
\end{equation*}
$$

Under the assumption of a spherical shape of the source in the centre-of-mass system of a pair, correlation radii in LCMS must be related as $R_{t, s i d e}=R_{\text {long }}=\gamma_{t} R_{t, \text { out }}$, where $\gamma_{t}=1 / \sqrt{1-\beta_{t}^{2}}$.

Further, it is useful to introduce new variable, the transverse mass of a pair of particles:

$$
\begin{equation*}
m_{t}=\frac{m_{t, 1}+m_{t, 2}}{2}=\frac{\sqrt{m_{1}^{2}+p_{t, 1}^{2}}+\sqrt{m_{2}^{2}+p_{t, 2}^{2}}}{2} \tag{4.12}
\end{equation*}
$$

where $m_{1}$ and $m_{2}$ are particle masses. Experiments in high-energy heavy-ion collisions [47,48] revealed symmetrical behaviour of the Bose-Einstein correlation function (4.10) with $R_{t, s i d e} \simeq R_{\text {long }} \simeq R_{t, o u t}$. The radii were shown to have dependence on $m_{t}$ of the kind $R_{i} \propto 1 / \sqrt{m_{t}}$.

These experimental results need theoretical interpretation. It turned out that, in spite of being originated by the pure quantum mechanical phenomenon, such a behaviour in heavy-ion collisions can be consistently described by collective hydrodynamical behaviour [45,46]. Introducing variables, like the temperature of the freeze-out of the system $T_{f}$ and the inverse gradient of four-velocity $\tau_{0}$, which is close to the mean proper time at freeze-out, the longitudinal radius $R_{\text {long }}$ can be expressed more precisely as

$$
\begin{equation*}
R_{\text {long }}=\sqrt{\frac{T_{f}}{m_{t}}} \tau_{0} \tag{4.13}
\end{equation*}
$$

Within assumptions of hydrodynamical models, the radii parameters $R_{i}$ represents not geometrical lengths of a system, but lengths of homogeneity of a source for an expanding hydrodynamical system [46]. For certain class of emission functions, these models give a satisfactory description of the data, proving to be useful in studies of the dynamics of a boson source and its geometrical characteristics. However, more profound studies have yet to be done to confirm or deny reliability of this approach.

### 4.2 Bose-Einstein correlations in $e^{+} e^{-}$annihilation

While collective hydrodynamic expansion so far seems to be valid for the heavy-ion experiments, it is not clear whether it fits the scenario of the electron-positron annihilation, described in Section 3.1, or not. Appendix E represents a first attempt to clarify this issue. In what follows, an extended description of the analysis method is given.

Bose-Einstein correlations between particles produced in $e^{+} e^{-} \rightarrow \gamma^{*}, Z^{0} \rightarrow$ hadrons events were studied by numerous experiments at different center-of-mass energies [49-54]. Enhancement in the low part of $Q$-spectrum of the charge-like pion pairs is clearly seen in data and is well described by simple models, like (4.9). The most common correlation function parametrization for electron-positron annihilation case is

$$
\begin{equation*}
C_{2}(Q)=N\left[1+\lambda e^{-Q^{2} R^{2}}\right](1+\delta Q), \tag{4.14}
\end{equation*}
$$

where $N$ is overall normalization, $\lambda$ and $R$ are meant to have the same meaning of the incoherence and radius parameters, as in (4.9). An additional linear term ( $1+\delta Q$ ) is used to describe apparent slopes in correlation function at large $Q$ values.

Due to the low efficiency of neutral particles reconstruction in $e^{+} e^{-}$experiments, studies of the Bose-Einstein effect are mostly performed for charged pions, or, occasionally, for charged kaons. Therefore, all bosons to be mentioned here will be charged pions, if not specified otherwise.

In electron-positron collision, pions are produced in the hadronization of quarks and gluons directly, or in the decay of heavier objects produced in the hadronization. From the measured size of the production source, as well as from the strength of the Bose-Einstein effect, one may learn about the nature of quark and gluon hadronization.

The invariant four-momenta difference $Q$ in $e^{+} e^{-}$annihilation is defined as $Q=\sqrt{-\left(p_{1}-p_{2}\right)^{2}}=\sqrt{m_{\pi \pi}^{2}-4 m_{\pi}^{2}}$, where $m_{\pi \pi}$ is the invariant mass of the pair of pions and $m_{\pi}$ is the pion mass. The semi-classical model of a Gaussian source, described in Section 4.1, applies for electron-positron annihilation as well as for heavy-ion collisions, which has been proved by all studies, particularly, with a very good statistical precision by the LEP experiments [52-54].

On the other hand, QCD description of the $e^{+} e^{-} \rightarrow \gamma^{*}, Z^{0} \rightarrow q \bar{q}$ process (see Section 3.1) suggests that pions production region is stretched between outgoing quarks, which is most successfully described within the string model, see Section 3.1.2. This model [55] implies that the pion production points are extended along the string. The extension lengths are related to the string parameters, in particular, the string tension. However, due to the one-dimensional nature of the string, there are no explicit spatial dimensions of the pion production region. The amplitude for a pair of particles produced with a given momenta ind in a given order is related to the area spanned by the string in space-time. Hence the Bose-Einstein effect arises for the pair of identical particles with the same momentum because the configuration of the state in space-time does not change under exchange of the two particles. Incoherence of the source, widely discussed in semi-classical models, appears in the string model from the sum over many different configurations with different phase.

One of the most interesting features of the string model is that the pions of the same charge cannot be produced as neighbours in fragmentation process, while neutral pions can be produced several in a row. That means that the measured, e.g., with the form (4.9) correlation length is larger for charged than for neutral bosons, and the most proper description of this length is that it measures not the total source size, but the distance between production points for which the momentum distribution can overlap. This statement is consistent with mentioned earlier experimental data, which found the radii parameters being less than 1 fm and the shape of the source being close to a sphere.

So far, the string model provides an appropriate framework in which to consider BoseEinstein enhancement. However, the associated calculations are quite complex and timeconsuming, especially when more than two particles being considered to underwent Bose symmetrization. For these reason, it is more convenient to use the simple semi-classical model in event generators, as it is implemented within the JETSET generator. In the current standard algorithm, identical particles are pulled closer together in such a way as to enhance the two-particle correlation at small $Q$ values. Several shapes of the enhance-
ment can be used in the algorithm; in particular, for the analysis to be discussed here, the Gaussian shape of the correlation function (4.9) was used with parameters $\lambda$ and $R$ tuned to the DELPHI data [29].

As was mentioned in Section 3.1.2, gluon emission in the string fragmentation model is described as a kink on the string, which produces effectively two string pieces attached with one end to a gluon and with opposite ends to quark and antiquark. Gluon fragments to hadrons with high transverse momenta with respect to the quark or antiquark direction. This effect introduces bias in the event axis definition. Misalignment of the event axis can lead to side effects in the analysis in LCMS, therefore special selections should be done in order to reduce the gluon jet influence.

### 4.2.1 Data samples

The main goal of this analysis was to study the transverse mass dependence of correlation function parameters in the LCMS. To construct the correlation function (4.1) for the pions produced in $e^{+} e^{-} \rightarrow Z^{0} \rightarrow$ hadrons process at the LEP1 energies, hadronic events collected by the DELPHI detector in 1991 - 1994 running period were used. Selection criteria for hadronic events are basically the same as described in the Section 3.3.1.

In order to be able to test the string model, to suppress the gluon contribution and to be able to perform the analysis in the LCMS system, only two-jet events were selected out of all hadronic events. Since at LEP1 energies gluon contribution is significant in every event, rather tight cuts were applied.

The two-jet event selection was done with the help of the LUCLUS [15] clustering algorithm (with parameter $d_{\text {join }}=2.7$ ), requiring also the thrust value to be higher than 0.95 and the jet opening angle to be at least $175^{\circ}$. A total of about 670000 events satisfied these criteria.

No hadron identification procedure was applied, thus every particle was assumed to have the mass of the pion.

The correlation function (4.1) of two particles in LCMS was constructed using the thrust axis of an event as a reference boost axis : within each jet, a pair of chargelike particles was boosted and rotated to LCMS, where components $Q_{t, \text { out }}, Q_{t, s i d e}$ and $Q_{l o n g}$ of four-momenta difference were calculated. The triple-differential cross sections $d^{3} \sigma / d Q_{t, \text { out }} d Q_{t, s i d e} d Q_{\text {long }}$ (the numerator in eq. (4.1)) were built in five $m_{t}$ intervals, namely, $m_{t}<0.25 \mathrm{GeV}, 0.25 \mathrm{GeV} \leq m_{t}<0.35 \mathrm{GeV}, 0.35 \mathrm{GeV} \leq m_{t}<0.45 \mathrm{GeV}$, $0.45 \mathrm{GeV} \leq m_{t}<0.6 \mathrm{GeV}$ and $0.6 \mathrm{GeV} \leq m_{t}<1.5 \mathrm{GeV}$.

The reference sample, which corresponds to the denominator in eq. (4.1), has to be a sample of particles which are not subject to Bose-Einstein correlations, but do obey the same kinematics as in regular $e^{+} e^{-}$hadronic event.

There are several recipes of preparing such a reference sample; the simplest one is to construct it using the opposite-sign particle pairs. However, the $Q$ distribution of these pairs includes peaks due to neutral meson resonances decay products and suffers from many other dynamical effects.

Another approach is to use an event generator without Bose-Einstein effects included to build up a reference sample. In this case one must be sure that the generator describes properly the physics in the absence of Bose-Einstein symmetry. Also, the adequate de-


Figure 4.2: Obtained from the DELPHI data $d \sigma / d Q$ distributions for regular $e^{+} e^{-}$ hadronic events (solid line) and the reference sample (dashed line). Both distributions are normalised to unity for comparison.
tector simulation has to be applied onto generated events, which makes the task more difficult considering the high probability of introduction of systematic deviations.

For these studies, the reference sample was prepared using the so-called mixing procedure. The idea is to combine particles from different events, assuming that the two-jet event selection criteria provide us with a row of kinematically similar events. The mixing procedure can be described in following steps :

- After the thrust axis calculation, each event has been rotated to the thrust axis coordinate system, i.e., $z$ axis was rotated to the thrust direction.
- Tracks from each rotated event have been stored in a reference buffer. For this analysis the reference buffer consisted of 21 events to match the average charged multiplicity in $e^{+} e^{-}$hadronic events. Events in the buffer were continuously exchanged to prevent any regularities in particle spectra.
- The reference distributions $d^{3} \sigma / d Q_{t, \text { out }} d Q_{t, s i d e} d Q_{\text {long }}$ were built using randomly picked tracks from the reference buffer. First, a random event of 21 stored was selected, then a track from this event was picked also randomly.

Since three-dimensional distributions $d^{3} \sigma / d Q_{t, \text { out }} d Q_{t, s i d e} d Q_{\text {long }}$ can not possibly be plotted on a sheet of paper, the comparison of $d \sigma / d Q$ distributions for real events and for reference sample is shown at Fig. 4.2. It can be seen that there is an excess in the real events distribution over the reference sample in the region of $Q<0.5 \mathrm{GeV}$, which is the manifestation of Bose-Einstein correlations.


Figure 4.3: Obtained with the help of the Jetset generator without Bose-Einstein effects included $d \sigma / d Q$ distributions for regular $e^{+} e^{-}$hadronic events (solid line) and the reference sample (dashed line). Both distributions are normalised to unity for comparison.

However, the mixing procedure does not conserve momenta and energy, thus leading to certain side effects. Another drawback is that it changes the multiplicity of a mixed "event". Appropriate corrections can still be done with the help of a event generator without Bose-Einstein effects. Constructing $Q$ distributions of charge-like pairs from generated events and similar distributions for generated events which underwent the mixing procedure, one obtains an adequate correction without even applying the detector simulation routines.

On Fig. 4.3, the comparison of $d \sigma / d Q$ obtained from the Jetset generated events without inclusion of Bose-Einstein effects is shown. The procedure of mixing in this case introduces some fake correlations in the region of $Q>0.3 \mathrm{GeV}$, that have to be taken into account by the correction.

Consecutively, the correlation function for the pairs of pions can be expressed as

$$
\begin{equation*}
C_{2}(Q)=\frac{\left[N^{ \pm \pm}(Q) / N_{m i x}^{ \pm \pm}(Q)\right]_{\text {data }}}{\left[N^{ \pm \pm}(Q) / N_{m i x}^{ \pm \pm}(Q)\right]_{\mathrm{JETSET}}} . \tag{4.15}
\end{equation*}
$$

Here $N^{ \pm \pm}(Q)$ indicates number of charge-like particles in a bin of $Q$ variable. This formulation was used to construct the tree-dimensional correlation function $C_{2}\left(Q_{t, \text { out }}, Q_{t, \text { side }}, Q_{\text {long }}\right)$, used in the present analysis.

For the comparison purposes, the same analysis was performed using the DELPHI tuned [29] Jetset PS generated events (Bose-Einstein effects included) with the DELSIM [28] detector simulation applied. This simulated data underwent the same event selection criteria, mixing procedures and correction, as the real data.

### 4.2.2 Results and discussion

Main results of the analysis of the transverse mass dependence of correlation function parameters in the LCMS are presented in Appendix E. An illustration of the correlation function behaviour in selected $m_{t}$ intervals is shown at Fig. 4.4, where two-dimensional correlation function $C_{2}\left(Q_{t}, Q_{\text {long }}\right)$ with $Q_{t}=\sqrt{Q_{t, \text { out }}^{2}+Q_{t, s i d e}^{2}}$ is plotted for simplicity.

The enhancement in $C_{2}$ at low $Q$ values is clearly seen, and its amplitude grows with increasing $m_{t}$, while the width of the peak narrows. This qualitative picture is confirmed by the three-dimensional fit using the parametrization

$$
\begin{align*}
C_{2} & =N\left[1+\lambda e^{-R_{t, \text { out }}^{2} Q_{t, \text { out }}^{2}-R_{t, \text { side }}^{2} Q_{t, s i d e}^{2}-R_{\text {long }}^{2} Q_{\text {long }}^{2}}\right] \\
& \times\left(1+\delta_{t, \text { side }} Q_{t, \text { side }}+\delta_{t, \text { out }} Q_{t, \text { out }}+\delta_{\text {long }} Q_{\text {long }}\right) \tag{4.16}
\end{align*}
$$

in the region of $Q_{t, \text { out }}<1 \mathrm{GeV}, Q_{t, \text { side }}<1 \mathrm{GeV}$ and $Q_{\text {long }}<2 \mathrm{GeV}$ (this is to stay in statistically well populated region). Parameter $\lambda$ corresponds to the amplitude of the enhancement, which is proportional to the strength of the Bose-Einstein correlations. As noted in Appendix E, value of $\lambda$ grows almost linearly from 0.19 at $m_{t}<0.25 \mathrm{GeV}$ to 1.3 at $0.6 \mathrm{GeV} \leq m_{t}<1.5 \mathrm{GeV}$. Meanwhile, all three radii parameters tend to decrease.

Comparison of the radii values shows that while all of them vary in the range from approximately 0.3 fm to 1 fm , their mean values are different: $\left\langle R_{t, o u t}\right\rangle=0.64 \pm 0.04 \mathrm{fm}$, $\left\langle R_{t, \text { side }}\right\rangle=0.30 \pm 0.02 \mathrm{fm}$, and $\left\langle R_{\text {long }}\right\rangle=0.48 \pm 0.01 \mathrm{fm}$. This indicates that the source might not be spherical in LCMS, contrary to the heavy-ion collision studies results.

From the point of view of the string model, such a behaviour can not be immediately understood. While $\lambda$ dependence on $m_{t}$ can be easily explained by the fact that the resonance decay products reduce the correlation strength at low $m_{t}$ values, the $m_{t}$ dependences of correlation radii needs more reasoning. Also, the fact that $\lambda$ exceeds the unit at high $m_{t}$ values, needs more attention.

According to the definitions of LCMS (see Section 4.1.1), the radii parameter $R_{t, \text { out }}$ differs from $R_{t, \text { side }}$ only in that sense that the former is sensitive to the difference in the emission time of the particles. On the other hand, within the string model frameworks the geometrical transverse dimensions of a source must be very similar, i.e., that the transverse cross section of a source has a circular shape. That leads to a naive conclusion that $R_{t, \text { out }}$ must exceed $R_{t, \text { side }}$. While for the small $m_{t}$ values this is true, at higher $m_{t} R_{t, \text { out }}$ drops below the $R_{t, \text { side }}$ values. An interpretation of this effect could be that the $R_{t, o u t}\left(m_{t}\right)$ dependence in LCMS for $e^{+} e^{-}$annihilation reflects the invariance of the transverse radius of the source in the centre-of-mass system (CMS) [56]. Indeed, taking into account eq. (4.11) and the fact that the invariant $Q^{2}$ in LCMS projections is

$$
\begin{equation*}
Q^{2}=Q_{t, \text { out }}^{2}+Q_{t, s i d e}^{2}+Q_{l o n g}^{2}-\Delta E^{2}, \tag{4.17}
\end{equation*}
$$

one can rewrite the correlation function (4.9) in CMS as

$$
\begin{equation*}
C_{2}^{C M S}=1+\lambda \exp \left(-R_{I}^{2} Q_{t, o u t}^{2}\left(1-\beta_{t}^{2}\right)-R_{I}^{2} Q_{t, \text { side }}^{2}-R_{I}^{2} Q_{l o n g}^{2}\right), \tag{4.18}
\end{equation*}
$$

where $R_{I}$ denotes the invariant out radius parameter in CMS, which takes the form of

$$
\begin{equation*}
R_{I}=\gamma_{t} R_{t, o u t} \tag{4.19}
\end{equation*}
$$



Figure 4.4: Two-dimensional correlation functions $C_{2}\left(Q_{t}, Q_{\text {long }}\right)$ in different $m_{t}$ intervals.

Therefore, $R_{t, o u t}$ gains the additional $m_{t}$-dependence due to the boost. This can be tested with the JETSET generator, because it uses the form $C_{2}=1+\lambda \exp \left(-R_{I}^{2} Q^{2}\right)$ to reproduce the Bose-Einstein enhancement. As shown in Appendix E, dependence of $R_{t, \text { out }}$ on $m_{t}$ is stronger than those of $R_{t, \text { side }}$ and $R_{\text {long }}$ in JETSET, which is consistent with the discussion above.

Considering the fact that the resonances do have a finite lifetime, thus propagating out of the primary source before decaying into observed pions, one can discuss the possibility that these low momenta (hence, low $m_{t}$ ) pions effectively increase the size of the pion source, reflected in the correlation function. On the other hand, this explanation can not be valid for the JETSET generated events simply because resonances in JETSET do decay without being propagated.

So far, the parameters of the slope, $\delta_{t, \text { out }}, \delta_{t, \text { side }}$ and $\delta_{\text {long }}$ have not been not discussed. Apparently, they are in general rather small, of an order of $\pm 0.02$, but the assumption that the Bose-Einstein enhancement situates on the top of a three-dimensional non-flat background, even with linear slopes in each dimension, is rather arbitrary. Expression (4.16) suggests that overestimation of $\delta$-parameters results in higher $\lambda$ values. Moreover, if the background has more complicate shape, it can affect not only the $\lambda$ parameter, but the radii too, and possibly even their $m_{t}$ dependence.

Therefore, careful studies of the background are necessary. Partially, existence of the background is due to the presence of uncorrelated particles, while one can not judge a priory whether a certain pair is correlated or not. Another contribution comes from long-range correlations. Also considerably high effects appear due to the phase-space limitations.

Attempts to purify the data sample in this analysis included introduction and/or variation of following additional cuts :

- Requirements on impact parameters of each track during the hadronic event selection were tightened to be below 1 cm in the transverse plane and below 5 cm along the beam axis, which removes decay products of some long-living resonances from the sample.
- Correlation function was constructed only of pairs of particles, each having momentum below $5 \mathrm{GeV} / \mathrm{c}$, to avoid the limits of phase space were dynamical correlations are strong.
- Pairs were rejected if their opening angle was smaller than $2^{\circ}$ to exclude the possibility of counting tracks, not resolved properly by the detector.
- Additional criterion, connected to the finite detector resolution, was to require $Q$ to be no less than $60 \mathrm{MeV} / \mathrm{c}$. It reduces also the influence of correlated pions from $\eta^{\prime}$ decays.
- To move away from the phase-space limits, tracks from both jets were combined into pairs, with the cut on the mean rapidity of the pair $\langle y\rangle>1$ applied to avoid dynamical correlations.
- To reduce correlations due to the local transverse momentum compensation, pairs were rejected if their opening angle in transverse plane exceeded $120^{\circ}$.

Studies show that these additional selections lead mainly to decrease in slope parameters $\delta$, suggesting that the background becomes more flat. However, the transverse mass dependences of radii parameters does not change significantly, proving that variation of selection criteria gives the estimate of systematic uncertainties, but does not change the overall results.

Variations of the $Q_{t, o u t}, Q_{t, \text { side }}$ and $Q_{\text {long }}$ ranges used in the fitting procedure were also performed. This study revealed the very high systematic uncertainty of the fit parameters in the region of $0.6 \mathrm{GeV}<m_{t}<1.5 \mathrm{GeV}$ : about $25 \%$ for $\lambda$ and $R_{\text {long }}, 40 \%$ for $R_{t, \text { side }}$ and up to $50 \%$ for $R_{t, \text { out }}$. Considering also far too big bin width of 0.9 GeV and low statistics in this $m_{t}$ region, one can conclude that results obtained for $0.6 \mathrm{GeV}<m_{t}<1.5 \mathrm{GeV}$ are not very reliable. This can be connected also to the strong influence of hadrons produced in soft gluon jets, which were not eliminated by the two-jet selection procedure. However, preliminary tests with the JETSET generator with gluon emission switched off show rather small sensitivity to the presence or absence of gluon jets for this high $m_{t}$ region, mainly because of still big statistical uncertainties.




Figure 4.5: Correlation function parameters as extracted from JETSET generated events with (open points) and without (closed points) gluon emission allowed.

The first $m_{t}$ interval, namely, $m_{t}<0.25 \mathrm{GeV}$ also appears to be of little use, in spite of containing the majority of statistics. As can be seen from Fig. 4.4, with this $m_{t}$ selection the transverse component of $Q$ does not extend further than $0.4 / \mathrm{GeV}$, which means that
transverse radii parameters can not be properly described by the fit.
As was already mentioned, tests of the influence of soft gluon jets to the $m_{t}$ dependence of correlation function parameters were made using the JETSET event generator with gluon emission switched on and off (no detector simulation applied; input Jetset parameters are $\lambda=1$ and $R_{I}^{-1}=0.394 \mathrm{GeV}$ ). While in general $m_{t}$ dependence of radii and $\lambda$ parameters in this case are rather smooth, it does not vanish and has behaviour similar to that in data. A comparison of correlation function parameters extracted from JETSET generated events with gluon emission switched on and off is shown in Fig. 4.5. Interval of $0.6 \mathrm{GeV}<m_{t}<1.5 \mathrm{GeV}$ is omitted.

These results indicate that gluons do not influence parameters of the correlation function at least in this particular kinematic range, selected with mentioned before criteria. From the position of the string model this could mean that either gluonic kinks of the string do not influence the space-time picture of $e^{+} e^{-}$event within applied kinematical cuts, or that the measured radii parameters are not sensitive to these kinks.

This analysis leads to the conclusion that the Bose-Einstein correlations in electronpositron annihilation are found to behave very much like those in experiments on heavy ion collisions. The radius parameters show the same $\propto 1 / \sqrt{m_{t}}$ dependence, which is well understood in terms of collective hydrodynamical behaviour for the heavy-ions case. Meanwhile, the transverse mass dependence of correlation radii in LCMS for $e^{+} e^{-}$annihilation can not be adequately explained. Apparent existence of similar trend of decreasing radii parameters with increasing transverse mass of the pair both in DELPHI data and JETSET generated events is even more puzzling. Evidently, more studies have to be done in this field in order to find the answers on arisen questions.

## Summary

Following the common dialectics law, the development of science is not only powered by revolutionary discoveries, but also has periods of smooth evolution, preparing the ground for future perturbations. The history of the LEP collider is a good illustration of this law : the LEP was designed with aims to discover and study intermediate vector bosons $W$ and $Z$, but technological progress in antiproton cooling made it possible to discover $W$ and $Z$ already on smaller SPS collider, then proton-antiproton. That made the main task for LEP to become a factory, producing bosons in abundance in order to provide big and clean sample of events for precision tests of various QCD and Standard Model predictions. Nowadays LEP is well-studied and tuned machine equipped with modern detection tools, which allow physicists to study the most complicated processes of nature.

One of the less understood phenomenon is the fragmentation of invisible quarks to observable hadrons. This dissertation is devoted to investigations of hadronization process from different view angles: fragmentation function analysis and two-particle correlations studies. While none of them led to a discovery, some new methods were developed and applied to the analysis.

Method of the transverse and longitudinal fragmentation function proved to be a useful tool for QCD testing. In the case of high statistics, like that available with the LEP, it gives yet another approach to problems like gluon fragmentation function extraction, fragmentation of different quark flavours, strong coupling constant $\alpha_{s}$ and the weak mixing angle definition, mean charged multiplicity calculation. Results obtained with this method are in a good agreement with other independent measurements, which proves that the present qualitative understanding of the fragmentation process is basically correct. Fragmentation function method also appears as a precision test of QCD, since it is sensitive to high order corrections in $\alpha_{s}$.

Multidimensional studies of Bose-Einstein correlations provide a probe of the hadronization process from semi-classical point of view. Analysis of three-dimensional correlation function in different transverse mass intervals gives information about spacetime behaviour of the hadronic source. Described in the present thesis first studies of this kind for $e^{+} e^{-}$annihilation revealed the fact that hadrons with low transverse mass $m_{t}$ are emitted from a bigger source than those with high $m_{t}$, analogously to the heavy-ion collisions case. This unexpected result is however approximately reproduced by the JETSET event generator. This suggests that the effect might have a different explanation, which is yet to be found.

In general, the main conclusion is that the data, collected by the DELPHI detector at LEP, provide an enormous material for analysis, which helps to develop our knowledge of nature and its laws.
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#### Abstract

The DELPHI Hadron Calorimeter was conceived more than ten years ago, as an instrument to measure the energy of hadrons and hadronic jets from $\mathrm{e}^{+} \mathrm{e}^{-}$collisions at the CERN collider LEP. In addition it was expected to provide a certain degree of discrimination between pions and muons. The detector is a rather simple and relatively inexpensive device consisting of around 20.000 limited streamer plastic tubes, with inductive pad read-out, embedded in the iron yoke of the 1.2 T DELPHI magnet. Its depth is at minimum 6.6 nuclear interaction lengths. The electronics necessary for the pad readout was designed to have an adequate performance for a reasonable cost. This detector has proved over six years of operation to have an entirely satisfactory performance and great reliability: for example less than $1 \%$ of the streamer tubes have failed and electronic problems remain at the per mil level. During the past two years an improvement programme has been under way. It has been found possible to use the streamer tubes as strips, hence giving better granularity and particle tracking, by reading out the cathode of individual tubes. The constraints on this were considerable because of the inaccessibility of the detectors in the magnet yoke. However a cheap and feasible solution has been found. The cathode readout leads to an improved energy resolution, better $\mu$ identification. a better $\pi / \mu$ separation and to possibilities of neutral particle separation. The simultaneous anode read-out of several planes of the endcaps of the detector will provide a fast trigger in the forward/backward direction which is an important improvement for LEP200. On the barrel the system will provide a cosmic trigger which is very useful for calibration as counting rates at LEP200 will be very low.


## I. INTRODUCTION

The use of plastic limited streamer detectors has become popular in recent years due to their modest cost and good
performance. This paper describes an application in elementary particle physics at the CERN collider LEP in the detector DELPHI [1] and the development of the large system over a number of years.

A general view of the DELPHI detector at LEP is shown in Fig. 1. The Hadron Calorimeter (HAC) is situated in the return yoke of the superconducting magnet and is constructed of 2 endcaps (Forward Hadron Calorimeter), each consisting of 12 sectors, and the barrel composed of 24 modules. The hadron calorimeter covers nearly the full solid angle between $11^{\circ}$ and $169^{\circ}$ polar angle and completely azimuthally. Nearly 20,000 plastic tubes, working in the limited streamer mode [2] compose the detector. Overall, the length of tubes varies between 34 cm and 4.1 m depending upon their position.

Operation began with the start up of LEP in 1989 and over 6 years of operation only 180 tubes have definitely failed. The system is very stable and the operating voltage could be increased over 3 years, from 3.7 kV to 4 kV with a gas mixture of Ar: Isobutane: $\mathrm{C}_{2}$ of $10: 30: 60 \%$. With smooth and relatively trouble free operation it was decided to exploit the substantial signals, first used simply for calorimetric purposes, in other ways, namely to provide some spatial tracking information and for fast triggering purposes. The following sections describes the 3 roles of the signal read-out.

## II. THE PAD READ-OUT

All streamer tubes are glued on copper coated epoxy read-out boards and covered on top with an aluminium foil to have a constant capacity on both sides. The whole "sandwich" is packed in a mylar foil to avoid any contact with the iron yoke of the magnet.

The boards are scratched to create pads which cover always the same angle in $\Delta \Theta\left(2.96^{\circ}\right)$ and $\Delta \phi\left(3.75^{\circ}\right)$. The average dimensions of a pad is $20 \times 30 \mathrm{~cm}$. The boards are installed in the 20 slots of each of the 24 barrel modules and in


Fig. I: The DELPHI detector
the 19 sots of each endeap sector. Five pads in the radial direction are connected electrically to form a unit called a "tower". In total there are 20.000 towers. The tower signals are amplified by charge sensitive amplifiers and the multiplexed output signals are digitized by 8 bit fast analog digital converters. The event data from the digital outputs of the front end electronics are transferred via 96 data cables to the Fanthus data acquisition system. During data taking the Whem has an elficiency of $98 \%$. On average we have 50 novisy channcls out of 20.00 ) 1.150 channels are disconnected heciance of fauls.

Muons produced in $Z \rightarrow \mu^{+} \mu^{-}$decays have been used for calibration. They have only $2 \%$ contamination from $\tau^{+} \tau^{-}$ channel and give a clean sample of penetrating particles.

Hadronic showers were used to set the energy scale. Calitration coefficients can be determined for each channel using muons. and from the azimutal symmetry of the total energy deposited in a sample of hadronic $Z$ decays. The tower information is reconstructed as clusters. Fig. 2 shows the energy deposited in the HAC by muons from $Z$ decay, and Fig. 3 shows the total energy deposited by hadronic $Z$ decays (ignoring neutral showers). The calibration for hadronic showers has been checked using pions from single-prong $\tau$ decays which are required not to interact in the HPC.

In the barrel region ( $52^{\circ}<\theta<128^{\circ}$ ) the energy is then reconstructed with a resolution

$$
\sigma(\mathrm{E}) / \mathrm{E}=1.12 / \sqrt{\mathrm{E} / \mathrm{GeV}}
$$

Fig. 4 illustrates the energy resolution of the hadron calorimeter in two momentum intervals for charged particles depositing energy. It shows the ratio of the energy deposited in both the electromagnetic calorimeter HPC (High density Projection Chamber, Fig. 1) and in the HAC to the momentum of the charged particle. Identified electrons and muons were excluded from the plot.

The read-out system is very stable as can be seen from Fig. 5 which shows the uncorrected hadronic energy deposited in HAC during the 95 data taking.

In view of LEP200, it was felt desirable to improve the HAC both for calorimetry and muon identification by equipping the device with strips giving better granularity and even a certain degree of tracking. This could be achieved by the use of the streamer tubes themselves as 8 cm wide strips. The detectors are totally inaccessible in the magnet yoke but it was found that a signal pick off from the accessible cathodes was possible.


Fig. 2: Energy in HAC deposited by $\mu$ identified in the $\mu$ chambers (Fig. 1). Data (from the 1994 run) are shown by the points and simulation by the histogram


Fig. 3: Total energy deposited in the HAC by hadronic $Z$ decays. Data (from the 1994 run) are shown by the points and simulation by the histogram

## III. The Cathode Read-out

To improve the muon identification and the resolution within hadronic showers it is important to get a finer granularity. As the anode of the streamer tubes was not directly accessible, the problem could be solved by a resistive read-out of the cathodes of the individual limited streamer tuhes. which are considered in this case as 8 cm wide strips. This improves the resolution by a factor 3 in $\phi$ and a factor 5 in the radial direction.


Fig 4: E/P ratio charged tracks with $P<6 \mathrm{GeV}$ (a) and $P>6$ GeV (b) in Z decays. Here E is the full energy deposited and P the momentum of charged track. Data are shown by the points and simulation by the histogram


Fig. 5: Mean energy deposited in HAC by one Z vs. day in 1995

Due to the high resistivity (about $150 \mathrm{k} \Omega$ ) of the cathode and to large variations around this average resistivity, the shape and the amplitude of the pulse depend very much on the position of the streamer. The amplitude is of the order of a few mV . As a consequence we use this system only to extract a 'yes/no' information. During the last four months of data taking the system was running reliably and delivered high quality data. More details about the electronics and the data acquisition system are given in ref. 3.


Fig. 6: $Z \rightarrow \tau \tau, \tau \rightarrow \mu, \tau \rightarrow 3 \pi$
The software of the cathode read-out (CRO) for the barrel is now fully implemented into the complete chain of production and analysis. At the reconstruction level procedures of clustering and noise reduction were successfully tested. The extrapolation of tracks through the HAC was improved. The software for CRO analysis was developed and lested on $Z \rightarrow \mu^{+} \mu^{-}$and $Z \rightarrow \tau^{+} \tau^{-}$.


Fig. 7: $\mathrm{K}_{\mathrm{L}}^{0}$ candidate
The increased granularity of the calorimeter allows to see the cluster structure in much greater detail. Fig. 6 shows a $\tau \tau$ decay of $Z^{0}$ leading to $\pi$ 's and a $\mu$. Only those tracks are shown which can be associated to an energy deposition in the pad read-out. In the picture one can clearly distinguish the narrow track of the muon in the lower part of the figure and the more scattered tracks of the pions in the upper part. The picture gives also an idea of the noise level of the cathode read-out. Fig. 7 shows a $\tau \tau$ decay. The big unassociated cluster may belong to a $\mathrm{K}_{\mathrm{L}}$ with an energy of about 27 GeV .

It is close to the cluster corresponding to the $\pi$ of 7.4 GeV momentum. The efficiency of the CRO electronics can be estimated from Fig. 8 which displays, for muons from $\mathrm{Z} \rightarrow$ $\mu \mu$, the dependence on the polar angle of the mean number of fired tubes along the muon track. For $100 \%$ electronics efficiency the Monte-Carlo simulation estimates this number to be 17.5 . The maximum value of the efficiency is about $80 \%$ and decreases as the distance between the point where the particle crosses the tube and the read-out point increases. This is clearly shown in Fig. 8 where $\theta=90^{\circ}$ corresponds to the maximum value of that distance.


Fig. 8: Mean number of hits per muon track
The dip at $90^{\circ}$ is caused by the inefficiency of the tubes due to their endpieces although the tubes are staggered and overlapping. The decrease of efficiency at the edges of the distribution is due to particles escaping from the part of HAC which is instrumented up to now.


Fig. 9: Efficiency of CRO in Theta


Fig. 10: Efficiency of CRO in Phi
The value of electronics efficiency is sufficient to keep the muon identification efficiency above $95 \%$ in the whole barrel, excluding the region close to $\theta=90^{\circ}$, already mentioned above (see Fig. 9). Muons with momentum $>2 \mathrm{GeV}$ and with the signal in HAC $>1 \mathrm{GeV}$ were considered as detected by CRO if five or more tubes were hit along the track path. One can see in Fig. 10 that inefficiency is mainly due to tracks which are going between modules or close to their border. This gives a reasonable chance to identify even soft muons which are stopped before reaching the muon chambers.


Fig. 11: $\pi / \mu$ separation in data
Fig. 11 and 12 illustrate the possibility of $\mu / \pi$ separation in data and in Monte Carlo. These figures show the distribution of the variable $\mathrm{L} / \mathrm{rms}$ ( L is the length and rms the width of the cluster) for $\mu$ and $\pi$ identified in $Z \rightarrow \tau \tau$ decays. Applying a light cut (marked on Fig. 11) gives a $85 \%$ efficiency for $\mu$ identification, with a $97 \%$ purity. Fig. 13 shows the correlation
between pad and tube read-out. At low energies the behaviour is linear. However, at higher energies there is some "saturation" effect from the cathode read-out. This can be explained by the fact that the cathode read-out provides only a "yes/no" information from one tube independent of the number of particles passing the same tube. Since at higher energies the multiplicity also is higher, the probability that several particles are registered by the same tube increases.


Fig. 12: $\mu / \pi$ separation in Monte-Carlo


Fig. 13: Relation between Pad and Cathode read-out

## IV. The Anode Read-out

For technical reasons it is not possible to read-out the anode of the individual streamer tubes. However, there is the possibility to pick up from the high voltage distribution of an individual plane a very fast signal which has a rise time of about 20 nsec and an amplitude around 2 mV . Fig. 14 shows
the principle. Combining several planes in an "or" provides a very fast trigger in the forward/backward direction which is very important for the LEP200 physics and a fast trigger for cosmics in the barrel region. Information on the bunch structure in LEP is also available (Fig. 15). This system is under test and will be put fully into operation for the start-up of LEP200 in 1996.


Fig. 14: Schematics of anode read-out

## V. CONCLUSION

This paper has aimed to demonstrate the possibilities of improving a large detector based on plastic limited streamer tuhes which was lirst put into operation in 1989. In spite of access problems to the hadron calorimeter in situ (Fig. 1) the possibility to provide strip information, for particle tracking. and fast signals for triggering has been proven, at a very reasonable cost in money and manpower.

Overall the hadron calorimetry will be improved as well as the hadron-lepton separation. The detection of short lived particles, hoth charged and neutral has hecome manageable.

It should be emphasised that the solutions described were imposed by the constraints on the operating detector but they may be valid in a wider context.


Fig. 15: Bunch structure in. LEP seen by anode read-out
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#### Abstract

To improve the identification and separation of leptons in the Hadron Calorimeter of DELPHI, one of the four LEP experiments at CERN, the possibility of a direct read-out of the cathodes of the 20,000 limited streamer tubes was studied and successfully tested on a small scale. A larger scale test started in June 1994. This new system which is independent of the present pad read-out provides a "yes/no" information. The combination of both read-out systems makes it possible to use the Hadron Calorimeter as a track detector. The result of these tests show that the cathode read-out provides a better $\pi / \mu$ separation, and improved detection of neutral long lived particles, enhanced discrimination of two showers and a more precise hadron energy measurement. It was decided to equip the whole detector with the new read-out, starting during the 94/95 shutdown.


## I. INTRODUCTION

A general view of the DELPHI detector at LEP [1] is shown in Fig. 1. The Hadron Calorimeter forms an integral part of the structure and detection possibility of the whole system. Several studies $[2,3]$ have shown the importance of a higher granularity of the DELPHI Hadron Calorimeter (HAC) for an improvement in the identification and separation of leptons and hadrons. Detailed studies have shown that due to practical limitations the best solution is to read-out the cathode signals of the 20,000 individual streamer tubes. Some measurements with cosmics by the Dubna group at CERN [4] and the Helsinki [5] group have shown the feasibility of this scheme. A detailed test during the end of the 1993 run on one endcap
sector of the DELPHI detector and a larger scale test on $4+4$ back-to-back barrel modules during the 94 run have proved that this scheme works in the DELPHI environment and provides data with a high efficiency.

## II. The Present read.out of haC

Nearly 20,000 Plastic Streamer Tubes (PST) [6] working in the limited streamer mode [7] are glued on 1872 read-out boards. On the individual boards there are a maximum of 64 pads all of which cover the same angle in $\Delta \varphi\left(3.75^{\circ}\right)$ and $\Delta \theta$ ( $2.96^{\circ}$ ) seen from the collision point. The assembly of a board and the PST's is called a plane. Five planes are electrically connected in parallel and called a layer. Each PST has a width of 8 cm . In the barrel part of the detector they have a length around 3.5 m while in the endcap the length varies between 34 cm and 4 m .

## There are two possibilities to increase the granularity:

- Reading out the individual planes
- Reading out the signals of the individual streamer tubes ("Strips")

The increase of the granularity by reading out the individual planes rather than the layers needs a major modification in cabling and a complete replacement of the present front end electronics. The new electronics would have to be five times more sensitive and have five times more channels, representing a big investment. The use of the individual streamer tubes as "strips" provides a 'yes/no' information with a much higher granularity than the individual plane read-out for a modest investment without interfering with


Fig. 1: The DELPHI detector
the present read-out. As a consequence we studied the feasibility of this solution and tested it in the DELPHI Experiment. A first test was done during the end of the 93 run on one endcap sector because of the easier access. During the 93/94 shutdown we prepared a setup in the barrel for $4+4$ back-to-back modules. During the 94 run the Cathode Read-out was further developed and data have been taken.

## III. PHYSICS APPLICATIONS

Under the assumption that a 'yes/no' signal is available we consider the following cases:

## A. The separation of pions and muons

The existing HAC read-out provides a spatial resolution of the order of 20 by 20 by $25 \mathrm{~cm}^{3}$, and there are four layers presently available (only three layers around 45 degrees). The tube read-out will provide information of hits in the 20 planes of the barrel and for technical reasons only in the twelve most outer planes of the 19 endcap planes. The size of a tube in the $\varphi$ direction is 8 cm , which corresponds to an angle of $1.4^{\circ}$ at the inner radius of the Calorimeter and $1.0^{\circ}$ at the outer side.

The existing muon tagging procedure imposes a cut at 3 GeV . At the low momentum end of this range the multiple scattering gives an r.m.s. deviation of about 6 cm at the level of the muon chambers (see Fig. 1). Matching a track segment or hit from the muon chambers to a track from other detectors within that uncertainty will allow some contamination in a muon sample from hadrons that do not interact or have a secondary particle that goes beyond a normal absorption length. The probability that a hadron is accepted as a muon is of the order of $0.7 \%$ above 3 GeV with "tight" cuts for the Barrel Muon Chambers (MUB) (see Fig. 1). The principal limitation comes from the probability that a pion with a momentum in this range does not suffer any inelastic collision. This probability is of the order of $0.2 \%$. The preliminary MC studies show that the pion contamination of muons in the energy range $3-4 \mathrm{GeV}$ can be reduced with the help of information from tube read-out by $30-40 \%$.

The possibility of muon identification below 3 GeV (down to less than about 2 GeV ) is discussed in part 4 A .

## B. Electrons/photons which reach the HAC in the

 "cracks" of HPC (see Fig. I) or in the region between 36 and 40 degrees.A high-energy electromagnetic shower is well defined in the HAC. All energy is deposited in the ist layer. The shower typically covers 3 towers and there is a strong energy deposition in the central tower. The probability that a fast electron (photon) reaches the HAC is of the order of a few percent. Presently this information is used for identification in the $\mathrm{e}^{+} \mathrm{e}^{-}$channel.

The information from the tube read-out can facilitate the recognition of the electromagnetic shower. More detailed studies of such signals, based on MC simulation and also on the real data, are needed and are in course of preparation.

## IV. Simulation of hac Cathode Read-out Performance

The read-out of each individual streamer tube of HAC will increase both longitudinal (five times) and lateral (three times) segmentation of the calorimeter response. To test the feasibility of tube read-out we have chosen to check muon identification. The muons in $Z^{0}$ decays are encountered in $\mu^{+}$ $\mu^{-}$channel, $\tau$ decays and in $Z^{0} \rightarrow q \bar{q}$ where they may indicate the flavour of the quarks (muons are present in $47 \%$ of $\mathrm{b} \overline{\mathrm{b}}$ events and in $14 \%$ of $c \bar{c}$ events). Our full DELSIM simulations of $1000 \mathrm{Z}^{0} \rightarrow \mathrm{~b} \overline{\mathrm{~b}}$ decays as well as simulations of individual pions and muons showed essential improvement of HAC performance for muon identification as described in the following.

## Muon identification

## A. Soft muons

The existing muon tagging uses the muon chambers and is efficient only for muons with energies above 3 GeV . The study of the distribution of the stopping plane of the HAC barrel streamer tubes for muons from $Z^{0} \rightarrow \mathrm{~b} \overline{\mathrm{~F}}$ decay shows that about $50 \%$ of muons stop before the inner muon chambers. Muons stopped in the lst to 6th planes were not analyzed because of hadron showers background. To tag muons stopped in the region from the 7 th plane to the inner muon chambers we applied a two step tagging procedure:

1. We assumed as muon candidate all straight tracks well isolated (without neighbour hits) above the 5th plane.
2. The momentum of charged tracks associated with muon candidates was compared with the range inside the HAC in order to further reduce the pion background. Extending the resulting efficiency to tag muons stopped inside HAC and the purity of the obtained sample for different energies of the muons to all hadronic decays ( $\mathrm{Z}^{0} \rightarrow \mathrm{~b} \overline{\mathrm{~B}}$ is only $22 \%$ of all hadronic $Z^{0}$ decays) we expect $80 \%$ efficiency and approximately $50 \%$ purity for muon tagging in the region $1-2 \mathrm{GeV}$.

## B. Hard muons (detected also by the muon chambers)

A similar analysis as for soft muons results in a very high purity of the muon sample ( $>90 \%$ ) in $Z^{0} \rightarrow b \bar{b}$ events. Moreover the detailed muon tracking by 20 planes of 8 cm wide streamer tubes predicts $\mathrm{R} \varphi$ coordinate in barrel muon chambers with the precision of 16 mm independent of muon energy. The precision of muon extrapolation without cathode read-out is limited by multiple scattering and for 3 GeV muons is about 60 mm .


Fig. 2: Access to the cathode of the streamer tube

## V. The PRINCIPLE OF THE CATHODE READ-OUT (CRO)

An access to the anode of individual tubes is technically very difficult. However, to disconnect dead tubes we have rather easy access to the connection of the cathode to the ground (Fig. 2). A resistive coupling allows the read-out of the pulse from the cathode. Due to the high resistivity of the cathode, this pulse is relatively long and has an amplitude of a few mV . Its shape depends on the distance between the position of the streamer and the end of the tube (Fig. 3). As a consequence it was clear from the beginning that we can get only a 'yes/no' information.


Fig. 3: Timing structure of HAC cathode signals


Fig. 7: Efficiency in dependence of $\theta$
dependence of $\theta$ which means along the PST's. The drop in the center of the barrel can be explained by dead space due to the installation of the read-out boards and the tubes. The increase of the efficiency in the direction of the outer part of the barrel is caused by the increase of the ionisation due to a more and more inclined angle between tube and particle. In Fig. 8 the difference in azimuth angle between the HAC track and the incident muon direction is shown. The r.m.s. of the distribution is about $0.5^{\circ}$ compared to $3.65^{\circ}$ for the pad read-out. Similar results are obtained for muons from $\tau$ decays.


Fig. 8: Resolution of cathode read-out in $\varphi$ direction

A further possibility is the detection and separation of neutral hadron showers. Due to the improved granularity neutral particles giving a shower in the hadron calorimeter can be clearly separated from showers from close by charged particles. Fig. 9 shows an event where a $\tau$ decays to $K_{1}^{0}$ and a charged pion. The $\mathrm{K}_{\mathrm{L}}^{0}$ interacted in the HPC and gave a shower in HAC that punches through to the barrel muon chambers. This shower can be separated from the shower of the nearby charged pion using the high granularity of the cathode readout. The normal analysis of the existing HAC pad read-out associated all the hadron energy ( 41 GeV ) with the pion ( $5 \mathrm{GeV} / \mathrm{c}$ ). Thus the cathode read-out will allow the detection of long-living neutral hadrons and a better assignment of HAC energy to particular tracks.


Fig. 9: Example of a $\tau^{+} \tau^{-}$event. On the right side a charged track and $\mathrm{a}\left(\mathrm{K}_{\mathrm{L}}^{0}\right)$ are detected ( m cathode RO, a Pad RO)

These results show that the cathode read-out will allow a better analysis of events. In particular :

1. A better pion-muon separation and more efficient and pure muon identification;
2. an improved detection of neutral long-lived hadrons ( $\mathrm{K}_{\mathrm{L}}^{0}$ ) and neutrons and better two shower separation;
3. a more precise hadron energy measurement.

These new features are not only important for running at the $Z^{0}$ peak but also for the search for new particles and the suppression of backgrounds at LEP200.

A big advantage of the proposed scheme is that there is no interference with the present pad read-out system which stays untouched.


Fig. 4: Electronics for the read-out of one tube

## VI. ELECTRONICS, DAS AND FIRST BEAM TESTS

The principle of the electronics is shown in Fig. 4 and 5. One front-end crate can read out the tubes of four modules. The information is sent to a Logical Control Unit which suppresses the read-out of empty channels to keep the deadtime as small as possible. As the cathode and the pad read-out are related to the same detector we will use the same data acquisition system (Octopuses, HFB). The raw data from the cathode and the pads are written in separate banks.


Fig. 5: Structure of the data transmission
The biggest uncertainty was the noise situation in the pit. As the initial measurements were very promising we equipped one endcap module with a prototype of the electronics.

Because of the tube configuration the interpretation of the data is more difficult than in the barrel. But the endcaps were chosen because of the easier access and the possibility to disconnect the CRO electronics in the case that it would have created noise on the pad read-out and disturbed data taking. This is not possible for the barrel.

Because of the length of the read-out pulse we checked several seltings of the timing to be sure to get the information from the whole length of the 4 m long streamer tubes. Data taking with the most efficient setting was done in the last week of the 1993 run with low statistics. The results were very encouraging and during the 93/94 shutdown 4+4 back-to-back barrel modules have been cabled for reading out the cathode signal.


Fig.6: Cosmics event seen by the new cathode read-out (data)
Some inefficiency problems occurred at the beginning for signals from the end of the 3.5 m long tubes. Drastic noise reduction by better grounding and modifications in the read-out electronics improved the efficiency. A demonstration of the possibilities of the new system is given in Fig. 6 showing a cosmic ray event.

## VII. Performance

The performance of the cathode read-out has been studied using $Z^{0} \rightarrow \mu^{+} \mu^{-}$and $Z^{0} \rightarrow \tau^{+} \tau^{-}$events.

On the average a muon gives 14 hits in the 20 layers. No hits are observed for $5 \%$ of the muons due to the dead zones between HAC modules. Fig. 8 shows the efficiency in

## VIII. SUMMARY

The encouraging results obtained in a very short time with a limited cathode read-out system demonstrates the interest and utility in equipping the whole detector in this way. It was therefore decided to install the barrel read-out during the 94/95 shutdown and start to equip the endcaps as soon as the barrel system has been finished.
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# On the determination of the longitudinal component of the fragmentation function of the process $e^{+} e^{-} \longrightarrow h+X$ from DELPHI data 

N.B.Skachkov, O.G.Smirnova, L.G.Tkatchev


#### Abstract

DELPHI data are analysed to obtain information on the behavior of longitudinal $\sigma_{L}$ and transversal $\sigma_{T}$ components of the cross section of inclusive hadron $(h)$ production process $e^{+} e^{-} \longrightarrow h+X$. Similarly to the deep inelastic scattering, this provides an important test of the QCD predictions. The DELPHI result on the value of $A=\frac{\sigma_{T}-\sigma_{L}}{\sigma_{T}+\sigma_{L}}$ is found to be in a good agreement with the $s$-dependence extrapolation of the TASSO data.


## 1 Introduction

Study of the inclusive hadron production process $e^{+} e^{-} \longrightarrow h+X$ gives a possibility to test the QCD predictions on scaling violation effects in the fragmentation functions of this process $\bar{D}_{g(g)}^{h}\left(z, Q^{2}\right)$. This function describes the transition of quarks $(q)$ and gluons $(g)$, produced in $e^{+} e^{-}$-annihilation, to the final state hadrons $h$. In the framework of QCD the fragmentation functions do obey the Altarelli-Parisi evolution equations analogous to those used for describing the structure functions of deep-inelastc scattering (DIS). QCD-analysis of the scaling violation effects in the fragmentation function, performed on the basis of these equations, allows one to extract the value of $\Lambda$ and $\alpha_{s}\left(Q^{2}\right)[1]$ like in the DIS case.

An important information on the effects of scaling violation and on the shape of quark and gluon distributions comes from the region of small value of relative energy $x$. In this region, the effects caused by the spin degrees of freedom of the intermediate vector boson and the spin structure of quark current are involved. In the angular dependence of the cross section one can separate the contribution of the longitudinal structure function, that appears to give a nonzero contribution in a region of small $x$.

In the case of DIS an attention was paid to the problem of the behavior of the ratio of longitudinal $\sigma_{L}$ and transversal $\sigma_{T}$ cross sections connected to the corresponding structure functions ratio:

$$
\begin{equation*}
R\left(x, Q^{2}\right)=\frac{\sigma_{L}}{\sigma_{T}}=\frac{F_{2}\left(x, Q^{2}\right)-2 x F_{1}\left(x, Q^{2}\right)}{2 F_{1}\left(x, Q^{2}\right)}=\frac{F_{L}\left(x, Q^{2}\right)}{F_{T}\left(x, Q^{2}\right)} \tag{1}
\end{equation*}
$$

This ratio has been measured by a number of collaborations. The data have shown that the value of $R\left(x, Q^{2}\right)$ decreases rapidly with increasing $x$. Interest in this problem stems from the fact that in contrast with all other structure functions $F_{i}\left(x, Q^{2}\right), i=1,2,3$ the longitudinal one $F_{L}\left(x, Q^{2}\right)$ becomes nonzero in the framework of QCD only after inclusion of $\alpha_{s}$ corrections, being thus strongly connected with the structure of perturbation theory.

As it has been shown by the TASSO collaboration [2], the longitudinal combination of the structure functions describing the inclusive annihilation (IA) process $e^{+} e^{-} \longrightarrow h+X$ appears to be different from zero only at values of $x \leq 0.2\left(x \stackrel{I A}{\equiv} Z \equiv 2 p q / Q^{2}\right)$.

In this note, we present the study of a longitudinal component of the
fragmentation function of inclusive annihilation, based on the analysis of the DELPHI data, collected during the 1992-93 running period.

The next section contains the discussion of selection criteria of the data used in our analysis. The third section presents the obtained results.

## 2 Selection Criteria

We have used the data collected by the DELPHI detector [3] at the center of mass energies around $\sqrt{s}=91.2 \mathrm{GeV}(86.2 \leq \sqrt{s} \leq 94.2 \mathrm{GeV})$. The trigger conditions and features of the tracking apparatus for the registration of charged multihadronic events can be found in [4].

For the analysis only charged particle tracks measured in the Time Projection Chamber (TPC) were used. The following standard [4] cuts were applied :

1. Impact parameter below 5 cm in the transverse plane and below 10 cm along the beam axis.
2. Particle momentum between $0.1 \mathrm{GeV} / \mathrm{c}$ and $50 \mathrm{GeV} / \mathrm{c}$.
3. Measured track length above 50 cm .
4. Polar angle with respect to the beam axis between $25^{\circ}$ and $155^{\circ}$.

Hadronic events were then selected by requiring that

1. Each of the forward and backward hemispheres contained a total charge energy larger than 3 GeV ( assuming $\pi$ mass for the particles).
2. The total energy of charged particles seen in both hemispheres together exceeded 15 GeV .
3. At least 5 charged particles are detected with momenta above $0.4 \mathrm{GeV} / \mathrm{c}$.
4. The polar angle $\theta$ of the sphericity axis is between $40^{\circ}<\theta<140^{\circ}$ (so that the events are well contained inside the TPC).

A total of about one million events were selected.
Data used for the analysis were divided into eight bins in the $x_{p}$ variable, as it is shown in Tab.1. The cross sections are corrected for the detector
acceptance and resolution, for our kinematical cuts and for the initial state radiation. The correction factors values

$$
\begin{equation*}
C\left(x_{p}\right)=\left(\frac{1}{N} \frac{d n}{d x_{p}}\right)_{\text {true }} /\left(\frac{1}{N} \frac{d n}{d x_{p}}\right)_{\text {reconstructed }} \tag{2}
\end{equation*}
$$

for every bin of $x_{p}$ are shown in Fig. 1 as a function of $\cos \theta$, where $\theta$ is the angle between the momentum of the produced inclusive charged hadron $h$ and the axis of the $e^{-}$beam. The results shown in Fig. 1 were obtained by using events generated with the JETSET 7.4 Lund Monte Carlo program and by simulating the DELPHI detector using the DELSIM package.

## 3 Separation of the Longitudinal Component of the Fragmentation Function

It is known that in the framework of the naive parton model with spin $1 / 2$ quarks, the longitudinal component of the fragmentation function of the IA process $e^{+} e^{-} \longrightarrow h+X$ is equal to zero

$$
\begin{equation*}
\bar{F}_{0 L}^{h}(x)=0 \tag{3}
\end{equation*}
$$

analogously to the case of the longitudinal structure function in DIS (see, for example, the review [5]). This component $\bar{F}_{0 L}^{h}(x)$ is nonzero only in the framework of QCD where it is proportional to $\alpha_{s}[6,7]$.

The function $\bar{F}_{L}^{h}\left(z, Q^{2}\right) \sim \alpha_{s}\left(Q^{2}\right)$ and is connected by definition with the scaling violation effects that are the main subject for the study with the QCD perturbation theory.

The cross section of the IA process in the case of the one-photon exchange, i.e. $e^{+} e^{-} \longrightarrow \gamma^{*} \longrightarrow h+X$, is given by the formula ${ }^{1}\left(x_{p}=p^{h} / p_{\text {beam }} ; \nu=\right.$ $\left.(E / m) \sqrt{s} ; \beta=p^{h} / E^{h} \approx 1\right)$

$$
\begin{equation*}
\frac{d^{2} \sigma}{d x_{p} d \cos \theta}=\frac{\pi \alpha^{2}}{s} x_{p}\left(m \bar{W}_{1}+\frac{1}{4} x_{p} \nu \bar{W}_{2} \sin ^{2} \theta\right) \tag{4}
\end{equation*}
$$

[^2]where $Q^{2}=s=\left(2 E_{\text {beam }}\right)^{2}$ and the structure functions $m \bar{W}_{1}=\bar{F}_{1}$; $\nu \bar{W}_{2}=\bar{F}_{2}$ are connected with the transverse and longitudinal structure functions through the relations :
\[

$$
\begin{array}{r}
\bar{F}_{T}\left(x, Q^{2}\right)=2 \bar{F}_{1}\left(x, Q^{2}\right) \\
\bar{F}_{L}\left(x, Q^{2}\right)=2 \bar{F}_{1}\left(x, Q^{2}\right)+x \bar{F}_{2}\left(x, Q^{2}\right) \tag{6}
\end{array}
$$
\]

Formula (4) is modified after the inclusion of the Z-boson exchange diagram. The parity violating effects that come from the quark electroweak current leads to the appearance of the $\bar{F}_{3}\left(x, Q^{2}\right)$ structure function and of the dependence on $\cos \theta$. Neglecting, at a first approximation, these rather small effects ( proportional to $\varepsilon_{W}=1-\sin ^{2} \theta_{W}$ ), one can see that the structure of the formula for the cross section near the Z-peak, defined by the square of the Z-boson exchange diagram, does not differ from that of (4).

Following [2] it is convenient to represent formula (1) in the following form :

$$
\begin{equation*}
\frac{d^{2} \sigma}{d x_{p} d \cos \theta} \sim 1+A \cos ^{2} \theta \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
A=\frac{\sigma_{T}-\sigma_{L}}{\sigma_{T}+\sigma_{L}} \tag{8}
\end{equation*}
$$

$\sigma_{T}$ and $\sigma_{L}$ are the contributions to the cross section from transverse and longitudinal photons.

In order to study the behaviour of $A$ at different $x_{p}$, one has to perform a fit to the function

$$
f(\cos \theta)=p_{1} \cdot\left(1+p_{2} \cos ^{2} \theta\right)
$$

on the $\frac{d \sigma}{d \cos \theta}$ distributions in each of the chosen eight $x_{p}$ intervals. Here $p_{1}$ and $p_{2}$ are free parameters and $p_{2} \equiv A$.

The choice of $x_{p}$ intervals was based on the necessity to have enough statistics in each of them. The statistics in the last four intervals ( $x_{p}>0.2$ ) is low, especially in the last one ( $x_{p}>0.5$ ) and the present DELPHI statistics does not allow us to split it more.

Since the value of $A$ we are interested with is the fit parameter, it has both the parameter error and the systematic error. Parameter error is proportional to the uncertainty in the data and reflects the statistical error.

Systematic error on the $A$ value is caused by certain analysis conditions, which stem from the detector features. We considered two main sources of these errors. The first one is connected to the tracking system features : the acceptance of the TPC allows us to measure tracks in the range of polar angles of $-0.9<\cos \theta<0.9$, but investigating the behaviour of the correction factor (see Fig.1), which is linear mainly in the region of $-0.7<\cos \theta<0.7$, one can conclude that it is reasonable to bound our acceptance to $|\cos \theta|<0.7$. To study the systematics, caused by such a bounding, we performed the same data analysis changing the acceptanse from $|\cos \theta|<0.35$ up to $|\cos \theta|<0.9$, considering the average deviation of the $A$ value as a systematic error.

The second source of systematics also could be seen from the correction factor behaviour (Fig.1) : there is an obvious nonlinearity in the region around $\cos \theta=0$. This caused by existence of a small dead region in the DELPHI detector. Excluding from the fit points belonging to this region $\left(\theta=90^{\circ} \pm 3^{\circ}\right)$ we obtained a deviation of $A$ which is considered as another contribution to the systematic error. This study showed also a significant decrease in the $\chi^{2}$ of the fit (especially in well statistically defined intervals on $x_{p}$ ) after excluding points belonging to $\cos \theta \approx 0$ region from the fit.

Changes in the number of points in the fit procedure obviously affects the statistics. To separate the statistical contribution from above mentioned deviations of $A$ value, we performed the same analysis for Monte Carlo generated distributions on the same statistics. Obtained deviations of $A_{M C}$ were subtracted in quadrature from those of data in order to get the overall systematic error. The study of this error in a statistically well defined $x_{p}$ intervals shows that after the subtraction of the statistical component it is clear that systematics does not depend on $x_{p}$ and allows us to assign a common error for all intervals. Different approaches to its calculation (either for each interval separately or using mean values) give us the same result of $\sigma_{\text {syst }}^{\text {fit }}=3 \%$. The study of the other systematics caused by the detector features and data analysis was performed in $[8]$ and showed $\sigma_{s y s t}=3 \%$.

The results of these fits are shown in Tab.1, Fig. 2 and Fig. 3 together with the TASSO data at lower energies (the horizontal bars show the size of $x_{p}$ bins ). From Fig. 3 we see that the DELPHI data on $A$ follow well the tendency of the $W=\sqrt{s}\left(=\sqrt{Q^{2}}\right)$ - dependence of the same quantity, seen from the TASSO data. At the same time, the DELPHI results approach the value of 1 even at smaller values of $x_{p}$. That agrees with the QCD prediction for $\sigma_{L} \sim F_{L} \sim \alpha_{s}\left(Q^{2}\right) \sim \ln ^{-1}\left(Q^{2}\right)$ to decrease with the increase of $W^{2}=s=Q^{2}$.

In Fig. 4 the value of $A$ is plotted as a function of the particle momentum $p$. The universal behavior of $A(p)$ can be seen in the energy interval from 14 to 91 GeV . It means that the low energy part of the QCD jets is the same and unsensitive to the initial quark energy.

The same smooth continuation of the $s$-dependence tendency of the TASSO data is seen in Fig. 5 (see the DELPHI data in Tab.1), where we have added new DELPHI data points for the ratio

$$
\begin{equation*}
\frac{-\bar{F}_{2}}{\bar{F}_{1}}=\frac{-\nu \bar{W}_{2}}{m \bar{W}_{1}}=\frac{4}{x} \frac{A}{1+A} \tag{9}
\end{equation*}
$$

to the data at lower energies.
Using the $A$ value one can calculate some other ratios of particular importance. In Fig. 6 and in Tab. $2 x_{p}$-dependencies of the $\sigma_{L} / \sigma_{T}, \sigma_{L} /\left(\sigma_{T}+\sigma_{L}\right)$ and $\sigma_{T} /\left(\sigma_{T}+\sigma_{L}\right)$ values are shown. The ratio $\sigma_{L} / \sigma_{T}$ must behave as a function

$$
\Phi\left(x_{p}\right) \sim x_{p}^{\alpha}\left(1-x_{p}^{\beta}\right)
$$

which allows us to fit the distribution of $A$ by the function $\left(1-\Phi\left(x_{p}\right)\right) /(1+$ $\left.\Phi\left(x_{p}\right)\right)$. The result of this fit is shown in Fig.2.

## 4 Summary

From the results of the analysis of the DELPHI data we can conclude that the data collected at the $M_{Z}$-peak support the tendency of the $s$-dependence of the fragmentation functions of the inclusive annihilation process measured by TASSO at lower energies. We can also conclude that the DELPHI statistics allows to perform a good separation of the longitudinal component of the fragmentation function $\bar{F}_{L}\left(x, Q^{2}\right)$.

The same analysis was done on the preliminary DELPHI 1993 data and 1992 data together. The results are shown in Tab. 1 and are obviously of the same kind.
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| $x_{p}$ | 1992 data |  | $1992+1993$ data |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $A$ | $-\bar{F}_{2} / \bar{F}_{1}$ | $A$ | $-\bar{F}_{2} / \bar{F}_{1}$ |
| 0.02-0.03 | $0.491 \pm 0.014$ | $52.7 \pm 2.2$ | $0.507 \pm 0.010$ | $53.8 \pm 1.6$ |
| 0.03-0.05 | $0.678 \pm 0.013$ | $40.4 \pm 1.3$ | $0.670 \pm 0.009$ | $40.1 \pm 0.9$ |
| 0.05-0.10 | $0.811 \pm 0.013$ | $23.9 \pm 0.7$ | $0.808 \pm 0.009$ | $23.8 \pm 0.5$ |
| 0.10-0.20 | $0.963 \pm 0.017$ | $13.1 \pm 0.5$ | $0.953 \pm 0.012$ | $13.0 \pm 0.3$ |
| 0.20-0.30 | $1.036 \pm 0.033$ | $8.1 \pm 0.5$ | $1.034 \pm 0.023$ | $8.1 \pm 0.4$ |
| 0.30-0.40 | $1.001 \pm 0.052$ | $5.7 \pm 0.6$ | $1.011 \pm 0.037$ | $5.7 \pm 0.4$ |
| $0.40-0.50$ | $0.929 \pm 0.076$ | $4.3 \pm 0.7$ | $0.969 \pm 0.055$ | $4.4 \pm 0.5$ |
| 0.50-1.00 | $0.949 \pm 0.084$ | $2.6 \pm 0.4$ | $0.913 \pm 0.060$ | $2.5 \pm 0.3$ |

Table 1: Values of $A=\frac{\sigma_{T}-\sigma_{L}}{\sigma_{T}+\sigma_{L}}$ and the ratio $-\bar{F}_{2} / \bar{F}_{1}$ calculated from the DELPHI data on $\frac{d^{2} \sigma}{d x_{p} d \cos \theta}$

| $x_{p}$ | $\sigma_{L} / \sigma_{T}$ | $\sigma_{L} /\left(\sigma_{T}+\sigma_{L}\right)$ | $\sigma_{T} /\left(\sigma_{T}+\sigma_{L}\right)$ |
| :---: | ---: | ---: | ---: |
| $0.02-0.03$ | $0.342 \pm 0.014$ | $0.255 \pm 0.007$ | $0.745 \pm 0.007$ |
| $0.03-0.05$ | $0.192 \pm 0.013$ | $0.161 \pm 0.007$ | $0.839 \pm 0.007$ |
| $0.05-0.10$ | $0.104 \pm 0.013$ | $0.094 \pm 0.007$ | $0.906 \pm 0.007$ |
| $0.10-0.20$ | $0.019 \pm 0.017$ | $0.018 \pm 0.009$ | $0.982 \pm 0.009$ |
| $0.20-0.30$ | $-0.018 \pm 0.033$ | $-0.018 \pm 0.016$ | $1.018 \pm 0.016$ |
| $0.30-0.40$ | $-0.001 \pm 0.052$ | $-0.001 \pm 0.026$ | $1.001 \pm 0.026$ |
| $0.40-0.50$ | $0.037 \pm 0.076$ | $0.035 \pm 0.038$ | $0.965 \pm 0.038$ |
| $0.50-1.00$ | $0.026 \pm 0.084$ | $0.026 \pm 0.042$ | $0.974 \pm 0.042$ |

Table 2: Different ratios for $\sigma_{L}$ and $\sigma_{T}$


Figure 1: Correction factors.


Figure 2: Plot of the $A=\frac{\sigma_{T}-\sigma_{L}}{\sigma_{T}+\sigma_{L}}$ values calculated in different $x_{p}$ intervals as in Tab.1. Only statistical errors are shown. The curve is the result of the fit of the $A\left(x_{p}\right)$ dependence to the function $\mathbf{F}\left(x_{p}\right)=\left(1-\Phi\left(x_{p}\right)\right) /\left(1+\Phi\left(x_{p}\right)\right)$, were $\Phi\left(x_{p}\right)=P_{1} \cdot x_{p}^{P_{2}}\left(1-x_{p}\right)^{P_{3}}$


Figure 3: The DELPHI and TASSO results on the $A=\frac{\sigma_{T}-\sigma_{L}}{\sigma_{T}+\sigma_{L}}$


Figure 4: The DELPHI and TASSO results on the $A=\frac{\sigma_{T}-\sigma_{L}}{\sigma_{T}+\sigma_{L}}$ in $p$ terms


Figure 5: $s$-dependence of the $\frac{-\bar{F}_{2}}{\bar{F}_{1}}$ ratio for the DELPHI and TASSO data


Figure 6: Different ratios for $\sigma_{L}$ and $\sigma_{T}$ that could be obtained from $A$ values
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DELPHI Collaboration


#### Abstract

The transverse, longitudinal and asymmetric components of the fragmentation function are measured from the inclusive charged particles produced in $e^{+} e^{-}$ collisions at LEP. As in deep inelastic scattering, these data are important for tests of QCD. The transverse $\sigma_{T}$ and longitudinal $\sigma_{L}$ components of the total hadronic cross section $\sigma_{t o t}$ are evaluated from the measured fragmentation functions. They are found to be $\sigma_{T} / \sigma_{\text {tot }}=0.949 \pm 0.001$ (stat.) $\pm 0.007$ (syst.) and $\sigma_{L} / \sigma_{t o t}=0.051 \pm 0.001$ (stat.) $\pm 0.007$ (syst.) respectively. The strong coupling constant is calculated from $\sigma_{L} / \sigma_{t o t}$ in next-to-leading order of perturbative QCD, giving $$
\alpha_{s}\left(M_{Z}\right)=0.120 \pm 0.002(\text { stat. }) \pm 0.013(\text { syst. }) \pm 0.007(\text { scale }) .
$$

Including non-perturbative power corrections leads to $$
\alpha_{s}\left(M_{Z}\right)=0.101 \pm 0.002(\text { stat. }) \pm 0.013(\text { syst. }) \pm 0.007(\text { scale }) .
$$

The measured transverse and longitudinal components of the fragmentation function are used to estimate the mean charged multiplicity, $$
\left\langle n^{c h}\right\rangle=21.21 \pm 0.01(\text { stat. }) \pm 0.20(\text { syst. })
$$

The fragmentation functions and multiplicities in $b \bar{b}$ and light quark events are compared. The measured transverse and longitudinal components of the fragmentation function allow the gluon fragmentation function to be evaluated.
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## 1 Introduction

The study of the inclusive hadron production process $e^{+} e^{-} \rightarrow h+X$ provides a test of the QCD predictions on scaling violation effects in the fragmentation functions. These functions, $D_{q(g)}^{h}\left(x_{p}\right)$, where $x_{p}=2 p_{h} / Q$ with $p_{h}$ and $Q$ the hadron momentum and $e^{+} e^{-}$ centre-of-mass energy respectively, describe the transition of the produced quarks $(q)$ and gluons $(g)$ to the final state hadrons ( $h$ ). In the framework of QCD, the fragmentation functions obey DGLAP [1] evolution equations analogous to those used for describing the structure functions of deep-inelastic scattering. QCD analysis of the scaling violation effects in the fragmentation functions, performed on the basis of these equations, allows the value of $\alpha_{s}$ to be extracted [2-5], as in the structure function analysis of the process of deep-inelastic scattering.

A number of experiments [6] have studied the behaviour of the ratio of the longitudinal and transverse structure functions, $F_{L}$ and $F_{T}$, in deep-inelastic scattering :

$$
\begin{equation*}
R(x)=\frac{F_{L}(x)}{F_{T}(x)}=\frac{F_{2}(x)-2 x F_{1}(x)}{2 F_{1}(x)} \tag{1}
\end{equation*}
$$

where $x$ is the Bjorken variable, which can be replaced by $x_{p}$ in electron-positron annihilation. These experiments have shown that the value of $R(x)$ decreases rapidly with increasing $x$.

In contrast with all other structure functions $F_{i}(x), i=1,2,3$, the longitudinal component $F_{L}$ vanishes in the parton model and is non-zero only in the framework of QCD, where it is proportional to $\alpha_{s}[7-9]$, thus being strongly connected with the structure of perturbative QCD.

In analogy with the structure functions, the corresponding inclusive cross-section components in $e^{+} e^{-}$annihilation are also important for perturbation theory. Particularly interesting are the second moments of the fragmentation functions, which can be calculated up to corrections suppressed by some power of $\Lambda / Q$, where $\Lambda$ is the QCD scale parameter.

Important information for studies of the scaling violation effects and on the shapes of the quark and gluon distributions comes from the region of small $x_{p}$. In this region, the effects caused by the contribution of the longitudinal component of the fragmentation function become very important.

Measurements of the longitudinal component of the fragmentation function, $F_{L}\left(x_{p}\right)$, in inclusive charged hadron production, $e^{+} e^{-} \rightarrow h+X$, were performed by the TASSO collaboration [10] at centre-of-mass energies of $14 \mathrm{GeV}, 22 \mathrm{GeV}$ and 34 GeV . Due to the limited number of events, those results gave only a qualitative description of the behaviour of $F_{L}$. It was shown that $F_{L}$ appears to be different from zero only at values of $x_{p} \leq 0.2$. Similar results were found by DELPHI on the basis of the preliminary analysis of 1991 data [11], where only the ratio of the longitudinal and transverse components was obtained. Measurements of the $F_{L}$ and $F_{T}$ fragmentation functions were also published recently by the OPAL and ALEPH collaborations $[12,13]$.

The study of the different components of the fragmentation function in inclusive charged hadron production is performed here using the 1992-1993 DELPHI data. The present approach allows the transverse, longitudinal and asymmetric components of the quark fragmentation function to be measured and the corresponding components of the cross-section to be extracted. Using the value of the longitudinal cross-section obtained, together with next-to-leading order perturbative QCD calculations, the value of the strong coupling constant is evaluated. Finally, the gluon fragmentation function is estimated in the leading order QCD framework.

In the following, Section 2 describes the procedure of hadronic event selection with the DELPHI detector. Section 3 presents the evaluation method for the fragmentation function components and the results obtained. Section 4 is devoted to the calculation of the strong coupling constant. Studies of systematic effects are presented in Section 5 . In Section 6 analysis of fragmentation function components in flavour-tagged events is discussed. Extraction of the gluon fragmentation function from $F_{T}$ and $F_{L}$ is described in Section 7.

## 2 Data selection

Data collected by the DELPHI detector in 1992-1993 at centre-of-mass energies around $\sqrt{s}=91.2 \mathrm{GeV}(86.2 \leq \sqrt{s} \leq 94.2 \mathrm{GeV})$ were used. The detector and its performance are described in detail in [14,15].

Only charged particles in hadronic events were used. In the barrel region they were measured by a set of cylindrical tracking detectors in the solenoidal magnetic field of 1.2 T. The main tracking device was the Time Projection Chamber (TPC), which was cylindrical with a length of 3 m , an inner radius of 30 cm and an outer radius of 122 cm . Up to 16 space points were used for charged particle reconstruction. The space precision was about $\sigma_{R \varphi}=250 \mu \mathrm{~m}$ and $\sigma_{z}=880 \mu \mathrm{~m}^{\dagger}$.

Additional $R \varphi$ measurements were provided by the Outer Detector (OD) and the Inner Detector (ID). The OD was a cylindrical detector composed of drift tubes and situated at radii between 197 cm and 206 cm ; its precision in $R \varphi$ was about $\pm 110 \mu \mathrm{~m}$. The ID was a cylindrical drift chamber having an inner radius of 12 cm and an outer radius of 28 cm ; its precision in $R \varphi$ was $\pm 90 \mu \mathrm{~m}$.

In order to $\operatorname{tag} Z^{0} \rightarrow b \bar{b}$ events, the micro-vertex detector (VD) was used. It was located between the beam pipe and the ID and consisted of three concentric layers of silicon micro-strip detectors. The precision in $R \varphi$ was about $\pm 8 \mu \mathrm{~m}$.

In the forward direction ( $\theta$ between $11^{\circ}$ and $33^{\circ}$ and between $147^{\circ}$ and $169^{\circ}$ ) charged particles were measured by a set of planar drift chambers, FCA and FCB.

The momentum resolution of the tracking system in the barrel region was

$$
\sigma(1 / p)=0.57 \times 10^{-3}(\mathrm{GeV} / c)^{-1}
$$

and in the forward region

$$
\sigma(1 / p)=1.31 \times 10^{-3}(\mathrm{GeV} / c)^{-1}
$$

Each charged particle was required to pass the following selection criteria:

1. particle momentum between $0.1 \mathrm{GeV} / c$ and $50 \mathrm{GeV} / c$;
2. measured track length above 50 cm ;
3. polar angle between $11^{\circ}$ and $169^{\circ}$;
4. impact parameter with respect to the beam crossing point below 5 cm in the transverse plane and below 10 cm along the beam axis.

Hadronic events were then selected by requiring :

1. at least 5 charged particles detected with momenta above $0.2 \mathrm{GeV} / c$;
2. total energy of all charged particles detected above 15 GeV (assuming the $\pi^{ \pm}$mass for the particles);
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4. total energy of charged particles in each of the forward and backward hemispheres with respect to the sphericity axis above 3 GeV ;
5. missing momentum below $20 \mathrm{GeV} / c$.

In total, 1,055,932 hadronic events were selected.
Only two variables, the fractional momentum $x_{p}$ and $\cos \theta$ of each charged particle, were used for the analysis. In each $x_{p}$ and $\cos \theta$ bin, the value of

$$
\begin{equation*}
f\left(x_{p}, \cos \theta\right) \equiv \frac{1}{N} \frac{n}{\Delta x_{p} \Delta \cos \theta} \tag{2}
\end{equation*}
$$

was obtained, where $N$ is the total number of hadronic events and $n$ is the number of particles in a bin of width $\Delta x_{p}$ by $\Delta \cos \theta$. The number and widths of the $x_{p}$ intervals were chosen in order to provide a reasonable number of entries in each. Thus the full range $0<x_{p}<1$ was split into 22 intervals (see Table 1). For the $\cos \theta$ variable, 40 equidistant intervals in the range $-1<\cos \theta<1$ were used.


Figure 1: Correction factors for the polar angle distribution of charged particles in two different $x_{p}$ intervals.

These normalized distributions were corrected for the detector acceptance and efficiency, for the kinematical cuts, and for the initial state radiation. The correction factor values

$$
\begin{equation*}
C\left(x_{p}, \cos \theta\right)=\frac{f\left(x_{p}, \cos \theta\right)_{\text {true }}}{f\left(x_{p}, \cos \theta\right)_{\text {reconstructed }}} \tag{3}
\end{equation*}
$$

are shown in Fig. 1 as a function of $\cos \theta$ for two different bins of $x_{p}$. The values of $C\left(x_{p}, \cos \theta\right)$ were obtained by analysing events generated with the JETSET 7.3 PS program [16] with parameters taken from the DELPHI tuning [17]. Here $f\left(x_{p}, \cos \theta\right)_{\text {true }}$ is the distribution obtained from the final state hadrons in generated events, and $f\left(x_{p}, \cos \theta\right)_{\text {reconstructed }}$ represents the same distribution after full simulation of the response of the DELPHI detector [15] and application of the charged particle reconstruction and analysis procedures in the same way as for the real data. For the analysis of the charge asymmetric fragmentation function (see below), the distributions of positive and negative charged particles were obtained separately by using respective correction factors.

## 3 Components of the fragmentation function

The double-differential total cross-section for producing a charged hadron $h$ in the process $e^{+} e^{-} \rightarrow h+X$ via the $s$-channel exchange of a virtual photon or $Z^{0}$ follows from the standard tensor analysis [8,18] :

$$
\begin{equation*}
\frac{d^{2} \sigma^{h}}{d x_{p} d \cos \theta}=\frac{3}{8}\left(1+\cos ^{2} \theta\right) \frac{d \sigma_{T}^{h}}{d x_{p}}+\frac{3}{4} \sin ^{2} \theta \frac{d \sigma_{L}^{h}}{d x_{p}}+\frac{3}{4} \cos \theta \frac{d \sigma_{A}^{h}}{d x_{p}} \tag{4}
\end{equation*}
$$

where $d \sigma_{T}^{h} / d x_{p}, d \sigma_{L}^{h} / d x_{p}$ and $d \sigma_{A}^{h} / d x_{p}$ are the transverse, longitudinal and asymmetric components of the differential cross-section, respectively.

In the present analysis, all kinds of charged hadrons have been taken into account. Therefore the overall charged hadron differential cross-sections $d \sigma_{T}^{c h} / d x_{p}, d \sigma_{L}^{c h} / d x_{p}$ and $d \sigma_{A}^{c h} / d x_{p}$ were measured:

$$
\begin{equation*}
\frac{d \sigma_{P}^{c h}}{d x_{p}}=\sum_{h} \frac{d \sigma_{P}^{h}}{d x_{p}} \tag{5}
\end{equation*}
$$

where the subscript $P$ stands for $T, L$ or $A$.
With the available number of events, it is possible to measure these components separately by weighting the double-differential total cross-sections :

$$
\begin{equation*}
\frac{d \sigma_{P}^{c h}}{d x_{p}}=\int_{-v}^{+v} W_{P}(\cos \theta, v)\left[\frac{d^{2} \sigma^{c h}}{d x_{p} d \cos \theta}\right] d \cos \theta \tag{6}
\end{equation*}
$$

with appropriate weighting functions $W_{P}(P=T, L, T+L$, or $A)$ [18]:

$$
\begin{align*}
W_{T}(\cos \theta, v) & =\left[5 \cos ^{2} \theta\left(3-v^{2}\right)-v^{2}\left(5-3 v^{2}\right)\right] / 2 v^{5}, \\
W_{L}(\cos \theta, v) & =\left[v^{2}\left(5+3 v^{2}\right)-5 \cos ^{2} \theta\left(3+v^{2}\right)\right] / 4 v^{5}, \\
W_{T+L}(\cos \theta, v) & =W_{T}(\cos \theta, v)+W_{L}(\cos \theta, v),  \tag{7}\\
W_{A}(\cos \theta, v) & =2 \cos \theta / v^{3},
\end{align*}
$$

where the variable $v$ delimits the absolute value of the cosine of the angular range used. In the present analysis, its value was taken as $v=0.8$ in order to cover the interval where the correction factors are approximately constant (see Fig. 1). The effects of varying this value are taken into account in the systematic uncertainties.

A fitting procedure can also be used for the analysis of the distribution (4), as was done in $[10-12]$. The results obtained by the two methods are compared below.

Following [18], the transverse, longitudinal and asymmetric fragmentation functions are defined as :

$$
\begin{equation*}
F_{P}\left(x_{p}\right) \equiv \frac{1}{\sigma_{t o t}} \frac{d \sigma_{P}^{c h}}{d x_{p}} \tag{8}
\end{equation*}
$$

where $P=T, L, A$, and $\sigma_{t o t}$ is the total hadronic cross-section. In the parton model limit $\left(\alpha_{s} \rightarrow 0\right)$, the longitudinal fragmentation function $F_{L}\left(x_{p}\right)$ is equal to zero (by analogy with the longitudinal structure function in deep-inelastic scattering) and the transverse fragmentation function $F_{T}\left(x_{p}\right)$ coincides with the quark fragmentation function.

The asymmetric component, defined as above without reference to the hadron charge, should be zero. But separate analysis of positive and negative charged hadron samples should show a difference in sign between $d \sigma_{A}^{h^{+}} / d x_{p}$ and $d \sigma_{A}^{h^{-}} / d x_{p}$, where the superscripts $h^{+}$and $h^{-}$denote the components of the fragmentation function for positively and negatively charged hadrons, respectively. The difference

$$
\begin{equation*}
\tilde{F}_{A}\left(x_{p}\right)=\frac{1}{\sigma_{t o t}}\left(\frac{d \sigma_{A}^{h^{+}}}{d x_{p}}-\frac{d \sigma_{A}^{h^{-}}}{d x_{p}}\right) \tag{9}
\end{equation*}
$$

is therefore used, following [18], to define the "charge asymmetric" fragmentation function. Since hadrons with sufficiently high $x_{p}$ mainly result from the primary quark fragmentation, they carry the information on the primary quark charge. Therefore a non-zero charge asymmetric fragmentation function $\hat{F}_{A}$ should be observed in this $x_{p}$ region, reflecting the forward-backward asymmetry in the primary $e^{+} e^{-} \rightarrow q \bar{q}$ process.

### 3.1 Longitudinal and transverse fragmentation functions

The values for $F_{L}$ and $F_{T}$ found from this analysis are presented in Table 1 and are shown in Fig. 2, together with those of a similar analysis of JETSET 7.3 PS distributions and the corresponding results of OPAL [12].


Figure 2: Measured values of $F_{L}$ and $F_{T}$ obtained by the weighting method in DELPHI (circles). Also shown are analogous OPAL data (stars, slightly shifted in $x_{p}$ for clarity) and simulated JETSET PS distributions with the DELPHI tuning (histograms). Data are presented with total (statistical and systematic) errors.

Part of the difference in $F_{L}$ between the DELPHI and OPAL data in the region $x_{p}<$ 0.02 is due to the use of the $x_{E}$ variable in OPAL rather than $x_{p}$ here. Another difference is that OPAL used fits to angular distributions according to formula (4) rather than weighting.

Comparison of JETSET distributions generated with and without DELPHI tuning shows that differences in $F_{T}$ (as well as in $F_{L}$ ) exist only in the region $x_{p}<0.1$, and drop rapidly from $8 \%$ at $x_{p}<0.01$ to $2 \%$ at $0.03<x_{p}<0.05$.

The sum of the transverse and longitudinal fragmentation functions can be evaluated by direct integration of the double-differential cross-section with the weight ( $W_{T}+W_{L}$ ) in the angular range $|\cos \theta|<v$. The result of such an integration, $F_{T+L}$ for $v=0.8$, is shown in Table 1. The statistical and systematic errors on $F_{T+L}$ are reduced because $F_{T}$ and $F_{L}$ are anti-correlated. The ratios of the transverse $\sigma_{T}^{c h}$ or longitudinal $\sigma_{L}^{c h}$ cross-sections to the total cross-section $\sigma_{\text {tot }}$ are obtained by integrating the corresponding fragmentation function :

$$
\begin{equation*}
\frac{\sigma_{P}^{c h}}{\sigma_{t o t}}=\int_{0}^{1} \frac{x_{p}}{2} F_{P}\left(x_{p}\right) d x_{p} \tag{10}
\end{equation*}
$$

where $P=T, L$. This equation follows from the energy conservation sum rule and leads to the obvious equation $\sigma_{T} / \sigma_{t o t}+\sigma_{L} / \sigma_{t o t}=1$ for all hadrons. Values of $\sigma_{T}^{c h} / \sigma_{t o t}$ and $\sigma_{L}^{c h} / \sigma_{t o t}$ are shown in the bottom line of Table 1.

The charged particle multiplicity can be obtained by integrating $F_{T+L}$. This gives

$$
\begin{equation*}
\left\langle n^{c h}\right\rangle=\int_{0}^{1} F_{T+L} d x_{p}=21.21 \pm 0.01(\text { stat. }) \pm 0.20(\text { syst. }) \tag{11}
\end{equation*}
$$

The systematic uncertainty for $\left\langle n^{c h}\right\rangle$ was estimated by analysing the corresponding uncertainties of the fragmentation functions, as presented in Section 5 (see Table 4). The value of $\left\langle n^{c h}\right\rangle$ obtained is in good agreement with the average LEP/SLC result $20.99 \pm 0.14$ [19]. Charged particles with momentum below 0.1 GeV were taken into account through the standard correction factors (3), as were particles produced in secondary interactions. Charged hadrons produced in decays of $K_{s}^{0}$ and $\Lambda$ are included, as is the usual convention, since the correction procedure considers them as unstable particles. The problem of particle reconstruction inefficiency in the forward regions of the detector was avoided, since the weighting functions $W_{T}$ and $W_{L}$ take into account the limited angular range used, effectively performing the extrapolation of the angular distributions to their edges.


Figure 3: Comparison of $A=\left(F_{T}-2 F_{L}\right) /\left(F_{T}+2 F_{L}\right)$ calculated from the DELPHI data by the weighting method with other results : a) from DELPHI by applying the fitting method to the same data sample ; b) from TASSO at lower centre-of-mass energies. The combined statistical and systematic errors are shown for the DELPHI results.

The values of $F_{T}$ and $F_{L}$ have also been used to calculate the ratio $A=\left(F_{T}-\right.$ $\left.2 F_{L}\right) /\left(F_{T}+2 F_{L}\right)$, which is simply connected to the double-differential cross-section (4) in the limit of a negligible asymmetric component:

$$
\begin{equation*}
\frac{d^{2} \sigma^{c h}}{d x_{p} d \cos \theta} \sim 1+A \cos ^{2} \theta \tag{12}
\end{equation*}
$$

Another way to determine $A$ is by a direct fit of the angular distribution to equation (12), as done previously by TASSO [10] and DELPHI [11]. In Fig. 3a, the values of $A$ obtained by the two methods are plotted as a function of $x_{p}$. The fit result generally slightly exceeds that from weighting; but they both behave very similarly, confirming
the theoretical expectation that the longitudinal contribution should be significant in the region of $x_{p}<0.2$.

In Fig. 3b, values of $A$ obtained with the weighting method are plotted together with the TASSO results at centre-of-mass energies of $14 \mathrm{GeV}, 22 \mathrm{GeV}$ and 34 GeV [10]. The energy dependence of $A$ from TASSO is confirmed by the new precise DELPHI data. The DELPHI results provide a much better description of the $A$ behaviour in the full $x_{p}$ interval and clearly indicate the region where $F_{L}$ vanishes, namely $x_{p}>0.2$.

Analogously to the ratio (1), measured previously in deep-inelastic scattering experiments [6], the ratio $F_{L} / F_{T}$ was calculated. It is plotted in Fig. 4 together with the ratio $F_{L} / F_{T+L}$ (see values in Table 2). A significant contribution from the longitudinal component is clearly seen in the region $x_{p}<0.2$.


Figure 4: Ratio of the longitudinal to the transverse component of the fragmentation function and of the longitudinal component to the sum of both. Errors are both statistical and systematic.

### 3.2 Asymmetric fragmentation functions

The asymmetric component of the differential cross-section $F_{A} \equiv d \sigma_{A}^{c h} / d x_{p}$, see Eqs. (4) and (8), appears to be close to zero within errors, as expected, as can be seen from Fig. 5.

The charge asymmetric fragmentation function $\tilde{F}_{A}$, see Eq. (9), and the ratio $\tilde{F}_{A} / F_{T+L}$ are shown in Fig. 6. The corresponding JETSET 7.3 PS distributions are seen to agree qualitatively with the data. This charge asymmetric function $\tilde{F}_{A}$ is proportional to the vector coupling constants $v_{e}$ and $v_{q}$ which depend on the weak mixing angle [20]. The default value of $\sin ^{2} \theta_{W}=0.232$ was used in the JETSET model. However, studies performed with the JETSET PS model show that the sensitivity of $\tilde{F}_{A}$ and $\tilde{F}_{A} / F_{T+L}$ to $\sin ^{2} \theta_{W}$ is rather weak. Furthermore, the lack of exact theoretical calculations for the dependence of $\tilde{F}_{A}\left(x_{p}\right)$ on the weak mixing angle in the full $x_{p}$ interval also prevents extraction of a quantitative result on the value of $\sin ^{2} \theta_{W}$.

Recently, theoretical leading order (LO), next-to leading order (NLO) and next-to-next-to-leading order (NNLO) QCD predictions of the shape of $\tilde{F}_{A}\left(x_{p}, M_{Z}\right)$ have been made [21]. Within the model assumptions used, the charge asymmetric fragmentation


Figure 5: The asymmetric component $F_{A} \equiv \frac{1}{\sigma_{\text {tot }}} \frac{d \sigma_{A}^{c h}}{d x_{p}}$ of the fragmentation function for all charged hadrons, defined without reference to their charges. The combined statistical and systematic error is shown for each data point. This error is predominantly statistical for $x_{p}>0.06$. The shaded band shows the asymmetric component obtained from the same analysis of the similar amount of JETSET generated events within one standard deviation. The inset shows the high $x_{p}$ region with an expanded vertical scale.


Figure 6: a) The 'charge asymmetric' fragmentation function $\tilde{F}_{A}$ and b) the ratio $\tilde{F}_{A} / F_{T+L}$ extracted from the DELPHI data. The combined statistical and systematic errors are shown. The shaded bands represent the same functions obtained from the analysis of the similar amount of JETSET generated events within one standard deviation.
function is expected to be negative in the whole $x_{p}$ region; the first and second moments of $\tilde{F}_{A}$ calculated in the region $0.1<x_{p}<1$ are compared here with DELPHI results :

$$
\begin{array}{cccc} 
& \text { NLO, NNLO } & \text { LO } & \text { DELPHI } \\
\int_{0.1}^{1} \tilde{F}_{A} d x_{p}= & -0.016 & -0.023 & -0.028 \pm 0.006(\text { stat. }+ \text { syst.) } \\
\int_{0.1}^{1} \tilde{F}_{A} \frac{x_{p}}{2} d x_{p}= & -0.0020 & -0.0027 & -0.0036 \pm 0.0008(\text { stat. }+ \text { syst.) }
\end{array}
$$

The present analysis gives values which are closer to the LO predictions than to the NLO and NNLO ones. The same discrepancy was observed in OPAL data [12] and, as discussed in [21], this can indicate that non-perturbative corrections to $\tilde{F}_{A}$ are essential.

## 4 Calculation of $\alpha_{s}$

The cross-section components $\sigma_{L}$ and $\sigma_{T}$ in the inclusive annihilation process are infrared and collinear safe. The order $\alpha_{s}^{2}$ and power corrections to $\sigma_{T}$ and $\sigma_{L}$ have been calculated recently [22-25]. In principle, this provides a possibility for a new measurement of $\alpha_{s}$.

In the next-to-leading order of perturbative QCD, the full (charged plus neutral particles) longitudinal and transverse inclusive cross-sections, $\sigma_{L}$ and $\sigma_{T}$, which are connected to the full fragmentation functions $F_{L}$ and $F_{T}$ analogously to equation (10), are expressed as [22] :

$$
\begin{equation*}
\frac{\sigma_{L}}{\sigma_{t o t}}=1-\frac{\sigma_{T}}{\sigma_{t o t}}=\frac{\alpha_{s}}{\pi}+\frac{\alpha_{s}^{2}}{\pi^{2}}\left(13.583-N_{f} \cdot 1.028\right) \tag{13}
\end{equation*}
$$

where $N_{f}=5$ is the number of active quark flavours.
While Eq. (13) refers to the full charged plus neutral particle cross-sections, in the present analysis only the charged particle cross-sections are measured. To perform the conversion from charged particles to charged plus neutral particles, the ratios of the inclusive charged to the full cross-sections, $\sigma_{L}^{c h} / \sigma_{L}$ and $\sigma_{T}^{c h} / \sigma_{T}$, were studied in the JETSET 7.4 PS and HERWIG 5.9 models. As found previously by OPAL [12], they are approximately equal, with the values of the ratios found being $\sigma_{T}^{c h} / \sigma_{T}=0.6308 \pm 0.0004$ and $\sigma_{L}^{c h} / \sigma_{L}=0.624 \pm 0.005$ in JETSET, and $\sigma_{T}^{c h} / \sigma_{T}=0.6019 \pm 0.0005$ and $\sigma_{L}^{c h} / \sigma_{L}=0.603 \pm 0.007$ in HERWIG.

Assuming this equality gives the following values for the ratios of the full inclusive cross-sections:

$$
\begin{align*}
\frac{\sigma_{T}}{\sigma_{t o t}} & =\frac{\sigma_{T}^{c h}}{\sigma_{L}^{c h}+\sigma_{T}^{c h}}=0.949 \pm 0.001 \text { (stat.) } \pm 0.007 \text { (syst.) } \\
\frac{\sigma_{L}}{\sigma_{t o t}} & =\frac{\sigma_{L}^{c h}}{\sigma_{L}^{c h}+\sigma_{T}^{c h}}=0.051 \pm 0.001 \text { (stat.) } \pm 0.007 \text { (syst.) } \tag{14}
\end{align*}
$$

where the systematic uncertainties quoted correspond to those on $\sigma_{T}^{c h} / \sigma_{t o t}$ and $\sigma_{L}^{c h} / \sigma_{\text {tot }}$ (see Section 5). Small differences of about $1 \%$ between the ratios $\sigma_{L}^{c h} / \sigma_{L}$ and $\sigma_{T}^{c h} / \sigma_{T}$ would not lead to significant changes in $\sigma_{T} / \sigma_{t o t}$ or $\sigma_{L} / \sigma_{t o t}$.

Substituting the value of $\sigma_{L} / \sigma_{\text {tot }}$ into (13) gives the strong interaction coupling constant,

$$
\begin{equation*}
\alpha_{s}^{N L O}\left(M_{Z}\right)=0.120 \pm 0.002(\text { stat. }) \pm 0.013(\text { syst. }) . \tag{15}
\end{equation*}
$$

In the order $\alpha_{s}^{2}$ calculations [22], the ratios $\sigma_{L} / \sigma_{t o t}$ and $\sigma_{T} / \sigma_{t o t}$ depend on the mass factorisation scale $\mu$ and renormalization scale $R$. Equation (13) and the value of $\alpha_{s}$ in (15) correspond to $\mu=R=M_{Z}$. The dependence of $\alpha_{s}$ on the factorisation and renormalization scales (assuming $\mu=R$ ) is shown in Fig. 7. Between $\mu=2 Q$ and $\mu=Q / 2$, the value of $\alpha_{s}$ changes by about $12 \%$. This gives an additional error of $\pm 0.007$.


Figure 7: Dependence of the strong coupling constant $\alpha_{s}$ on the factorisation and renormalization scales $(\mu=R)$. The shaded region shows the $\pm 1 \sigma$ error band. The point indicates the $\alpha_{s}$ value obtained in this work for $\mu=Q$.

Non-perturbative corrections to the value of $\delta \sigma_{L} / \sigma_{t o t}$ have also been calculated recently $[23,24]$. They appear to be comparable with the next-to-leading order contributions. These corrections, which are also known as power corrections, were obtained by different methods, each of which led to a similar $\propto 1 / Q$ behaviour. At LEP1 energies, the value of the power corrections calculated in [23] under the assumption of an infraredregular effective behaviour of $\alpha_{s}$ was given as $\left(\delta \sigma_{L} / \sigma_{t o t}\right)^{P O W}=0.010 \pm 0.001$. A similar estimate of the power corrections to the longitudinal and transverse cross-sections was also obtained in [25], based on the assumption of ultraviolet dominance of higher-twist matrix elements. Studies performed with the JETSET 7.4 PS suggest corrections of the same magnitude.

Accounting for this estimate of the non-perturbative power corrections changes the $\alpha_{s}$ value of (15) to

$$
\begin{equation*}
\alpha_{s}^{N L O+P O W}\left(M_{Z}\right)=0.101 \pm 0.002(\text { stat. }) \pm 0.013(\text { syst. }) \pm 0.007(\text { scale }), \tag{16}
\end{equation*}
$$

where the scale uncertainty again comes from varying the renormalisation scale in the range $0.5<Q / \mu<2$ (see Fig. 7).

## 5 Studies of systematic effects

Several sources of systematic uncertainties were considered in the estimates quoted above. A study of the systematic deviations of the fragmentation functions caused by
the detector features and selection criteria was described in [5]. Analogous studies are performed here to estimate the systematics on the components of the fragmentation function and other measured variables, like the charged particle multiplicity and the cross-section components. The total systematic errors on $F_{T}$ and $F_{L}$ together with the three main contributions are shown as a function of $x_{p}$ in Table 3. Table 4 shows the systematic error estimates for $\sigma_{T}^{c h} / \sigma_{t o t}, \sigma_{L}^{c h} / \sigma_{t o t}$ and $\left\langle n^{c h}\right\rangle$.

Firstly, changes of the measured values under variations of the track and event selection criteria described in Section 2 were considered. The most significant changes arose from varying the impact parameter cut, reflecting the influence of short-living mesons and baryons and also of secondary interactions in the detector material, which distort the reconstructed impact parameter distributions and the inclusive spectra. Varying the cut on the polar angle of the event sphericity axis also led to significant changes, since it affected the angular distribution of the hadrons. Varying the cut on the polar angles of the tracks also gave deviations which exceeded the statistical errors. Changing the selection on the minimum particle momentum led to significant deviations in the very first bin, $0<x_{p}<0.01$. Varying other cuts gave less significant changes, not exceeding the corresponding statistical uncertainties.

To study the systematics related to the angular range limitation, the range analysed was varied from $|\cos \theta|<0.5$ up to $|\cos \theta|<0.9$, and the average deviation of the resulting values was considered as a systematic uncertainty. Changing the number of points involved in the analysis obviously affects the statistics. To separate out this statistical contribution to the observed deviations, the same analysis was performed on distributions generated by the JETSET 7.3 PS model with a similar number of events. The systematics were estimated by subtracting in quadrature the deviations obtained with the JETSET samples from those obtained with the DELPHI data.

Another source of systematic uncertainty is the angular region around $\cos \theta \approx 0$, where the charged particle reconstruction efficiency is relatively poor (see Fig. 1), due to the effect of the mid-plane of the TPC [14]. To study the influence of this effect, the analysis was repeated with the points between $-0.1<\cos \theta<0.1$ replaced by the values of the fitting function (12).

As mentioned above, the weighting and fitting methods gave slightly different results. Studies using generated JETSET PS events showed that the values of $F_{T}$ from the fitting procedure are systematically higher, and those of $F_{L}$ systematically lower, than those obtained by weighting. The difference does not exceed the statistical errors for $F_{T}$ and $F_{L}$; it is significant only for $\sigma_{L}^{c h} / \sigma_{t o t}$, where it amounts to $2.5 \%$. The results of the weighting method are closer to those of the JETSET PS generator model than those of the fitting method.

In the determination of the components of the cross-section, proper knowledge of the mean $x_{p}$ value in each histogram bin plays an important role. To estimate possible uncertainties connected to the association of $x_{p}$ value with each bin, $\sigma_{T}^{c h} / \sigma_{t o t}$ and $\sigma_{L}^{c h} / \sigma_{t o t}$ were alternatively evaluated as

$$
\begin{equation*}
\frac{\sigma_{P}^{c h}}{\sigma_{t o t}}=\frac{1}{\sigma_{t o t}} \int_{-v}^{+v} W_{P} d \cos \theta \int_{0}^{1} \frac{x_{p}}{2} \frac{d^{2} \sigma^{c h}}{d x_{p} d \cos \theta} d x_{p} \tag{17}
\end{equation*}
$$

where $P=T, L$ and integration over $d x_{p}$ was performed using the actual $x_{p}$ value for each measured track, instead of histogramming. The cross-sections obtained with this method differed by about $0.2 \%$ for transverse and $0.6 \%$ for longitudinal components.

Another source of systematics, connected to the mean charged multiplicity, is the fact that the JETSET event generator produces slightly different numbers of $K_{S}^{0}$ and
$\Lambda$ than are measured experimentally [17]. Studies of the influence of this effect showed that varying the average $K_{S}^{0}$ multiplicity by $\pm 5 \%$ leads to a change in measured $\left\langle n^{c h}\right\rangle$ of $\pm 0.02$. Varying the mean $\Lambda$ multiplicity did not lead to a significant change in $\left\langle n^{c h}\right\rangle$.

Discrepancy between the data collected during 1992 and 1993 data taking periods also contributes to the total systematic uncertainty. However, it exceeds the statistical error only in the region of $x_{p}<0.06$.

The quadratic sum of all the above mentioned errors is represented in Tables 3 and 4 as the total systematic uncertainty.

While in perturbation theory the Bjorken $x\left(x=x_{E}\right)$ variable is used for fragmentation function calculations, in $e^{+} e^{-}$annihilation it is usually replaced by the $x_{p}$ variable. Tests using the JETSET generator showed that for $F_{T}$ and $F_{L}$ the substitution of $x_{p}$ with $x_{E}$ affects only the region $x_{p}<0.02$, which is due to mass effects. For cross-sections it causes deviations of approximately $0.3 \%$ in the transverse and $2 \%$ in the longitudinal component.

## $6 \quad b$ and $u d s$ enriched event samples

Samples of events originating from quarks of different flavours were selected using the lifetime tag variable $P_{H}$ [15], defined as the probability for the hypothesis that all the charged particle tracks in a given hemisphere with respect to the thrust axis came from a single primary vertex. Since hadrons containing $b$ quarks have a high charged particle decay multiplicity and a long lifetime ( $\approx 1.55 \mathrm{ps}$ ), and are produced with a high momentum at LEP, this single-vertex probability is small for $Z^{0} \rightarrow b \bar{b}$ events. The selection was done assuming, according to the simulation, that requiring $P_{H}<10^{-3}$ selects $b \bar{b}$ events with purity $\approx 94 \%$ and efficiency $\approx 16 \%$, and requiring $P_{H}>0.3$ selects light quark events with purity $\approx 73 \%$ and efficiency $\approx 72 \%$. The particles to be analysed were then taken from the opposite hemisphere.

The selected samples consisted of about $42,000 \mathrm{~b}$ events and $610,000 \mathrm{uds}$ events. The contamination by heavy flavours in the uds events was estimated to be $\approx 11 \%$ from bottom and $\approx 16 \%$ from charm quarks.

As mentioned in Section 2, all experimental distributions have been multiplied by correction factors. These were calculated using (3), with the "true" spectra taken from pure generated $b$ or $u d s$ events and the "reconstructed" ones obtained using the DELSIM detector simulation [15] and applying the lifetime tagging procedure to the fully simulated events.

The procedure described in Sect. 3 for separating the longitudinal and transverse components of the fragmentation function was applied to the corrected $b$ and $u d s$ event samples. The components of the fragmentation functions for different quark flavours were defined as

$$
\begin{equation*}
F_{P}^{q} \equiv \frac{1}{\sigma_{t o t}^{q}} \frac{d \sigma_{P}^{q}}{d x_{p}}, \tag{18}
\end{equation*}
$$

where $P=T, L$ and $q=u d s, b$. The results are shown in Fig. 8 and Table 5.
The charged particle multiplicities in $b$ and $u d s$ events were obtained by integrating the fragmentation functions as described in Section 3.1. These too are presented in Table 5, and are in qualitative agreement with the overall multiplicity (11). The charged multiplicity observed in $b$ events is in good agreement with previous DELPHI results [26].

The main difference between the $b$ and $u d s$ spectra comes from the transverse component of the cross-section, which is softer for the $b$ quark sample. There is no significant


Figure 8: Transverse and longitudinal components of the fragmentation functions of different quark flavours. Errors include both statistical and systematic ones. For $b$-tagged events, the systematics do not exceed the statistical uncertainties. For light quark events, the systematics dominate mainly in the region $0<x_{p}<0.12$, where they amount to $\pm 1.5 \%$ for $F_{T}$ and about $\pm 10 \%$ for $F_{L}$.
difference between the longitudinal fragmentation functions $F_{L}^{u d s}$ and $F_{L}^{b}$. The fragmentation function components obtained from the analysis of the JETSET 7.3 PS generated events have the same behaviour as the data.

Studies of systematic uncertainties were performed as described in Section 5. For btagged events, the systematics do not exceed the statistical uncertainties. For light quark events, the systematics dominate mainly in the region $0<x_{p}<0.12$, where they amount to $\pm 1.5 \%$ for $F_{T}$ and about $\pm 10 \%$ for $F_{L}$.

## 7 Gluon fragmentation function

According to perturbative QCD, the longitudinal component of the fragmentation function is equal to zero in leading order (LO) of $\alpha_{s}$ [7,27,28], and is given in next-toleading order by $[8,9]$ :

$$
\begin{align*}
F_{L}\left(x_{p}\right) & =\frac{\alpha_{s}^{L O}\left(M_{Z}\right)}{2 \pi} C_{F} \int_{x_{p}}^{1} \frac{F_{T}(z)}{z} d z \\
& +\frac{2 \alpha_{s}^{L O}\left(M_{Z}\right)}{\pi} C_{F} \int_{x_{p}}^{1}\left(\frac{z}{x_{p}}-1\right) D_{g}(z) \frac{d z}{z}+\mathcal{O}\left(\alpha_{s}^{2}\right) \tag{19}
\end{align*}
$$

where the colour factor $C_{F}=4 / 3$ and $D_{g}(z)$ is a function which describes fragmentation of gluons into hadrons, given in leading order. This formula (19) contains the leading order expression for $\alpha_{s}^{L O}$ :

$$
\begin{equation*}
\alpha_{s}^{L O}(Q)=\frac{4 \pi}{\beta_{0} \ln \left(\frac{Q^{2}}{\Lambda_{L O}^{2}}\right)}, \tag{20}
\end{equation*}
$$

where $\beta_{0}=11-\frac{2}{3} N_{f}, N_{f}$ is the number of active quark flavours, $Q$ is the centre-of-mass energy, and $\Lambda_{L O} \equiv \Lambda_{L O}^{\left(N_{f}\right)}$ is the QCD scale parameter. In what follows, $\alpha_{s}$ is everywhere given for $N_{f}=5$. Strictly speaking, expression (19) is not valid in the region where $F_{L}$ approaches zero, thus it can be used only as an approximation.

Applying the perturbative formula (19) implies knowledge of the $\alpha_{s}^{L O}$ value consistent with the perturbation analysis. However, experimental results are presented mostly in terms of the next-to-leading order value of $\alpha_{s}$ only, thus a special analysis should be done to extract the value of $\alpha_{s}^{L O}$.

OPAL [12] used for this purpose the approximate ratio $\sigma_{L} / \sigma_{T}=\alpha_{s}^{L O} / \pi$, which can contain higher order and non-perturbative hadronization effects. This method gave a value of $\alpha_{s}^{L O}\left(M_{Z}\right)=0.190$ for OPAL data and $\alpha_{s}^{L O}\left(M_{Z}\right)=0.171$ for this analysis.

Alternatively, results from deep inelastic scattering experiments at high $Q^{2}$ can be used, since perturbation theory is known to be applicable there. To determine the leading order value of $\alpha_{s}^{L O}\left(M_{Z}\right)$, the QCD scale parameter $\Lambda_{L O}^{(4)}$, found by the BCDMS collaboration [29] was recalculated to $\alpha_{s}^{L O}\left(M_{Z}\right)=0.126 \pm 0.006$. A recent analysis of LEP and lower energy $e^{+} e^{-}$annihilation data [30] gave $\alpha_{s}^{L O}\left(M_{Z}\right) \approx 0.122$.

A third approach is to treat $\alpha_{s}^{L O}$ as a free parameter of a fit to the measured function $F_{L}$ using (19) neglecting $\mathcal{O}\left(\alpha_{s}^{2}\right)$ terms, similar to the ALEPH analysis [13].

The gluon fragmentation function $D_{g}\left(x_{p}\right)$ can be parameterized by the form $[12,13]$

$$
\begin{equation*}
D_{g}\left(x_{p}\right)=P_{1} \cdot x_{p}^{P_{2}}\left(1-x_{p}\right)^{P_{3}} e^{-P_{4} \ln ^{2} x_{p}} \tag{21}
\end{equation*}
$$

where the $P_{i}$ are free parameters of the fitting procedure. This parametrization is purely phenomenological. The form (21) implies also a strong correlation between the parameters $P_{i}$, suggesting that any set of values which describes the $D_{g}$ may not be unique.

The fit was performed using the measured transverse and longitudinal fragmentation functions $F_{L}$ and $F_{T}$ given in Table 1. The $x_{p}$ interval $0.01<x_{p}<0.6$ was used, in order to stay in the region where $F_{L}$ is well measured and to avoid the small $x_{p}$ region, where systematic uncertainties and non-perturbative effects are large.

The strong correlation between the parameters $P_{i}$ and between the values of $\alpha_{s}^{L O}$ and $P_{i}$, as well as the approximate nature of the fit due to the omission of $\mathcal{O}\left(\alpha_{s}^{2}\right)$ terms, suggest that special investigation of the uncertainty in $D_{g}$ is required. To estimate it, the fit was performed in two different conditions, either with a predefined value of $\alpha_{s}^{L O}=0.126$ or allowing $\alpha_{s}^{L O}$ to vary freely. Also, two different data samples were used: a) the $F_{L}$ and $F_{T}$ values measured in all hadronic events quoted in Table 1, b) the $F_{L}$ and $F_{T}$ values measured in heavy-quark and light-quark tagged events quoted in Table 5 and those measured in the remaining untagged events. The fragmentation functions of the tagged quarks and of the remaining quark mixture were fitted simultaneously, assuming the same shape for the gluon fragmentation function. Parameters evaluated with $\alpha_{s}^{L O}$ either fixed at the value 0.126 or being a free parameter are shown in Table 6 .

The gluon fragmentation function $D_{g}\left(x_{p}\right)$ corresponding to the parameter values obtained by fitting the $F_{L}$ and $F_{T}$ values measured for the natural flavour mix events (see Table 1) with $\alpha_{s}^{L O}$ free is plotted in Fig. 9 in the $x_{p}$ interval used in the fit. Similar fits done by the OPAL [12] and ALEPH [13] collaborations are also shown, together with the result of a similar fit to the JETSET PS generated events. In spite of having different sets of parameters in (21) (see Table 6 and references $[12,13]$ ), $D_{g}$ functions obtained by OPAL, ALEPH and DELPHI are in satisfactory agreement. The results obtained also exhibit a low sensitivity to $\alpha_{s}^{L O}$, which stems from the strong correlation between $\alpha_{s}^{L O}$ and $D_{g}$ and from the semi-empirical nature of the method.


Figure 9: Gluon fragmentation functions $D_{g}\left(x_{p}\right)$ as obtained from the DELPHI data (full curve, with shaded band showing the uncertainty in $D_{g}$ ) using a fit with the parametrization (21), and by OPAL (dotted curve) and ALEPH (dot-dashed curve) with the same parametrization, compared with a similar fit to distributions generated with the JETSET PS model (dashed curve) and with charged particle spectra from gluon jets in events of different topologies [31] (open and closed circles).

Recently, DELPHI presented measurements of the gluon fragmentation function using a procedure for separating quark and gluon jets in three-jet events [31]. Fig. 9 also compares the gluon fragmentation functions $D_{g}\left(x_{p}\right)$ with the inclusive particle distributions in gluon jets obtained in this way. The two measurements are complementary. They are in reasonable agreement in the region of $x_{p}>0.2$, but there is a systematic difference at small $x_{p}$. The method based on fitting $F_{L}$ and $F_{T}$ with equation (19) has some limitations, because that equation is valid only in the next-to-leading order of perturbative QCD. However, it is independent of the jet definition and therefore is potentially more reliable in the region of small $x_{p}$, where the assignment of particles to jets is arbitrary. In addition, the gluon fragmentation functions obtained with these two methods might have different behaviours due to the effect of $Q^{2}$ dependence, because the selected gluon samples have different average energies.

Fig. 10 compares the gluon fragmentation function $D_{g}\left(x_{p}\right)$ with the transverse fragmentation function $F_{T}\left(x_{p}\right)$, which can be considered as a quark fragmentation function at large values of $x_{p}$, where $F_{L}\left(x_{p}\right)$ can be neglected. There is a clear indication that the gluon spectrum is softer, as qualitatively predicted by QCD.

## 8 Summary

Data collected by DELPHI in 1992 and 1993 have been used to measure the inclusive charged hadron cross-section in the full available $x_{p}$ and polar angle $\theta$ intervals. Using the weighting functions method, the transverse $F_{T}$, longitudinal $F_{L}$ and charge asymmetry $\tilde{F}_{A}$ fragmentation functions were evaluated from the double differential charged hadron crosssection $d^{2} \sigma^{c h} / d x_{p} d \cos \theta$. Available statistics of more than one million events allow precise measurement of the longitudinal fragmentation function, which serves as an important


Figure 10: Comparison of the gluon fragmentation function $D_{g}\left(x_{p}\right)$ with the transverse fragmentation function $F_{T}\left(x_{p}\right)$ (as in Figure 2). The shaded band shows the range of $D_{g}$ deviations.
test of QCD. Confirming qualitative theoretical predictions, $F_{L}$ was found to be non-zero in the region of $x_{p}<0.2$ and vanishing at higher $x_{p}$.

The transverse $\sigma_{T} / \sigma_{t o t}$ and longitudinal $\sigma_{L} / \sigma_{t o t}$ fractions of the charged hadron crosssection, defined as the second moments of the corresponding fragmentation functions, were inferred from the data. The value of $\sigma_{L} / \sigma_{t o t}=0.051 \pm 0.007$ obtained was used to calculate the strong coupling constant $\alpha_{s}\left(M_{Z}\right)$ to the next-to-leading order of perturbative QCD, giving $\alpha_{s}^{N L O}\left(M_{Z}\right)=0.120 \pm 0.013$. Inclusion of non-perturbative power corrections led to the value of $\alpha_{s}^{N L O+P O W}\left(M_{Z}\right)=0.101 \pm 0.013$.

The measured functions $F_{T}$ and $F_{L}$ were used to estimate the mean charged multiplicity, which was found to be $\left\langle n^{c h}\right\rangle=21.21 \pm 0.20$. This value takes into account particle reconstruction inefficiencies in the forward regions of the detector through the weighting functions.

The charge asymmetry fragmentation function $\tilde{F}_{A}$ is connected to the electroweak theory parameter $\sin ^{2} \theta_{W}$. Measured data are consistent with the value $\sin ^{2} \theta_{W}=0.232$ which was used as an input parameter for JETSET.

Using the lifetime tagging procedure, $F_{T}$ and $F_{L}$ were measured from $b$ and $u d s$ enriched event samples. Performing simultaneous fit of measured fragmentation functions, the parametrization of the gluon fragmentation function $D_{g}$ was made. Comparison of $D_{g}$ to $F_{T}$, which is considered as the quark fragmentation function to the leading order of QCD, confirms qualitative QCD prediction, that the gluon fragmentation function is softer than the quark one.
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| $x_{p}$ range | $F_{T}\left(x_{p}\right)$ | $F_{L}\left(x_{p}\right)$ | $\tilde{F}_{A}\left(x_{p}\right)$ | $F_{T+L}\left(x_{p}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| $0.00-0.01$ | $291.6 \pm 0.9 \pm 13.0$ | $117.0 \pm 0.7 \pm 7.5$ | $0.07 \pm 0.48 \pm 2.28$ | $408.6 \pm 0.4 \pm 8.6$ |
| $0.01-0.02$ | $326.9 \pm 0.6 \pm 6.1$ | $84.2 \pm 0.4 \pm 5.5$ | $-0.08 \pm 0.30 \pm 1.30$ | $411.1 \pm 0.3 \pm 3.1$ |
| $0.02-0.03$ | $229.4 \pm 0.5 \pm 3.4$ | $37.1 \pm 0.4 \pm 3.2$ | $0.13 \pm 0.25 \pm 0.62$ | $266.4 \pm 0.2 \pm 2.4$ |
| $0.03-0.04$ | $167.2 \pm 0.4 \pm 3.8$ | $18.5 \pm 0.3 \pm 2.9$ | $0.60 \pm 0.21 \pm 0.38$ | $185.7 \pm 0.2 \pm 2.2$ |
| $0.04-0.05$ | $126.4 \pm 0.4 \pm 1.8$ | $11.3 \pm 0.3 \pm 1.6$ | $0.41 \pm 0.18 \pm 0.33$ | $137.7 \pm 0.1 \pm 1.4$ |
| $0.05-0.06$ | $98.4 \pm 0.3 \pm 1.6$ | $7.4 \pm 0.2 \pm 1.2$ | $-0.08 \pm 0.16 \pm 0.44$ | $105.7 \pm 0.1 \pm 1.2$ |
| $0.06-0.07$ | $78.7 \pm 0.3 \pm 1.4$ | $5.5 \pm 0.2 \pm 0.9$ | $-0.05 \pm 0.14 \pm 0.15$ | $84.2 \pm 0.1 \pm 1.0$ |
| $0.07-0.08$ | $64.5 \pm 0.3 \pm 1.0$ | $3.8 \pm 0.2 \pm 0.7$ | $-0.28 \pm 0.13 \pm 0.25$ | $68.3 \pm 0.1 \pm 0.8$ |
| $0.08-0.09$ | $54.4 \pm 0.2 \pm 0.8$ | $2.3 \pm 0.2 \pm 0.5$ | $-0.25 \pm 0.12 \pm 0.13$ | $56.70 \pm 0.10 \pm 0.69$ |
| $0.09-0.10$ | $45.6 \pm 0.2 \pm 0.8$ | $1.9 \pm 0.2 \pm 0.5$ | $-0.02 \pm 0.11 \pm 0.19$ | $47.52 \pm 0.09 \pm 0.59$ |
| $0.10-0.12$ | $36.2 \pm 0.1 \pm 0.6$ | $1.1 \pm 0.1 \pm 0.3$ | $-0.25 \pm 0.07 \pm 0.10$ | $37.31 \pm 0.06 \pm 0.46$ |
| $0.12-0.14$ | $27.1 \pm 0.1 \pm 0.4$ | $0.64 \pm 0.08 \pm 0.25$ | $-0.02 \pm 0.06 \pm 0.06$ | $27.71 \pm 0.05 \pm 0.37$ |
| $0.14-0.16$ | $20.6 \pm 0.1 \pm 0.3$ | $0.50 \pm 0.07 \pm 0.15$ | $-0.08 \pm 0.05 \pm 0.09$ | $21.12 \pm 0.04 \pm 0.26$ |
| $0.16-0.18$ | $16.27 \pm 0.09 \pm 0.28$ | $0.21 \pm 0.07 \pm 0.17$ | $-0.11 \pm 0.05 \pm 0.07$ | $16.38 \pm 0.04 \pm 0.23$ |
| $0.18-0.20$ | $12.88 \pm 0.08 \pm 0.20$ | $0.09 \pm 0.06 \pm 0.10$ | $-0.08 \pm 0.04 \pm 0.02$ | $12.97 \pm 0.03 \pm 0.17$ |
| $0.20-0.25$ | $8.79 \pm 0.04 \pm 0.13$ | $0.08 \pm 0.03 \pm 0.05$ | $-0.12 \pm 0.02 \pm 0.05$ | $8.87 \pm 0.02 \pm 0.11$ |
| $0.25-0.30$ | $5.29 \pm 0.03 \pm 0.08$ | $0.03 \pm 0.02 \pm 0.03$ | $-0.06 \pm 0.02 \pm 0.02$ | $5.31 \pm 0.01 \pm 0.07$ |
| $0.30-0.40$ | $2.73 \pm 0.02 \pm 0.07$ | $0.007 \pm 0.012 \pm 0.020$ | $-0.036 \pm 0.009 \pm 0.025$ | $2.734 \pm 0.007 \pm 0.057$ |
| $0.40-0.50$ | $1.16 \pm 0.01 \pm 0.04$ | $0.008 \pm 0.008 \pm 0.022$ | $-0.018 \pm 0.006 \pm 0.008$ | $1.167 \pm 0.005 \pm 0.019$ |
| $0.50-0.60$ | $0.502 \pm 0.007 \pm 0.010$ | $0.006 \pm 0.005 \pm 0.007$ | $-0.021 \pm 0.004 \pm 0.005$ | $0.508 \pm 0.003 \pm 0.008$ |
| $0.60-0.80$ | $0.155 \pm 0.003 \pm 0.007$ | $0.0004 \pm 0.0021 \pm 0.0043$ | $-0.0007 \pm 0.0015 \pm 0.0040$ | $0.155 \pm 0.001 \pm 0.008$ |
| $0.80-1.00$ | $0.018 \pm 0.001 \pm 0.003$ | $0.0012 \pm 0.0007 \pm 0.0020$ | $-0.0007 \pm 0.0005 \pm 0.0017$ | $0.0193 \pm 0.0004 \pm 0.0023$ |
| $\sigma_{P}^{\text {ch }} / \sigma_{t o t}$ | $0.5788 \pm 0.0007 \pm 0.0068$ | $0.0309 \pm 0.0005 \pm 0.0042$ |  | - |
| 0 |  |  |  |  |

Table 1: Transverse $F_{T}\left(x_{p}\right)$, longitudinal $F_{L}\left(x_{p}\right)$ and asymmetric $\tilde{F}_{A}\left(x_{p}\right)$ components of the fragmentation function, and the summed function $F_{T+L}\left(x_{p}\right)$, measured using the weighting method. The $\sigma_{P}^{c h} / \sigma_{t o t}(P=T, L, T+L)$ are the corresponding fractions of the charged particle cross-section. The first error is statistical and the second one is systematic. The function $F_{T+L}\left(x_{p}\right)$ was evaluated from the double-differential cross-section by applying the weight $\left(W_{T}+W_{L}\right)$ and integrating over the angular range $|\cos \theta|<0.8$. The smallness of the errors on $F_{T+L}\left(x_{p}\right)$ reflects the anti-correlation between the errors on $F_{T}$ and $F_{L}$.

| $x_{p}$ range | $F_{L} / F_{T}$ | $F_{L} / F_{T+L}$ |
| :---: | :---: | :---: |
| $0.00-0.01$ | $0.401 \pm 0.004 \pm 0.043$ | $0.286 \pm 0.002 \pm 0.021$ |
| $0.01-0.02$ | $0.258 \pm 0.002 \pm 0.021$ | $0.205 \pm 0.001 \pm 0.014$ |
| $0.02-0.03$ | $0.162 \pm 0.002 \pm 0.016$ | $0.139 \pm 0.001 \pm 0.013$ |
| $0.03-0.04$ | $0.111 \pm 0.002 \pm 0.019$ | $0.100 \pm 0.002 \pm 0.016$ |
| $0.04-0.05$ | $0.090 \pm 0.002 \pm 0.013$ | $0.082 \pm 0.002 \pm 0.012$ |
| $0.05-0.06$ | $0.075 \pm 0.003 \pm 0.012$ | $0.070 \pm 0.002 \pm 0.011$ |
| $0.06-0.07$ | $0.069 \pm 0.003 \pm 0.013$ | $0.065 \pm 0.002 \pm 0.012$ |
| $0.07-0.08$ | $0.059 \pm 0.003 \pm 0.011$ | $0.056 \pm 0.003 \pm 0.010$ |
| $0.08-0.09$ | $0.043 \pm 0.003 \pm 0.010$ | $0.041 \pm 0.003 \pm 0.010$ |
| $0.09-0.10$ | $0.042 \pm 0.003 \pm 0.011$ | $0.040 \pm 0.003 \pm 0.010$ |
| $0.10-0.12$ | $0.030 \pm 0.003 \pm 0.009$ | $0.029 \pm 0.003 \pm 0.009$ |
| $0.12-0.14$ | $0.024 \pm 0.003 \pm 0.009$ | $0.023 \pm 0.003 \pm 0.009$ |
| $0.14-0.16$ | $0.024 \pm 0.004 \pm 0.007$ | $0.024 \pm 0.004 \pm 0.008$ |
| $0.16-0.18$ | $0.013 \pm 0.004 \pm 0.011$ | $0.013 \pm 0.004 \pm 0.010$ |
| $0.18-0.20$ | $0.007 \pm 0.005 \pm 0.008$ | $0.007 \pm 0.005 \pm 0.008$ |
| $0.20-0.25$ | $0.009 \pm 0.004 \pm 0.006$ | $0.009 \pm 0.004 \pm 0.006$ |
| $0.25-0.30$ | $0.005 \pm 0.005 \pm 0.005$ | $0.005 \pm 0.005 \pm 0.006$ |
| $0.30-0.40$ | $0.003 \pm 0.004 \pm 0.007$ | $0.003 \pm 0.005 \pm 0.007$ |
| $0.40-0.50$ | $0.007 \pm 0.007 \pm 0.019$ | $0.007 \pm 0.007 \pm 0.019$ |
| $0.50-0.60$ | $0.012 \pm 0.011 \pm 0.014$ | $0.012 \pm 0.010 \pm 0.013$ |
| $0.60-0.80$ | $0.003 \pm 0.014 \pm 0.029$ | $0.003 \pm 0.014 \pm 0.028$ |
| $0.80-1.00$ | $0.065 \pm 0.044 \pm 0.139$ | $0.061 \pm 0.039 \pm 0.119$ |

Table 2: Ratio of the longitudinal to the transverse component of the fragmentation function and to the sum of the longitudinal and transverse components. Statistical and systematic errors are shown. The systematic uncertainties are correlated between $x_{p}$ bins.

|  | Track/event selection |  | Angular range |  | Region of $\|\cos \theta\| \approx 0$ |  | Total |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{p}$ range | $\Delta F_{T}$ | $\Delta F_{L}$ | $\Delta F_{T}$ | $\Delta F_{L}$ | $\Delta F_{T}$ | $\Delta F_{L}$ | $\Delta F_{T}$ | $\Delta F_{L}$ |
| $0.00-0.01$ | 10 | 5 | 8 | 5 | 1 | 1 | 13 | 7 |
| $0.01-0.02$ | 3 | 4 | 5 | 3 | 1 | 2 | 5 | 5 |
| $0.02-0.03$ | 1 | 2 | 3 | 2 | 1 | 1 | 4 | 3 |
| $0.03-0.04$ | 2 | 2 | 3 | 2 | 0.7 | 0.8 | 4 | 3 |
| $0.04-0.05$ | 1.0 | 1 | 1 | 0.8 | 0.6 | 0.7 | 2 | 1 |
| $0.05-0.06$ | 0.8 | 0.6 | 1 | 0.8 | 0.4 | 0.4 | 2 | 1 |
| $0.06-0.07$ | 0.7 | 0.4 | 1 | 0.7 | 0.4 | 0.4 | 1 | 0.9 |
| $0.07-0.08$ | 0.5 | 0.3 | 0.8 | 0.5 | 0.2 | 0.2 | 1.0 | 0.6 |
| $0.08-0.09$ | 0.5 | 0.2 | 0.5 | 0.3 | 0.2 | 0.2 | 0.8 | 0.5 |
| $0.09-0.10$ | 0.4 | 0.2 | 0.5 | 0.3 | 0.2 | 0.2 | 0.7 | 0.4 |
| $0.10-0.12$ | 0.4 | 0.1 | 0.4 | 0.2 | 0.1 | 0.1 | 0.5 | 0.3 |
| $0.12-0.14$ | 0.3 | 0.1 | 0.3 | 0.2 | 0.08 | 0.09 | 0.4 | 0.2 |
| $0.14-0.16$ | 0.2 | 0.07 | 0.1 | 0.06 | 0.08 | 0.09 | 0.3 | 0.1 |
| $0.16-0.18$ | 0.2 | 0.1 | 0.1 | 0.09 | 0.01 | 0.01 | 0.3 | 0.1 |
| $0.18-0.20$ | 0.2 | 0.07 | 0.07 | 0.05 | 0.03 | 0.03 | 0.2 | 0.08 |
| $0.20-0.25$ | 0.1 | 0.02 | 0.05 | 0.03 | 0.02 | 0.02 | 0.1 | 0.04 |
| $0.25-0.30$ | 0.07 | 0.009 | 0.03 | 0.01 | 0.009 | 0.010 | 0.08 | 0.02 |
| $0.30-0.40$ | 0.04 | 0.008 | 0.05 | 0.006 | 0.008 | 0.009 | 0.07 | 0.02 |
| $0.40-0.50$ | 0.02 | 0.011 | 0.03 | 0.016 | 0.009 | 0.010 | 0.04 | 0.02 |
| $0.50-0.60$ | 0.006 | 0.003 | 0.003 | 0.003 | 0.0002 | 0.0002 | 0.007 | 0.005 |
| $0.60-0.80$ | 0.005 | 0.003 | 0.004 | 0.003 | 0.0004 | 0.0004 | 0.007 | 0.004 |
| $0.80-1.00$ | 0.002 | 0.001 | 0.002 | 0.001 | 0.0009 | 0.0011 | 0.003 | 0.002 |

Table 3: Main contributions to the systematic uncertainties on $F_{T}$ and $F_{L}$, arising from variations of the track and event selection criteria, the angular range analysed and the influence of the region of $|\cos \theta| \approx 0$, together with the total systematic errors. Systematic uncertainties are correlated between $x_{p}$ bins.

| Criterion | $\Delta \frac{\sigma_{T}^{c h}}{\sigma_{\text {tot }}}$ | $\Delta \frac{\sigma_{L}^{c h}}{\sigma_{\text {tot }}}$ | $\Delta\left\langle n^{c h}\right\rangle$ |
| :--- | :---: | :---: | :---: |
| Track and event selection | 0.005 | 0.002 | 0.19 |
| Angular range | 0.004 | 0.003 | 0.05 |
| Region of $\|\cos \theta\| \approx 0$ | 0.002 | 0.002 | 0.01 |
| Weighting/fitting | 0.001 | 0.0008 | 0.05 |
| $x_{p}$ evaluation method | 0.001 | 0.0002 | - |
| Uncertainty in $K_{s}^{0}$ | - | - | 0.02 |
| Total | 0.007 | 0.004 | 0.20 |

Table 4: Systematic deviations of the components of the charged particle cross-section and of the mean charged particle multiplicity due to variations of the specified criteria.

| $x_{p}$ range | $F_{T}^{b}\left(x_{p}\right)$ | $F_{L}^{b}\left(x_{p}\right)$ | $F_{T}^{u d s}\left(x_{p}\right)$ | $F_{L}^{u d s}\left(x_{p}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| $0.00-0.01$ | $331 \pm 9 \pm 22$ | $113 \pm 7 \pm 13$ | $280 \pm 2 \pm 10$ | $115 \pm 1 \pm 6$ |
| $0.01-0.02$ | $369 \pm 6 \pm 12$ | $89 \pm 4 \pm 9$ | $317 \pm 1 \pm 4$ | $79 \pm 1 \pm 4$ |
| $0.02-0.03$ | $264 \pm 5 \pm 12$ | $45 \pm 4 \pm 7$ | $218 \pm 1 \pm 3$ | $33.7 \pm 0.9 \pm 2.6$ |
| $0.03-0.04$ | $200 \pm 5 \pm 9$ | $19 \pm 3 \pm 6$ | $158.4 \pm 1.0 \pm 2.6$ | $15.4 \pm 0.7 \pm 2.1$ |
| $0.04-0.05$ | $141 \pm 4 \pm 4$ | $18 \pm 3 \pm 3$ | $117.5 \pm 0.9 \pm 1.2$ | $9.6 \pm 0.6 \pm 1.0$ |
| $0.05-0.06$ | $120 \pm 4 \pm 4$ | $6 \pm 2 \pm 2$ | $91.8 \pm 0.7 \pm 0.9$ | $5.6 \pm 0.5 \pm 0.6$ |
| $0.06-0.07$ | $94 \pm 3 \pm 3$ | $6 \pm 2 \pm 2$ | $73.7 \pm 0.7 \pm 0.7$ | $4.3 \pm 0.5 \pm 0.5$ |
| $0.07-0.08$ | $74 \pm 3 \pm 3$ | $7 \pm 2 \pm 2$ | $61.3 \pm 0.6 \pm 0.7$ | $2.3 \pm 0.4 \pm 0.4$ |
| $0.08-0.09$ | $68 \pm 3 \pm 3$ | $1 \pm 2 \pm 2$ | $51.6 \pm 0.6 \pm 0.7$ | $1.0 \pm 0.4 \pm 0.4$ |
| $0.09-0.10$ | $53 \pm 2 \pm 3$ | $2 \pm 2 \pm 2$ | $43.4 \pm 0.5 \pm 0.5$ | $1.1 \pm 0.4 \pm 0.5$ |
| $0.10-0.12$ | $40 \pm 2 \pm 3$ | $3 \pm 1 \pm 2$ | $35.0 \pm 0.3 \pm 0.5$ | $0.4 \pm 0.2 \pm 0.3$ |
| $0.12-0.14$ | $28 \pm 1 \pm 2$ | $1.6 \pm 0.9 \pm 1.3$ | $26.9 \pm 0.3 \pm 0.5$ | $-0.3 \pm 0.2 \pm 0.3$ |
| $0.14-0.16$ | $19 \pm 1 \pm 1$ | $1.7 \pm 0.7 \pm 0.7$ | $20.5 \pm 0.3 \pm 0.4$ | $0.02 \pm 0.19 \pm 0.16$ |
| $0.16-0.18$ | $15.9 \pm 1.0 \pm 1.1$ | $0.4 \pm 0.7 \pm 0.7$ | $15.9 \pm 0.2 \pm 0.3$ | $0.32 \pm 0.17 \pm 0.19$ |
| $0.18-0.20$ | $11.2 \pm 0.8 \pm 1.1$ | $0.8 \pm 0.6 \pm 0.9$ | $13.7 \pm 0.2 \pm 0.3$ | $-0.46 \pm 0.15 \pm 0.36$ |
| $0.20-0.25$ | $7.8 \pm 0.4 \pm 0.6$ | $-0.2 \pm 0.3 \pm 0.2$ | $9.4 \pm 0.1 \pm 0.2$ | $-0.16 \pm 0.08 \pm 0.13$ |
| $0.25-0.30$ | $4.0 \pm 0.3 \pm 0.3$ | $-0.03 \pm 0.20 \pm 0.11$ | $5.92 \pm 0.09 \pm 0.10$ | $-0.12 \pm 0.07 \pm 0.14$ |
| $0.30-0.40$ | $1.8 \pm 0.1 \pm 0.2$ | $0.04 \pm 0.10 \pm 0.11$ | $3.22 \pm 0.05 \pm 0.06$ | $-0.10 \pm 0.03 \pm 0.11$ |
| $0.40-0.50$ | $0.44 \pm 0.07 \pm 0.07$ | $0.13 \pm 0.05 \pm 0.19$ | $1.42 \pm 0.03 \pm 0.06$ | $-0.01 \pm 0.02 \pm 0.02$ |
| $0.50-0.60$ | $0.15 \pm 0.05 \pm 0.05$ | $0.03 \pm 0.03 \pm 0.02$ | $0.68 \pm 0.02 \pm 0.03$ | $-0.02 \pm 0.02 \pm 0.02$ |
| $0.60-0.80$ | $0.04 \pm 0.02 \pm 0.03$ | $0.001 \pm 0.012 \pm 0.018$ | $0.24 \pm 0.01 \pm 0.01$ | $-0.01 \pm 0.01 \pm 0.04$ |
| $0.80-1.00$ | $0.0002 \pm 0.0004 \pm 0.0004$ | $-0.0001 \pm 0.0003 \pm 0.0001$ | $0.024 \pm 0.004 \pm 0.004$ | $0.005 \pm 0.003 \pm 0.004$ |
| $\left\langle n^{c h}\right\rangle$ |  | $23.47 \pm 0.07 \pm 0.36$ |  | $20.35 \pm 0.01 \pm 0.19$ |

Table 5: Transverse and longitudinal components of the fragmentation function for $Z^{0}$ decays into either $b \bar{b}$ or light quark-antiquark pairs The first error is statistical and the second one is systematic. The charged particle multiplicities are calculated by integrating the corresponding $F_{T+L}$ distributions.

|  | Natural flavour mix |  | Flavour-tagged events |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $\alpha_{s}^{L O}=0.126$, fixed | $\alpha_{s}^{L O}=0.131 \pm 0.066$ | $\alpha_{s}^{L O}=0.126$, fixed | $\alpha_{s}^{L O}=0.133 \pm 0.032$ |
| $P_{1}$ | $0.47 \pm 0.07$ | $0.46 \pm 0.26$ | $0.47 \pm 0.05$ | $0.46 \pm 0.15$ |
| $P_{2}$ | $-2.90 \pm 0.02$ | $-2.85 \pm 0.03$ | $-2.84 \pm 0.01$ | $-2.84 \pm 0.01$ |
| $P_{3}$ | $5 \pm 1$ | $4 \pm 1$ | $3.3 \pm 0.5$ | $3.5 \pm 0.5$ |
| $P_{4}$ | $0.29 \pm 0.01$ | $0.30 \pm 0.01$ | $0.29 \pm 0.01$ | $0.30 \pm 0.01$ |
| $\chi^{2} /$ ndf | $10 / 15=0.7$ | $11 / 14=0.8$ | $132 / 53=2.5$ | $132 / 52=2.5$ |

Table 6: Parameters for the gluon fragmentation function (21) obtained from fits with $\alpha_{s}^{L O}$ either fixed at the value of 0.126 or treated as a free parameter. The 'Natural flavour $m i x$ ' columns correspond to the fit to the natural flavour mix data given in Table 1. The 'Flavour-tagged events' columns correspond to the simultaneous fit to the $b$ - and $u d s$-tagged data given in Table 5 and the remaining untagged events.
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#### Abstract

The study of the directional dependence of two-particle correlations in the hadronic decays of the $Z$ boson is performed using the data collected by the DELPHI experiment. Investigation of the dependence of correlation radii on the transverse mass reveals a behaviour similar to that in heavy ions collisions, namely, an approximate $1 / \sqrt{m_{t}}$ dependence. Comparison to a simple Monte Carlo model shows a similar tendency.


## 1 Introduction

Recent interest in profound studies of the Bose-Einstein correlations in $Z^{0}$ hadronic decays in $e^{+} e^{-}$annihilation arose mainly in connection to the predictions that the $W$ mass measured in hadronic $W^{+} W^{-}$events can have a shift of about 100 MeV due to the Bose-Einstein effects ${ }^{1}$. Being separated in space and time by distances much smaller than typical source radii, the $W^{+}$ and $W^{-}$source regions overlap, which means that the Bose-Einstein effects on the hadronization stage can couple identical bosons from $W^{+}$and $W^{-}$.

So far, only phenomenological models are used to describe the hadronization process and Bose-Einstein effects in particular. Studies of the identicalboson correlations in $e^{+} e^{-}$annihilation processes at LEP energies up to now were concentrated on the shape of the correlation function in terms of the invariant four-momentum difference of particles $Q^{2-4}$ while at lower energies several collaborations studied Bose-Einstein correlations using two-dimensional distributions in components of $Q^{5}$.

High-energy heavy-ion collision experiments developed precision methods for the boson interferometry studies ${ }^{6-7}$ to obtain information on the spacetime development of the particle emitting source. Analysis performed for the three components of the momentum difference of two identical bosons shows a transverse mass dependence of the correlation radii, ${ }^{7,8}$ which is described by hydrodynamical models of the particle source expansion.

Here, a similar analysis of the $Z^{0}$ hadronic decays is presented. Twoparticle correlations are studied as a function of three components of the fourmomentum difference in different transverse mass $m_{t}$ intervals. Results are compared to those obtained from the analysis of $\mathrm{JETSET}^{9}$ generated events.

## 2 Data selection

Data collected by the DELPHI detector ${ }^{10}$ in 1991-1994 at centre-of-mass energies around $\sqrt{s}=91.2 \mathrm{GeV}(86.2 \leq \sqrt{s} \leq 94.2 \mathrm{GeV})$ are used.

Only charged particles in hadronic events are involved in the analysis. In the barrel region they are measured by a set of cylindrical tracking detectors in the solenoidal magnetic field of 1.2 T. The main tracking device was the Time Projection Chamber (TPC). Additional $R \varphi$ measurements are provided by the Outer Detector (OD) and the Inner Detector (ID). In the forward direction ( $\theta$ between $11^{\circ}$ and $33^{\circ}$ and between $147^{\circ}$ and $169^{\circ}$ ) charged particles are measured by a set of planar drift chambers FCA and FCB.

Tracks were taken into account if their impact parameter was below 5 cm in the transverse plane and below 10 cm along the beam axis, measured track length was above 50 cm , momentum between $0.1 \mathrm{GeV} / c$ and $50 \mathrm{GeV} / c$ and polar angle between $11^{\circ}$ and $169^{\circ}$.

Hadronic events were then selected by requiring that they contain at least 5 charged particles with momentum above $0.2 \mathrm{GeV} / c$, the total energy of all charged particles exceeded 15 GeV (assuming the $\pi^{ \pm}$mass for particles), having at least 3 GeV in each hemisphere with respect to the sphericity axis, the latter with a polar angle between $26^{\circ}$ and $154^{\circ}$. The momentum imbalance was restricted to $20 \mathrm{GeV} / c$.

Only two-jet events were selected for this analysis. The selection was done using the $\mathrm{LUCLUS}{ }^{9}$ clustering algorithm (with parameter $d_{j o i n}=2.7$ ), requiring also the thrust value to be more than 0.95 and the jet opening angle to be at least $175^{\circ}$. A total of about 670,000 events satisfied those criteria.

For reason of comparison, the same analysis was performed using DELPHI tuned ${ }^{11}$ Jetset PS generated events (Bose-Einstein effects included) with the DELSIM ${ }^{12}$ detector simulation.

## 3 Analysis and results

The correlation function of two identical bosons is defined as

$$
\begin{equation*}
C\left(p_{1}, p_{2}\right)=\frac{P\left(p_{1}, p_{2}\right)}{P\left(p_{1}\right) P\left(p_{2}\right)}, \tag{1}
\end{equation*}
$$

where $p_{1}$ and $p_{2}$ are four-momenta of two particles, $P\left(p_{1}, p_{2}\right)$ is the two-particle probability density, while $P\left(p_{1}\right)$ and $P\left(p_{2}\right)$ represent single-particle probability densities. In the hypothetical case of absence of two-particle correlations, the product $P\left(p_{1}\right) P\left(p_{2}\right)$ is equivalent to $P\left(p_{1}, p_{2}\right)$. Therefore it is convenient to use
as the denominator in (1) an artificially created Bose-Einstein correlation-free two-particle distribution.

Measuring the four-momentum differences $Q=\sqrt{-\left(p_{1}-p_{2}\right)^{2}}$, one can rewrite Eq. (1) in the form

$$
\begin{equation*}
C(Q)=\frac{N^{ \pm \pm}(Q)}{N_{m i x}^{ \pm \pm}(Q)} \tag{2}
\end{equation*}
$$

where $N^{ \pm \pm}(Q)$ is the number of like-charge particles with four-momentum difference $Q$, and $N_{\text {mix }}^{ \pm \pm}(Q)$ is the same quantity built from a sample of noncorrelated particles. Such a sample was constructed by picking particles randomly from different events. Since this procedure of mixing particles violates energy-momentum conservation and affects the normalization, the correlation function (2) is corrected with the help of Jetset generated events without Bose-Einstein effects included. Thus the two-particle correlation function used in this analysis is defined as

$$
\begin{equation*}
C(Q)=\frac{\left[N^{ \pm \pm}(Q) / N_{m i x}^{ \pm \pm}(Q)\right]_{\text {data }}}{\left[N^{ \pm \pm}(Q) / N_{m i x}^{ \pm \pm}(Q)\right]_{\mathrm{JETSET}}} \tag{3}
\end{equation*}
$$

The analysis is done in the Longitudinal Centre-of-Mass System (LCMS) of the pair. This is the system in which the sum of the two particles momenta is perpendicular to the jet axis. The momentum difference of the particle pair $Q$ is resolved into $Q_{l o n g}$, parallel to the jet axis, $Q_{t, \text { out }}$, collinear with the pair momentum sum, and complementary $Q_{t, \text { side }}$, perpendicular to $Q_{l o n g}$ and $Q_{t, \text { out }}$. A schematic picture of LCMS is shown in Fig. 1 in projection into the ( $Q_{l o n g}, Q_{t, \text { out }}$ ) plane. In this system, projections of the total momentum of the pair onto the "longitudinal" and "side" directions are equal to zero. The difference in emission time of the particles couples to the energy difference be-


Figure 1: LCMS projection on the $\left(Q_{\text {long }}, Q_{t, \text { out }}\right)$ plane. tween the particles only in the $Q_{t, \text { out }}$ direction ${ }^{13}$.

An example for the behaviour of the correlation function (3) and its components, $C\left(Q_{t, \text { out }}\right), C\left(Q_{t, \text { side }}\right)$ and $C\left(Q_{\text {long }}\right)$ is shown on Fig. 2. Results obtained from the DELPHI data are compared to those from Jetset+DELSIM simulated events. While both transverse components of the total correlation function are in good agreement, the longitudinal component shows slightly different behaviour in data and Jetset.


Figure 2: Correlation functions $C(Q), C\left(Q_{t, o u t}\right), C\left(Q_{t, s i d e}\right)$ and $C\left(Q_{l o n g}\right)$ obtained from the DELPHI data (closed circles) and JETSET+DELSIM simulated events (open circles).

If three projections of $Q$ are known, it is possible to construct a three-dimensional correlation function $C \equiv C\left(Q_{t, \text { out }}, Q_{t, \text { side }}, Q_{l o n g}\right)$. Using the common assumption about a Gaussian shape of the correlation function in all three dimensions, it is convenient to parametrize this three-dimensional function as

$$
\begin{align*}
C & =N\left[1+\lambda \exp \left(-R_{t, \text { out } t}^{2} Q_{t, \text { out }}^{2}-R_{t, \text { side }}^{2} Q_{t, \text { side }}^{2}-R_{l o n g}^{2} Q_{l o n g}^{2}\right)\right] \\
& \times\left(1+\delta_{t, \text { side }} Q_{t, \text { side }}+\delta_{t, \text { out }} Q_{t, \text { out }}+\delta_{l o n g} Q_{l o n g}\right) \tag{4}
\end{align*}
$$

By fitting the correlation function by Eq. (4) one can extract the correlation radii, $R_{t, \text { out }}, R_{t, \text { side }}$ and $R_{\text {long }}$.

Studies of Bose-Einstein effects in heavy-ion collisions at CERN SPS by the experiments NA44 ${ }^{7}$ and NA35/NA49 ${ }^{8}$ revealed that the extracted radii parameters show an approximate $1 / \sqrt{m_{t}}$ dependence, where $m_{t}$ is the average transverse mass of two particles. This behaviour is consistent with hydrodynamical models describing the pion source evolution in high-energy heavy-ion collisions. ${ }^{14-20}$ Thus it is of particular interest to investigate the dependence of the interferometric parameters $R_{t, o u t}, R_{t, s i d e}$ and $R_{\text {long }}$ on the transverse mass $m_{t}$ in electron-positron annihilation.


Figure 3: One-dimensional representation of the fit of the correlation function $C\left(Q_{t, o u t}, Q_{t, s i d e}, Q_{l o n g}\right)$ by the formula (4). Only closed circles participated in the fit.

The available DELPHI statistics allows us to split all the data into five $m_{t}$ intervals (see Tab. 1). In each of them a fit by the function (4) was performed. An example of the one-dimensional representation of this fit is shown in Fig. 3. The fit was done in the region of $Q_{t, \text { out }}<1 \mathrm{GeV}, Q_{t, \text { side }}<1 \mathrm{GeV}$ and $Q_{l o n g}<2 \mathrm{GeV}$ (closed circles in Fig. 3), which is statistically well populated.

Results of the fit are listed in Tab. 1 and are shown in Fig. 4. It is clearly seen that the correlation radii decrease with increasing $m_{t}$. This decrease is approximately proportional to $1 / \sqrt{m_{t}}$. Low values of the $\lambda$ parameter at small $m_{t}$ can be explained by the presence of resonance decays products in this region. At high $m_{t}$ their contribution vanishes, thus raising $\lambda$.

Table 1: Parameters of the fit of the correlation function $C\left(Q_{t, \text { out }}, Q_{t, s i d e}, Q_{\text {long }}\right)$ by the formula (4) for $Q_{t, \text { out }}<1 \mathrm{GeV}, Q_{t, \text { side }}<1 \mathrm{GeV}$ and $Q_{l o n g}<2 \mathrm{GeV}$.

| $\left\langle m_{t}\right\rangle$ <br> $(\mathrm{GeV})$ | $\chi^{2} / \mathrm{ndf}$ | $\lambda$ | $R_{t, \text { out }}$ <br> $(\mathrm{fm})$ | $R_{t, \text { side }}$ <br> $(\mathrm{fm})$ | $R_{\text {long }}$ <br> $(\mathrm{fm})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.19 | $834 / 330$ | $0.187 \pm 0.005$ | $1.08 \pm 0.04$ | $0.55 \pm 0.02$ | $0.83 \pm 0.04$ |
| 0.30 | $1713 / 757$ | $0.357 \pm 0.006$ | $0.71 \pm 0.01$ | $0.526 \pm 0.010$ | $0.70 \pm 0.01$ |
| 0.38 | $3172 / 1272$ | $0.482 \pm 0.009$ | $0.498 \pm 0.010$ | $0.487 \pm 0.008$ | $0.567 \pm 0.010$ |
| 0.52 | $4880 / 1927$ | $0.68 \pm 0.01$ | $0.343 \pm 0.006$ | $0.451 \pm 0.006$ | $0.431 \pm 0.006$ |
| 0.81 | $3354 / 1992$ | $1.27 \pm 0.03$ | $0.272 \pm 0.004$ | $0.366 \pm 0.006$ | $0.288 \pm 0.004$ |



Figure 4: Transverse mass dependence of parameters of the fit of the correlation function $C\left(Q_{t, \text { out }}, Q_{t, \text { side }}, Q_{\text {long }}\right)$ by the formula (4). Closed circles represent the DELPHI data, while open circles - JETSET+DELSIM simulation. Points are placed at the mean $m_{t}$ values in bins indicated with horizontal bars. Curves show the $R \propto 1 / \sqrt{m_{t}}$ fit to the data.

## 4 Conclusion

Analysis of the dimensional- and $m_{t}$-dependence of the Bose-Einstein effects using the 1991-1994 DELPHI data showed strong dependence of all the components of the correlation radius on $m_{t}$. Similar dependence is observed in simulated Jetset events, although in general Jetset fails to give a fair description of the observed effect. Growth of the $\lambda$ parameter is readily explained by the vanishing of resonance decay contribution with increasing $m_{t}$. A popular explanation of the observed $m_{t}$ dependence of radii in the data is that it is also due to resonance decays : resonances do propagate out of the primary pion source, and pions produced in their decays do have comparatively low momenta. Therefore the effective size of the source increases at low $m_{t}$ values. This explanation can not possibly be valid for Jetset generated events, since the resonance propagation is not included in this generator. Therefore, further investigations of the effect have to be done.
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