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Abstract 

Net primary production (NPP) serves as an indicator for plant-based resources 
such as food, timber and biofuel for human appropriation. It is defined by the 
annual production of plant matter and is mainly controlled by climate and human 
activities. Climate change in combination with human activities is altering NPP. 
As the controls of NPP are expected to further change in the future, it is vital to 
investigate alterations in NPP and their magnitudes. The impacts of climate 
change and human activities on NPP can be explored in integrated assessment 
(IA) frameworks, where sectoral models are coupled and interact rapidly. For such 
frameworks, parsimonious models are desired because they enable rapid estimates 
and facilitate easy model coupling for explorations of multiple global change 
scenarios (i.e. large volumes of data).  

This thesis aims to advance parsimonious modelling techniques for quantifying 
current and future NPP on land. This is accomplished by developing and testing 
rapid models that facilitate easy model coupling to explore the impacts of multiple 
global change scenarios on NPP. The model development is based on the meta-
modelling concept, which can be applied to simplify the dynamic vegetation 
model LPJ-GUESS in a parsimonious model. For this, multiple climate change 
and [CO2] perturbations are applied to LPJ-GUESS to simulate NPP. The NPP 
data are then used to define biophysically motivated relationships between NPP 
and the driving climate variables along with [CO2]. The relationships are then 
combined in a synergistic function – the meta-model. Thereafter, the meta-models 
are assessed for their performance in estimating NPP by comparing them to LPJ-
GUESS NPP simulations, to independent field observations and to NPP 
experiments under enriched [CO2] on biome level. The results provide confidence 
in the modelled NPP estimates for the most productive biomes, which are 
important for global quantifications of NPP. The meta-models capture NPP 
enhancement under enhanced [CO2] adequately in the majority of the studied 
biomes. Finally, the NPP meta-models are coupled with other sectoral models in 
two IA modelling-frameworks in order to explore the impacts of global change on 
ecosystem indicators. The first framework enables an IA of climate change 
impacts and vulnerabilities for a range of sectors on the European level. This 
thesis conducts a sensitivity analysis on the effects of climatic and socio-economic 
change drivers on model outputs related to key sectors. This provides better 
quantification and increased understanding of the complex relationships between 
input and output variables in IA modelling-frameworks. The second framework 
addresses the NPP supply-demand balance in the Sahel region by coupling two 
sectoral models in order to analyze the timings and geographies of NPP shortfalls 
in the 21st century Sahel under global change. The results show consistent regional 
NPP shortfalls in the Sahel for the majority of global change scenarios. 



Overall, the parsimonious modelling techniques developed in this thesis contribute 
with rapid NPP estimates on the biome and global scale. BME NPP estimates 
agree reasonably well with NPP observations in the majority of biomes (especially 
in the most productive biomes). This thesis demonstrates that NPP meta-models 
facilitate easy model coupling for exploring the impacts of global change on 
human-environmental systems in IA modelling-frameworks. 

  



Sammanfattning 

Nettoprimärproduktionen (NPP), är källan till den mat vi äter, virket vi bygger hus 
av och veden vi eldar med. NPP spelar också en stor roll i den globala kolcykeln, 
genom fotosyntesen så binder växterna koldioxid från luften och producerar blad 
och stammar. Hur mycket växterna producerar styrs till stor utsträckning av 
klimatet samt hur mycket koldioxid som finns i atmosfären. Detta gör att de 
förändringar som vi står inför, klimatförändringarna, som till stor del kan härledas 
till en ökad koldioxidhalt i atmosfären är intressanta att studera. Mänskliga 
aktiviteter så som jord- och skogsbruk, har också en stor inverkan på NPP. Då den 
globala befolkningen spås öka till 9 miljarder fram till 2050, så kommer också 
trycket på Jordens ekosystem att öka genom större uttag av NPP från skogar och 
jordbruk. Det är av stor vikt för mänskligheten att vi kan studera hur samspelet 
mellan hur vi sköter de ekosystem som vi är så beroende av och 
klimatförändringarna för att kunna ta adekvata beslut inför framtiden. För att 
studera detta samspel så krävs Integrerade Modeller (IM), modeller som binder 
samman ekosystemen och de mänskliga systemen. 

För att kunna modellera detta kopplade system så krävs det förenklingar, och då 
framtiden är osäker, så krävs det att man utforskar många olika scenarier. För att 
kunna göra det, är det viktigt att  dessa modeller är så snabba att man kan utföra en 
stor mängd simuleringar. 

I den här avhandlingen så kommer jag att presentera förenklade metoder för att 
uppskatta NPP i naturlig vegetation baserat på en begränsad mängd 
klimatvariabler (t.ex. årlig medelnederbörd eller årligt temperaturmaximum) och 
jämföra det med mer komplexa modeller som i större utsträckning förlitar sig på 
detaljerad klimatdata.  

Dessa förenklade modeller bygger på det så kallade metamodelleringskonceptet, 
där man genom att fånga hur de mest elementära processerna påverkas av en liten 
mängd yttre variabler kan skapa snabba responsmodeller. Jag utvärderar här, både 
hur de komplexa och förenklade modellerna lyckas simulera observationer från 
fältförsök utförda i olika ekosystemtyper runt om Jorden samt hur väl dessa 
modeller fångar ökningen i NPP på grund av den ökade koldioxidhalten från så 
kallade FACE-experiment (Free-Air Carbon Experiment). 

Jag kommer också att visa hur dessa förenklade ekosystemproduktionsmodeller 
kan kopplas till modeller som simulerar mänskliga system. I två fallstudier, en i 
Europa och en i Sahelregionen i Afrika, så studeras dessa intergrerade system. I 
studien för Sahel, så studeras de kombinerade effekterna av klimatförändringar 
och populationsökningar på tillgången till NPP för mänsklig konsumtion. 

  



  



1.Introduction  

Terrestrial ecosystems are the engines of the Earth’s ice-free land, fueled by solar 
energy and maintained by water, carbon-dioxide and nutrients. They provide many 
important services for humanity such as food, timber and biofuel resources, 
pollination, storage of carbon in soils and recreational aspects (Tao et al. 2005, 
Baisden 2006, Metzger et al. 2006, Field et al. 2008, Abdi et al. 2014). At the 
same time, humanity is exerting growing pressure on terrestrial ecosystems by 
increasing the appropriation of natural resources to meet the increasing demand in 
human appropriation. Changes in land productivity are driven by many processes 
that can be combined under the term global change. The multi-dimensional 
impacts of global change on land productivity can be explored in integrated 
assessment (IA) frameworks. For such frameworks, parsimonious models are 
desired because they enable rapid estimates and facilitate easy model coupling for 
explorations of multiple global change scenarios. 

In this thesis, parsimonious modelling techniques for quantifying current and 
future land productivity are developed. They are based on the principle of 
parsimony: ”with all things being equal, the simplest explanation tends to be the 
right one” (William of Ockham). This enables the exploration of biophysical and 
human controls on current land productivity but also future land productivity 
under global change. Biophysical controls are climate variables that limit 
vegetation growth on land while human controls are land use and land cover 
changes (LULCC) aiming to increase land productivity. 

1.1. Global change  

Global change encompasses many processes that are altering human-
environmental systems from the local to the global scale. Global change induced 
impacts on these systems have been become a strategic, economic and political 
concern for decision-makers and stakeholders (e.g. Harrison et al. (2013)) because 
these effects have the potential to affect society, cause high capital costs and to 
irreversibly damage ecosystems. One challenge for future human-environmental 
systems is the impact of global change on vegetation growth, since plant biomass 
supports the global food chain (Haberl et al. 2007, Running 2012). Three 



examples of global change processes are climate change, societal developments 
(population growth) and LULCC.  

Climate change affects vegetation growth through increasing temperatures, 
changing precipitation patterns (e.g. more intense rainfall events and extended 
periods of droughts in some regions) and increasing carbon-dioxide concentrations 
([CO2]). Possible developments of mean terrestrial temperature and future global 
[CO2] are shown in Figure 1.  

 

Figure 1 Predicted developments of mean terrestrial temperature and global [CO2]. 
The shown mean terrestrial temperature (excluding oceans) and [CO2] developments are used in this thesis and are 
based on two representative concentration pathways (RCPs – see Table 1) (Moss et al. 2010, van Vuuren et al. 
2011). The thick blue lines (solid and dashed) are the mean values of the five General Circulation models used in 
Paper IV while the smaller lines indicates the standard deviations.  

Societal developments can accelerate climate change mainly by increasing the 
emission of greenhouse gases to the atmosphere due to fossil fuel combustion and 
LULCC. In general, societal developments are interrelated and combine among 
others changes in population development, economic growth, consumption and 
diets, policy orientation and technological change.  

LULCC is the conversion from natural land to other land cover and land use, and 
this thesis targets the conversion to agricultural land in order to increase the 
production of food commodities. LULCC is mainly driven by population growth 
(see Figure 2) but also by dietary changes (towards animal products), in particular 
over the last two decades (Alexander et al. 2015). At present, about 35% of the 
total ice-free land surface is used for agriculture (Ramankutty et al. 2008). 
Agricultural land (grassland and cropland) expanded by 3% between 1985 and 



2005 and is expected to further increase, especially in the tropics (Foley et al. 
2011).  

 

Figure 2 Population growth developments based on shared socio-economic pathways (SSPs).  
Based on socio-economic developments of the SSPs that are summarized InTable 2.  

Global change has already led to high rates of biodiversity loss, which is one of 
several planetary boundaries defining a safe operating space for humanity with 
regard to the Earth’s biophysical limits. The planetary boundary of biodiversity 
loss has already been overstepped due to high extinction rates but humanity may 
soon approach more planetary boundaries (Rockström et al. 2009). Running 
(2012) suggests the application of annual plant growth of terrestrial ecosystems as 
an alternative planetary boundary since it combines several of the boundaries 
suggested by Rockström et al. (2009), and the monitoring of current NPP can be 
facilitated consistently with satellite systems (Running et al. 2004).  

1.2. Net primary production 

In general, vegetation growth, the annual increase in plant matter including leaves, 
can be measured by net primary production (NPP). NPP describes the annual net 
fixation of carbon by plants, estimated as the difference in gross photosynthetic 
assimilation of carbon and carbon loss due to autotrophic respiration, per area per 
unit time (Foley 1994). NPP serves as a quantification of how much energy is 
available to sustain the global food web. It is also a measure for other plant-based 



resources such as timber and biofuel for human consumption, and it plays an 
important role in the global carbon cycle (Cleveland et al. 2015). 

Several methods exist for quantifying NPP. It can be measured in field, which is 
referred to as NPP observations but the accuracy of these measurements is limited 
since errors and inconsistencies occur when assessing below-ground and short-
lived above-ground plant matter (e.g. fine roots, leaves and fruits) (Geider et al. 
2001). For a complete description of measuring NPP in field see Norby et al. 
(2001).   

At larger scales, past and current NPP can be monitored with satellite-based 
observations (Running et al. 2004, Ito 2011). However, these methods incorporate 
uncertainties because they are also location-specific, particularly in the case of 
purely empirical approaches (Seaquist et al. 2003). Satellite-based measurements 
are however limited to past (ca. 40 years) and current observations of NPP and 
cannot facilitate future predictions of vegetation growth.  

The modelling of annual plant growth has an over 40 year history. The first widely 
known NPP model was the MIAMI model, developed by Lieth and Whittaker 
(1975) in the 1970s. The MIAMI model employs empirical relationships between 
climate variables (i.e. temperature and precipitation) and NPP observations. It 
applies Liebig’s ’Law of the Minimum’, choosing the climate variable yielding 
lowest NPP (Lieth and Whittaker 1975). Empirical NPP models are simple and 
rapid but are based on NPP observation under current climate, and thus cannot 
forced with future global change scenarios without extrapolation concerns (Adams 
et al. 2004, Shoo and Valdez Ramirez 2010). 

However, these extrapolation concerns can be overcome with dynamic vegetation 
models (DVMs) because they are formulated on a mechanistic representation of 
bio-geophysical and biogeochemical processes describing plant growth and 
maintenance at various temporal resolutions. DVMs are forced with time-series of 
various climate variables, [CO2] and nutrient inputs (Smith et al. 2001, Sitch et al. 
2003, Prentice I.C. 2007, Sitch et al. 2008, Friedlingstein et al. 2014, Friend et al. 
2014, Smith et al. 2014). The process-based nature of DVMs allows NPP 
simulations under future global warming and [CO2] scenarios but also for 
historical climate of the Holocene (Giesecke et al. 2007, Bradshaw 2008, Miller et 
al. 2008) since they can be driven by historical climate records and future climate 
change scenarios.  

  



1.3. Integrated assessment modelling-frameworks 

IA modelling-frameworks can be applied to holistically investigate possible 
impacts of global change on human-environmental systems. IA has been defined 
by the Intergovernmental Panel on Climate Change as “an interdisciplinary 
process that combines, interprets, and communicates knowledge from diverse 
scientific disciplines from the natural and social sciences to investigate and 
understand causal relationships within and between complicated systems” (IPCC 
2001). IA modelling-frameworks can address cross-sectoral questions (e.g. impact 
of LULCC and increasing temperatures on land productivity) since they combine 
several sectoral models, and thus can consider interactions between sectors 
(Harrison et al. 2016). By contrast, individual models can only assess questions 
that are linked to the individual model purpose. For instance, DVMs can only 
investigate ecosystem parameters (e.g. NPP).  

IA facilitates investigations of combined socio-economic and climate change 
scenarios. For explorations of multiple global change scenarios, the sectoral 
models must provide rapid estimates for cross sectoral model interactions, and 
thus must enable easy model coupling. Process-based models can become 
unhandy in IA modelling-frameworks due to their time-consuming simulations. 
For instance, process-based DVMs makes global and regional explorations of NPP 
under multiple climate scenarios time-consuming, and thus inhibits their 
feasibility in IA frameworks where rapid interactions between models are desired 
e.g. CLIMSAVE (Harrison et al. 2013).  

This limitation can be overcome by developing parsimonious NPP models that are 
able to capture the main processes driving plant growth in DVMs, and can be 
applied to predict future NPP. 

  



1.4. Thesis aim and objectives 

The overall aim of this thesis is to develop parsimonious modelling techniques for 
quantifying terrestrial productivity under global change.  

The objectives are to: 

i. Develop and test biophysically based meta-modelling techniques of 
NPP under future global change (Paper I & III). 

ii. Couple NPP meta-models with other sectoral models (Paper II & IV). 

iii. Explore and analyze the impacts of global change on indicators in IA 
modelling-frameworks (Paper II & IV). 

In order to address the specific thesis objectives, four papers are presented, each 
paper targets one (or more) thesis aims. The overall conceptual flow and the 
structure of this thesis are visualized in Figure 3. 

 

Figure 3 The conceptual flow of this thesis. 
The blue circles bind the overall aims while the blue arrows indicate the direction of accomplishing the aims, starting 
with NPP meta-model development and then the coupling of meta-models with other models in order to explore the 
impact of mutiple future climate and socio-economic scenarios on NPP. The orange boxes represent parts of the main 
aims (black solid arrows), and projects connected to this thesis (black dashed arrows) while the grey boxes indicate 
the papers covering the parts.   



2.Methods and materials  

This section is organized into four parts. In the first part I briefly outline the 
dynamic vegetation model (DVM) that was used to develop parsimonious models. 
Thereafter I describe the techniques used to develop these models and assess their 
performance. I then explain the coupling of the developed models to other sectoral 
models in integrated assessment modelling-frameworks. Finally I demonstrate two 
applications of these frameworks and outline the climate and socio-economic 
scenarios used in this work. 

2.1. Dynamic vegetation model 

The Lund-Potsdam-Jena (LPJ) General Ecosystem Simulator (GUESS) DVM was 
used to develop the parsimonious NPP models. LPJ-GUESS is a mechanistic 
framework for describing plant physiological and biogeochemical processes 
including plant-atmosphere interactions such as carbon and nitrogen cycles and 
water fluxes. In Paper I, the carbon-only LPJ-GUESS (Smith et al. 2001) version 
was applied while in Paper III an updated version of LPJ-GUESS (Smith et al. 
2014) was used including the nitrogen cycle and carbon-nitrogen interactions. In 
general, the applied model includes a detailed individual- and patch-based 
representation of vegetation structure. In this structure the individual plants differ 
in growth form, phenology, photosynthetic pathway, demography, and resource 
competition.  

LPJ-GUESS was forced with solar radiation, temperature, precipitation, 
atmospheric [CO2], nitrogen inputs and soil characteristics. It simulates vegetation 
as plant functional types (PFTs) which can range in level of detail from 
generalized global PFTs (Paper III) to specific species-specific PFTs (Paper I). 
Each PFT is represented with different age cohorts interacting on the patch level.  

The patches are applied in parallel within a grid cell that incorporates 
establishment of vegetation, fire impacts, random disturbance and mortality 
(Smith et al. 2001, Sitch et al. 2003, Smith et al. 2014). In Paper I and III, LPJ-
GUESS was applied in cohort mode that represents individual PFTs (or species) in 
different age classes competing for resources (light, water and space) within each 



patch. The vegetation can be disturbed by several kinds of events. For example, 
wildfires can kill individuals, or parts of it, based on a pre-defined fire occurrence 
rate that is influenced by the availability of fire fuels (amount of litter and 
moisture regimes).  Stochastic disturbance, i.e. insect attacks or wind fells, remove 
all vegetation based on a priori probability. LPJ-GUESS exhibits an overall good 
skill in predicting NPP at regional and global scale (Hickler et al. 2006, Hickler et 
al. 2008, Tang et al. 2010, Smith et al. 2014).  

2.2. Parsimonious modelling techniques 

In this thesis, the meta-modelling concept is used, which aims to simplify complex 
models with straightforward but efficient techniques (Ratto et al. 2012, Razavi et 
al. 2012). These techniques, however, can range in complexity from traditional 
statistical methods (i.e. linear regression) to advanced statistical machine learning 
theory (e.g. support vector machines - SVM). The latter usually yield better 
accuracy in mimicking model behavior (Villa-Vialaneix et al. 2012) but do not 
allow deeper analysis of model drivers, especially in terms of biophysical 
interpretation. I therefore employed biophysically motivated relationships to 
mimic the behavior of LPJ-GUESS.  

2.2.1. European NPP meta-model (Paper I) 

The European NPP meta-model was developed to emulate LPJ-GUESS (Smith et 
al. 2001) NPP simulations for European potential natural vegetation (PNV). The 
conceptual logic of the meta-model is shown in Figure 4. The meta-model 
development was based on LPJ-GUESS NPP simulations for selected sample 
points along two cross European transects, covering most of the European 
environmental zones. The historical climate of the sample points, taken from CRU 
TS 3.0 climate database (Mitchell and Jones 2005, Harris et al. 2014), were 
changed in order to mimic the IPCC scenario families (IPCC 2007), resulting in 
500 climate change and increasing [CO2] perturbations. LPJ-GUESS was forced 
with baseline climate and the perturbations in order to simulate NPP under climate 
change conditions. This enabled the development of a NPP meta-model that can 
be employed for future NPP predictions under climate and [CO2] scenarios. 

In general, the meta-model development was based on the assumption that 
maximum NPP at [CO2] baseline can only be reached when the most limiting 
climate variables of the ecosystems are at their optimum. These climate variables 
are annual maximum and minimum temperature as well as total summer and 
winter precipitation. In the first step (see Figure 4), the relationships between each 



climate variable and maximum NPP were described with mathematical functions. 
The variables (or functions) constantly interact when limiting plant growth. For 
instance, optimum maximum and minimum temperature and winter precipitation 
cannot yield maximum NPP when summer precipitation is not at its optimum. In 
the second step (see Figure 4), the interactions were captured by combining the 
functions of the limiting variables in a synergistic function.  

In the last step, the CO2 fertilization effect on NPP was implemented. In general, 
[CO2]-dependent plant growth can be described as a saturation function but is also 
dependent on climate (Haxeltine and Prentice 1996). This concept was 
implemented by applying a linear relationship between the ratio of NPP yields at 
enriched [CO2] and baseline [CO2] (350ppm) and the reciprocal ratio of the [CO2] 
at baseline and enriched levels. The model was developed for European PNV 
species and their total NPP. 

 

Figure 4 Conceptual logic of European NPP meta-model.  
  



2.2.2. Global Biome-based NPP Meta-model Ensemble (Paper 
III) 

In Paper III, the meta-modelling approach was extended to the global scale while 
considering regional climate regimes and vegetation types. The regional NPP 
meta-models were assembled in a NPP Biome-based Meta-model ensemble 
(BME) that can be easily coupled to other sectoral models into a range of studies 
from the regional to the global scale. BME was developed to mimic the behavior 
of LPJ-GUESS (Smith et al. 2014) which incorporates the global nitrogen cycle. 
The conceptual logic of BME is similar to the European NPP meta-model as can 
be seen in Figure 5.  

In the first step (see Figure 5), the Earth’s ice-free land was stratified into thirteen 
biomes using the major biome classification (Reich and Eswaran 2002), which 
groups biomes according to soil temperature and soil moisture. This stratification 
enables NPP meta-models to be tailored to the vegetation and climate 
characteristics for each biome (see Figure 6). In contrast to the European NPP 
meta-model, sample points were randomly chosen using the biome stratification 
but the climate of the sample points were changed using the same methodology as 
described in Section 2.2.1. LPJ-GUESS was forced with the 500 perturbations 
(including baseline) to simulate NPP, enabling the constructions of NPP meta-
models that can estimate NPP under potential future climate change conditions.  

In line with the European meta-model, BME development is based on the 
assumption that maximum NPP at [CO2] baseline can only be given when the 
most limiting climate variables of the respective biomes are at their optimum. In 
Paper III, the climate variables are total annual precipitation, maximum and 
minimum temperature. In the second step (see Figure 5), the relationships between 
NPP at baseline [CO2] and the climate variables were described with mathematical 
functions.  

 

Figure 5 Conceptual logic of Biome-based Meta-model Ensemble 



In the third step, the climate variable functions were combined into several 
groupings in order to carry out model selection using Bayesian information 
criterion (BIC) (Schwarz 1978, Burnham and Anderson 2002). In all biomes the 
best results were obtained by combining annual precipitation with maximum or 
minimum temperature in the synergistic function. 

In the final step, the fertilization effect of [CO2] on NPP was tailored to the 
climate conditions of each biome following the methodology described in Paper I 
(see Section 2.2.1).  

2.2.3. Model evaluation (Paper I and III) 

In this section the NPP meta-models were evaluated for their performance in 
estimating current and future NPP in order determine their applicability for 
modelling experiments. In general, model performance was evaluated with the 
coefficient of determination (R2 value) and the root mean square error (RMSE). 
The first specifies the strength of linear association between modelled and 
observed data in relative values ranging from 0 to 1 (where 1 indicates perfect 
association while 0 no association) while RMSE determines the total difference 
between two datasets (in their unit) (Smith et al. 1997, Smith and Smith 2007). 
Furthermore, the performance of the models were investigated with performance 
ratios (hereafter referred to as ‘Q’ while in Paper I as NPPratio) by dividing the 
modelled NPP value by the independent NPP estimate or measurement. Model 
overestimation was indicated by Q > 1 and underestimation by Q < 1. By 
assessing model performance, it is important to keep in mind that the model is 
only a simplification of an observed system and thus must by definition involve 
some degree of inaccuracy. It was therefore necessary to define an acceptable 
performance error range, which is dependent on the given assessment exercise and 
the applied data (see further details below).  

In Paper I, the performance of the European meta-model in estimating NPP was 
gauged by comparing it with randomly chosen NPP predictions originating from 
LPJ-GUESS, and with a transect analysis of LPJ-GUESS NPP simulations on the 
European scale. In the latter, large parts of Europe were covered using baseline 
climate time-series (Mitchell and Jones 2005, Harris et al. 2014) and observed 
[CO2]. Given the comparison between “meta-modelled” and “modelled” NPP 
data, acceptable model performance was defined to be within a stringent error 
range of  Q = 0.9-1.1.  

In Paper III, BME performance was examined by validating BME NPP estimates 
with a novel combination of more than 1200 NPP field-observations (Luyssaert et 
al. 2009, Michaletz et al. 2016). The temporal distribution of the NPP observations 
ranges from 1959 to 2006 while the geographical distribution is biased because 



most are located in the northern hemisphere (particularly China) as can be seen in 
Figure 6. BME was forced with CRU climate “observations”1 of the sites and 
global [CO2] in order to estimate NPP. BME NPP estimates were validated with 
NPP observations using a biome-by-biome comparison. For this NPP estimates 
and observations located in the same biome were averaged. Acceptable BME 
performance was defined by relaxing the Q error range to Q = 0.8 – 1.25, given 
the application of independent NPP observations and interpolated climate data, 
and the parsimony of BME. 

 

Figure 6 Biome map and validation sites.  
Spatial distribution of the validation sites and major biome classification scheme (Reich and Eswaran 2002) used to 
stratify global ecosystems.  

The ability of BME to reproduce NPP response to enriched [CO2] was evaluated 
with Free-Air CO2 Enrichment (FACE) experiments (King et al. 2005, Norby et 
al. 2005, Norby et al. 2010, Hoosbeek et al. 2011, Zak et al. 2011, Smith et al. 
2013). In a FACE site, ecosystems are subjected to ambient and enriched [CO2]. In 
total, six FACE sites covering four biomes were used, where all have an enriched 
[CO2] of 550 ppm, except one with [CO2] of 580ppm. Their geographical location 
and biome membership is shown in Figure 6. For the evaluation of the FACE 
experiments, CRU climate and [CO2] of the sites were applied to BME. Finally, 
the relative differences between NPP estimates using ambient and enriched [CO2] 
were calculated in order to determine NPP enhancement under enriched [CO2]. 
The results were evaluated by a biome-by-biome comparison, calculating average 
values for each biome analyzed.  

                                                      
1 CRU climate data are interpolations and thus cannot represent the micro-climate of the sites (i.e. 

influence of relief). 



2.3. Model coupling and application 

This section deals with the coupling of parsimonious models to other sectoral 
models in integrated assessment (IA) modelling-frameworks. For each framework, 
I provide applications which are generally driven under future global change 
scenarios.  

2.3.1. Sensitivity analysis of an integrated assessment 
modelling-framework (Paper II) 

The European meta-model was embedded in the CLIMSAVE (climate change 
integrated methodology for cross-sectoral adaption and vulnerability in Europe) 
framework. CLIMSAVE is a pan-European project that has developed an 
integrated assessment platform (IAP) enabling the investigation of cross-sectoral 
impacts of climate and socio-economic drivers while allowing explorations of 
possible adaptation to reduce potential vulnerabilities for a range of sectors on the 
European scale The sectors are represented by meta-models covering agriculture, 
forests, biodiversity, coasts, water resources and urban development (Harrison et 
al. 2013). A simplified schematic workflow of the CLIMSAVE IAP is given in 
Figure 7.  

Paper II explores the implications of mutiple climate change scenarios and socio-
economic scenarios for a range of ecosystem indicators in the CLIMSAVE IAP. 
This study aims to investigate the direct and indirect impacts of mutiple climate 
and socio-economic drivers to identify: 

 the sectors and regions most sensitive to future changes 

 the mechanisms and directions of sensitivity (direct/indirect and 
positive/negative) 

 the form and magnitudes of sensitivity (linear/non-linear and 
strong/weak/insignificant) 

 the relative importance of the key drivers across sectors and regions 

Paper II demonstrated the ability of parsimonious models to be easily coupled and 
to rapidly interact with other sectoral models in an IA modelling-framework.  



 

Figure 7 Simplified schematic workflow of the CLIMSAVE integrated assessment platform taken from Kebede 
et al. (2015) 

2.3.2. NPP supply-demand balance in the Sahel 

The balance between NPP supply and demand is a useful indicator of the biomass 
required for human consumption over broad regions (Abdi et al. 2014). This 
indicator is used in order to explore future NPP supply-demand balances under 
global change in the Sahel region, Africa (Paper IV).  

The Sahel region is located between roughly 5° and 25° northern latitude and 
stretches from the Red Sea to the Atlantic Ocean, hereafter referred to as the 
greater Sahel (see Figure 8), which also includes the neighboring countries of the 
Sahel belt following Abdi et al. (2014). The Sahel is one of the most 
technologically underdeveloped regions in the world where the population largely 
relies on rain-fed farming practices. The region has a high reliance on their own 
land where 95% of food produce is for domestic consumption, (Abdi et al. 2014, 
Running 2014). The poor transportation infrastructure constrains the distribution 
of food resources (Olsson 1993). The vulnerability of the population to climatic 
induced variations in agricultural supply has led to several food shortages between 
late-1960s to the early 1990s.  



 

Figure 8 Map of the greater Sahel region as in 20002 and the respective Major Biomes of the region. 
Republic of South-Sudan is not shown on the map since it became an indepedent state in 2011. The Major Biome 
Map is taken from Reich and Eswaran (2002).  

The investigation of NPP supply-demand balance in the Sahel was organized in 
three steps (see Figure 9). In the first step, BME (i.e. NPP model) was driven by 
climate data from several General Circulation Models for four representative 
concentration pathways (RCPs) ranging from 2.6 to 8.5 W m-2 (van Vuuren et al. 
2011) and LULC information (Hurtt et al. 2011). In the second step, country-level 
NPP demand and LULCC were modelled by PLUM (Parsimonious Land Use 
Model) (Engström et al. 2016b), which was driven by shared socio-economic 
pathways (SSPs) (van Vuuren et al. 2013, O’Neill et al. in press) and coupled to 
BME (providing annual country-level NPP based on cropland fractions taken from 
Hurtt et al. (2011)). In the last step, PLUM LULCC for cropland and grassland 
were applied to NPP supply in order to achieve consistency with the SSP 
narratives. NPP demand was disaggregated to the grid cell-level using SSP- and 
RCP based gridded population density data and subtracted from the gridded 
supply. The NPP supply-demand balances enabled the detection of NPP shortages 

                                                      
2 Note that this study uses the African country definition for the year 2000 where South Sudan was a 

part of Sudan. 



and surplus on regional-, country- and local-level. For a more detailed description 
see Paper IV. 

 

Figure 9 Conceptual logic behind the NPP supply-demand balance framework.  
The framework is based on three components enclose by three grey boxes: (1) NPP supply (2) NPP demand and (3) 
NPP balance. The white boxes indicate data inputs originating from modelling studies (as referenced in section 2.2). 
The main models and equations developed and used in the current study are specified given in the white boxes 
outlined in red, which are connected with solid arrows to visualize the data flow. The dashed arrow between NPP 
model (section 2.1.1) and the land use model (section 2.1.2) presents an indirect model coupling by the land use 
model with NPP estimates for cropland and pasture. The box with the blue outline indicates the final coupling of the 
results, allowing the assessment of NPP supply and NPP demand relationships.  



2.4. Scenarios 

The future is unknown but possible future climate and socio-economic 
developments can be framed in different pathways (Moss et al. 2010, van Vuuren 
et al. 2011, O’Neill et al. in press). Future changes in climate (i.e. stable or 
increase in temperature) are represented with representative concentration 
pathways (RCPs). The pathways are underpinned by certain assumption about the 
future. For instance, a high consumption of fossil fuel will lead to high 
atmospheric [CO2], and thus increase in global mean temperature. At present, four 
RCPs are available with different cumulative pathways of future human 
greenhouse gases (GHG) emissions specified by their radiative forcing targets for 
the year 2100, ranging from 2.6 to 8.5 W m-2 (van Vuuren et al. 2011). The 
pathways of mean global temperature and atmospheric [CO2] for the 21st century 
are shown in Figure 1 (based on RCP2.6 and RCP8.5), and are briefly summarized 
in Table 1. 
Table 1 Summary of the representative concentration pathways (RCPs) based on van Vuuren et al. (2011) and Moss 
et al. (2010).  

Pathway Key characteristics  

RCP 2.6 Lowest scenario severity 
Before 2100: peak in radiative forcing of ~3 W m-2

 and in [CO2] of ~490 ppm  
By 2100: decline in radiative forcing to 2.6 W m-2

  and [CO2] 

RCP 4.5 Medium-low severity 
By 2100: stabilization in radiative forcing at 4.5 W m-2

 and at [CO2] of ~650 
After 2100 stabilization 

RCP 6.0 Medium-high severity 
By 2100: stabilization in radiative forcing at 6 W m-2

 and at [CO2] of ~850 
After 2100: stabilization 

RCP 8.5 Highest severity  
By 2100: radiative forcing leading to 8.5 W m-2

 and to [CO2] of ~1370 
After 2100 continued rising 

 

Future societal developments can be narrated using shared socio-economic 
pathways (SSPs) (O’Neill et al. in press), which are also based on certain 
assumptions about future developments. Five SSPs are applied, which are 
summarized by their key characteristics in Table 2. An important part of societal 
developments is human population growth, which steers the demand for food 
resources. Depending on the SSP, total human population predictions range from 8 
to 10 billion humans for the year 2050, as shown in Figure 2. These numbers exert 
strong pressure on agricultural land which needs to be expanded in order to meet 
the demand for natural resources. 

  



Table 2 Summary of the Shared Socio-economic Pathway key characteristics (population development, economic 
growth, consumption & diet, policy orientation and technological change) based on (Engström et al. 2016a, O’Neill et 
al. in press). 

Pathway Key characteristics  

SSP1: 
Sustainability - Taking 
the green road 

Relatively low population development 
Medium to high economic growth 
Low growth in material consumption, low-meat diets 
Towards sustainable development 
Rapid technology development and transfer 

SSP2: 
Middle of the road 

Medium population development 
Medium (but uneven) economic growth 
Material-intensive consumption, medium meat consumption 
Weak focus on sustainability 
Medium technology development and slow transfer 

SSP3: 
Regional rivalry - A 
rocky road 

High population development 
Slow economic growth 
Material-intensive consumption 
Oriented toward security 
Slow technology development and transfer 

SSP4:  
Inequality - A road 
divided 

Relatively high population development 
Low to medium economic growth 
Elites: high consumption, rest: low consumption 
Toward the benefit of the political and business elite 
Rapid technology transfer in high-tech sectors, but slow in other, little transfer 
within countries to poorer people 

SSP5: 
Fossil-fuel 
development - Taking 
the highway 

Relatively low population development 
High economic growth 
Materialisms, status consumption, meat-rich diets 
Toward development, free markets, human capital 
Rapid technology change and transfer 

  



3.Results and discussion 

3.1. Evaluation of the NPP meta-models (Paper I) 

The main aim of Paper I was to develop a rapid European meta-model of LPJ-
GUESS that rapidly estimates NPP for potential natural vegetation (PNV) under 
current and future climate change scenario. The meta-model combines biophysical 
relationships between NPP and driving climate variables (maximum temperature, 
minimum temperature, summer precipitation, winter precipitation) along with the 
NPP response to enriched [CO2]. 

Overall the meta-model performed reasonably well in estimating total NPP by 
yielding an agreement of R2 = 0.68 and RMSE = 0.06 kg C m-2 yr-1 at baseline 
[CO2] = 350 ppm in comparison to LPJ-GUESS simulations. At enhanced [CO2] 
the model agreement slightly decreased to R2 = 0.62 and RMSE = 0.08 kg C m-2 
yr-1. On the European scale, the meta-model yielded a good model performance in 
65% (i.e. Q= 0.9-1.1) of the grid cells in comparison to LPJ-GUESS NPP 
simulations at baseline [CO2] = 350ppm (see Figure 10). Furthermore, the meta-
model estimated NPP substantially faster than LPJ-GUESS.  

The chosen synergistic approach is in line with other studies (e.g. Zaks et al. 
(2007)) by enabling co-limiting interactions between climate variables and their 
intra-annual variability to estimate NPP. The European meta-model is a useful 
alternative to traditional empirical models that control NPP with the most limiting 
climate variable (e.g. (Lieth and Whittaker 1975, Del Grosso et al. 2008)).  

A main finding, which was important for the further development of thesis, was 
that parsimonious modelling techniques can be applied to estimate NPP for global 
change scenarios while capturing the general increase in NPP under enriched 
[CO2]. 



 

Figure 10 Meta-model performance in estimating NPP compared to LPJ-GUESS NPP simulations.  
The meta-model and LPJ-GUESS were driven by observed Eureopean climate and global [CO2]. The left panel (a) 
shows LPJ-GUESS NPP simulations, the midlle panel (b) visualizes meta-model NPP estimates and the right panel 
(c) illustrates the performance ratio (Q) between the model estimates. Q >1 indicates that the meta-model 
underestimates NPP while Q <1 shows that the meta-model overestimates NPP in comparision to LPJ-GUESS. 
Satisfactory model performance (Q between 0.9 -1.1) is illustrated with yellow colored areas. 

3.2. Validation of global Biome-based Meta-
model Ensemble (Paper III)  

In Paper III, the main aim was to extend the parsimonious modelling techniques 
developed in Paper I to the global level by developing a Biome-based Meta-model 
Ensemble (BME). Furthermore, Paper III aimed to validate BME with about 1500 
independent NPP observations using a biome-by-biome comparison, and to 
evaluate BME’s ability for capturing NPP enhancement under enhanced [CO2] 
with FACE experiments. 

As can be seen in Figure 11, BME yields acceptable model agreement (R2 = 0.57 
and RMSE = 0.26 kg C m-2 yr-1) at the overall average biome level. However, 
BME’s performance varies notably across the biomes; yielding good performance 
in the temperate humid biome (Q = 0.95) and weak performance in the desert 
temperate biome (Q = 0.28). BME captures the NPP enhancement due to enriched 
[CO2] in three out of a total of four biomes. Furthermore, BME exhibits good skill 
in emulating LPJ-GUESS behavior in the majority of biomes. On the global scale, 
NPP estimates by BME agree well with other methods quantifying global NPP. 

The results in Paper III, give confidence in BME NPP estimates for the majority of 
biomes. For the further development of this thesis, Paper III demonstrated that 
BME can be applied on biome-to-global levels in order to rapidly estimate current 
and future NPP for human consumption. Furthermore, Paper III extended the work 



presented in Paper I to the global level by considering differences in plant growth 
on biome level instead of using administrative boundaries.  

 

Figure 11 Validation of Biome-based Meta-model Ensemble (BME). 
Biome-by-biome comparision between mean biome BME NPP estiamtes and mean biome in situ NPP 
measurements. Diamonds illustrate the mean values, horizontal dotted lines are the standard deviations of the mean 
observed data while the vertical dotted lines illustrate the standard deviation of the mean estimated BME NPP. The 
perfect aggreement line is dashed. 

  



3.3. Sensitivity analysis of an integrated 
assessment modelling-framework (Paper II) 

Paper II aimed to conduct a sensitivity analysis of the European IA model 
developed within the CLIMSAVE project. Furthermore, Paper II explored the 
effects of wide ranges of climatic and socio-economic change drivers on model 
outputs related to key land- and water-based sectors in Europe. Such analysis 
provides better quantification and increased understanding of the complex 
relationships between input and output variables in an integrated model. 

The results show that most sectors are either directly or indirectly sensitive to a 
large number of drivers. Over twelve of these drivers have indirect impacts on 
biodiversity, forests, land use diversity and water. Indirect effects on flooding 
were observed for four drivers. For the urban sector, by contrast, all the drivers are 
direct. Most of the driver–indicator relationships are non-linear, resulting in 
unpredictable behavior. This highlights the importance of considering cross-
sectoral interactions in impact assessments. Such systematic analysis provides 
improved information for decision-makers to formulate appropriate adaptation 
policies to maximize benefits and minimize unintended consequences. 

3.4. NPP supply-demand balance in the Sahel 
(Paper IV) 

The main aim of Paper IV was to develop a simple IA modelling-framework that 
facilitates the NPP supply-demand balance. With regard to this thesis, an 
important aim was to couple BME (estimates NPP supply) with a LULC model 
(predicting NPP demand) to explore variations in the timing and geography of 
NPP supply and demand under several global change scenarios for the 21st century 
Sahel. 

Paper IV reports that for the majority of the scenarios, per capita NPP demand 
outstrips the supply of NPP in the Sahel region. For instance, the scenario that 
deviates least from current socio-economic and climate trends (i.e. scenario: 
SSP2-RCP6.0) shows robust NPP shortages starting in the 2070s (see dots in 
Figure 12a) where per capita NPP demand outstrips its supply. For twelve out of 
fifteen scenarios the timing of the onset of NPP shortfalls varies and the demand 
cannot consistently be met as shown in Figure 12b (blue delineates NPP surplus 
while red and yellow indicate NPP shortage). For all scenarios, total per capita 
NPP supply doubles by 2050 in comparison to 2000. The demand increases due to 



a combination of population growth and adoption of diets rich in animal products 
as narrated by the SSPs.  

In three scenarios, per capita NPP demand can be met by the supply but the 
demand decreases also substantially in these scenarios. Variations in the timing of 
onset and end of per capita supply shortfalls stem from the shared socio-economic 
pathways than the representative concentration pathways.  

An important finding is that this IA modelling-framework can be conducted with 
parsimonious models to explore the balance of NPP supply and demand on the 
regional scale. 

  



 

Figure 12 The per capita NPP supply, demand and balance for the entire Sahel region over the simulated time 
period.  
a) shows NPP supply (red) and demand (blue). The solid curves illustrate the mean of the SSP2-RCP6.0 
combination. The dashed blue curves show supply uncertainty (95% confidence interval around the mean) based on 
the five GCMs NPP results. The dashed red curves show demand uncertainty (95% confidence interval around the 
mean) based on the uncertainty related to the interpretation and quantification of SSP2. b) shows the different 
magnitudes of the NPP balance and the varying onsets of shortage across all SSP-RCP combinations. Black dots 
illustrate years with a shortage outside of the 95% confidence intervals. The combinations are grouped according to 
the socio-economic scenarios (y-axis). The RCPs are ordered from low to high radiative forcing in each SSP group. 
The temporal trajectory is shown along the x-axis and the colouring indicates the sign of the annual NPP balance. 
Blues show a surplus of the NPP supply while yellow to red represent small to very large NPP shortages (i.e. the gap 
between supply and demand). SSP-RCP combinations in bold indicate the most likely SSP-RCP pairs based on 
Engström et al. (2016a). 

  



4.Conclusions and outlook 

The main objectives of this thesis were to develop and test parsimonious 
modelling techniques for quantifying terrestrial productivity under global change. 
The work of Paper I and Paper III resulted in NPP meta-models that are developed 
for applications ranging from the biome/regional to the global scale. It can be 
concluded that NPP parsimonious modelling techniques (i.e. NPP meta-models) 
are useful because they enable rapid NPP estimates. Furthermore, it can be 
concluded, that the European NPP meta-model emulates reasonably well LPJ-
GUESS NPP simulations under current and future climate scenarios. However, it 
is suggested to apply BME since it is validated with NPP observation (and covers 
Europe), which allows drawing more robust conclusion about BME performance. 
BME can be applied with confidence to estimate current and future NPP for the 
most productive biomes of the planet, which are important for quantifying global 
NPP. 

The coupling of the NPP meta-models with other sectoral models in IA modelling 
frameworks was the second thesis objective. This was accomplished in Paper II 
and Paper IV, demonstrating that the meta-models fulfil their purpose and are 
useful for future model coupling experiments, qualified by their parsimony, 
rapidness and reasonable model performance. Paper IV, has demonstrated that 
BME can provide valuable exploration of future land productivity under global 
change when coupled to other models. The NPP supply-demand balance advances 
previous research by exploring the impact of changing socio-economic and 
climate assumptions in the Sahel to support policy. 

Overall, this thesis contributed with the development of parsimonious modelling 
techniques that are able to emulate complex process-based DVM NPP simulations 
under global change. This thesis demonstrates that NPP meta-models enable rapid 
NPP estimates and facilitate IA model coupling for exploring the impacts of 
global change on human-environmental systems. 

For future work, it is suggest that BME could be improved by considering 
different environmental variables expressing intra- and inter-annual variability of 
plant growth. However, it is important to remember that an increase of driving 
variables potentially results in greater model complexity. With regard to the NPP 
supply-demand balance, the NPP supply represents PNV which cannot entirely 
represent agricultural productivity. This suggests the development of a 



biophysically motivated meta-model that emulates DVM simulations of 
agricultural yields. Furthermore, the Sahel region framework should involve 
stakeholders and decision-maker participation (as conducted in the CLIMSAVE 
project). This could facilitate a better knowledge transfer on how the impacts of 
chosen policy interventions could affect the availability of natural resources. 
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a  b s t  r  a  c  t

Net primary  production  (NPP)  is  the  difference  in  gross  photosynthetic  assimilation  of  carbon and  carbon

loss  due  to  autotrophic  respiration, and  is an important  ecosystem variable that  facilitates  understanding

of  climate  change impacts  on  terrestrial ecosystem  productivity  and ecosystem  services.  The  aim  of  this

study  is to  rapidly estimate the  NPP  of  European  potential  natural  vegetation  for  current and  future

climate  and  carbon-dioxide  scenarios  (CO2).

A NPP  meta-model  was  developed and  evaluated based  on  the  dynamic  global  vegetation model LPJ-

GUESS.  LPJ-GUESS  was  used  to simulate  NPP under  current  and  future climate  change  as  well  as CO2

scenarios.  The NPP  dataset produced from  these  simulations  was  used to determine  the  empirical rela-

tionships  between  NPP and  driving  climate variables  (maximum  temperature, minimum  temperature,

summer  precipitation,  winter precipitation) along with  CO2 concentration. The  climate  variables’ rela-

tionships  were  combined  in  a  synergistic  function  including  CO2 relationships  to  estimate  NPP.  The

meta-model  was  compared  with randomly  chosen  NPP data  originated  from  LPJ-GUESS.  Furthermore,

the  meta-model’s  performance  was  evaluated  on  the  European  level  with  LPJ-GUESS  simulations.

The  meta-model  performed  reasonably  well with  regard  to estimating  total  NPP  while  performances

for  species-specific  NPP  were  poor.  For  total  NPP, the  meta-model  generated  an  agreement of R2 = 0.68

and  RMSE = 0.06 at CO2 = 350  ppm  in  comparison  to  LPJ-GUESS  simulations.  The  consideration  of  all CO2

concentration  scenarios  yielded R2 = 0.62 and  RMSE  = 0.08.

A  rapid  synergistic approach  is  suggested  that  enables  interactions  between climate  variables  and  their

intra-annual  variability  to estimate NPP.  This is a useful alternative  to  traditional  empirical  models  that

control  NPP  with  the  most limiting  climate  variable. The  meta-model  performed  reasonably  well for  esti-

mating  total NPP  for future climate  change and  CO2 scenarios.  However, species-specific  NPP  estimates

were  unsatisfactory,  implying  that  the  synergistic  approach  cannot  account for species  specific  dynam-

ics.  Comparison between  the  meta-model  and LPJ-GUESS at  the  European  scale showed  that  additional

environmental  variables  (e.g.  solar  radiation)  would  be  necessary  to  improve  the  meta-model.

© 2015  Elsevier  B.V.  All rights reserved.

1. Introduction

Increasing atmospheric carbon-dioxide concentrations (CO2)

and climate change are altering terrestrial ecosystem processes.

This has impacts on services that are provided from ecosystems.

It is therefore vital to assess these changes and provide measures

of their magnitudes. Vegetation growth integrates various ecosys-

tem processes and plays a key role expressing how productive an

ecosystem is in terms of  food resources, timber and biofuel produc-

tion (Li et al., 2011). Net primary production (NPP) is the difference

∗ Corresponding author. Tel.: +46 462223659.

E-mail  address: Florian.Sallaba@nateko.lu.se (F. Sallaba).

in gross photosynthetic assimilation of  carbon and carbon loss  due

to autotrophic respiration per area per unit  time (Foley, 1994). A

positive NPP illustrates an  increase of structural biomass in plants

(Van Oijen et al., 2010). It  is a  fundamental property of  the bio-

sphere, providing usable energy for all life  on Earth (Zaks et al.,

2007). NPP is also an important indicator for biodiversity, species

composition and  ecosystem services. It facilitates understanding of

the global carbon cycle by  providing information about CO2 sinks

and sources (King et al., 1995; Schuur, 2003).

Understanding the changes in NPP at the global and  regional

scale usually requires a modeling approach. The MIAMI  model

(Lieth and Whittaker, 1975) is the original global NPP model, and

was formulated on basis of empirical relationship between cli-

mate variables and  in situ measured NPP values. The MIAMI model

http://dx.doi.org/10.1016/j.ecolmodel.2015.01.026

0304-3800/© 2015 Elsevier B.V. All rights reserved.
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applies the Minimum Law, which assumes that plant productiv-

ity is limited by only a single climate variable (Lieth and Whittaker,

1975). The Minimum Law only considers the climate variable yield-

ing the lowest NPP. However, new techniques and hypotheses

about the climatic controls on NPP call for reanalysis of the problem

since empirical models based on the Minimum Law hypothesis can-

not always provide ecologically explainable estimates of  NPP (Zaks

et al., 2007).

The Miami  model has been widely employed to predict NPP

under current climate conditions because it is simple and often

applied as a reference approach in empirical model development

(Adams et al., 2004; Del Grosso et al., 2008). Extensions of  the

MIAMI  model have been developed to account for CO2 enrichment

and other climate variables (King et al., 1997). Empirical NPP mod-

els give crucial measures of  terrestrial ecosystem productivity and

are major achievements in understanding global patterns of pro-

ductivity (Zaks et al., 2007). But  they should be treated with caution

for future climate scenarios since they have been developed under

current climate conditions and can lead to unreliable predictions

(Adams et al., 2004).

The  lack of extensive calibration and validation data limits

empirical models to plot-level field measurements, and thus they

may not be applicable for large scale studies (Adams et al., 2004;

Clark et al., 2001; Schuur, 2003). Field measurements combined

with tower-based energy flux estimations provide accurate deter-

mination of plant growth of  a  forest ecosystem over a time period

(Fahey and Knapp, 2007). Tower-based measurements offer high

temporal resolution estimations of  CO2 uptake or variations in CO2

concentration flux during the growing season. However, they rep-

resent site-specific measurements and are therefore of limited use

in the spatial domain.

At  broader spatial scales remote sensing based vegetation

indices have been employed to derive NPP and biomass (Ito,

2011). These methods incorporate uncertainties, because they are

also location-specific, particularly in the  case of purely empiri-

cal approaches. Though the integration of vegetation indices into

light use efficiency models enhances their capacity to predict NPP

and biomass across biomes, local calibration of these models (e.g.

assignment of vegetation-specific physiological parameters such

as maximum light use efficiency) is still  required (Seaquist et al.,

2003). The utility of satellite derived NPP estimates include their

ability to capture fine-scale detail in  actual vegetation distribution,

mapping vegetation change in ecosystems, as  well as for calibra-

tion and validation of  mechanistic ecosystem models (Smith et al.,

2008; Tang et al., 2010).

Empirical  or semi-empirical models have been criticized for the

application of pre-processed climatologies as regards their calibra-

tion and development. Calculations of  mean annual temperature

and precipitation over a predefined time period do not capture pat-

terns that are important for driving processes at shorter time  scales

thereby introducing spatial and temporal uncertainties. Therefore,

impacts of ongoing climate change may  be averaged out and the

actual response of ecosystem production to climate may  not  be fully

represented. Assumptions of  an equilibrium ecosystem state are

not satisfied under conditions of  climate change and thus modeled

NPP can be exaggerated (Del Grosso and Parton, 2010; Shoo and

Valdez Ramirez, 2010). Finally, empirical NPP models are incapable

of elucidating physiological and biochemical processes (e.g. photo-

synthesis or respiration) since they  are formulated implicitly (King

et al., 1997).

By  contrast, dynamic global vegetation models (DGVMs) are

capable of simulating fundamental plant growth processes by

applying biophysical laws and biogeochemistry on a diurnal basis

(Sitch et al., 2003; Smith et al., 2001). This gives the advantage

of being able to run DGVMs with future climate change scenar-

ios in order to predict the  NPP  of  ecosystem resources without

extrapolation. DGVMs have been applied for comparing the

response of  vegetation growth on CO2 enhancement experiments

locally and predicted globally (Hickler et al., 2008). However, large

scale applications of DGVMs are time-consuming and  computa-

tionally burdensome.

One  approach for alleviating the  computational burden of  com-

plex models is the meta-modeling concept, which aims to emulate

the performance of complex models with simplified but efficient

techniques (Ratto et al., 2012; Razavi et al., 2012). Meta-modeling

is therefore suitable for overcoming time-consuming DGVM sim-

ulations. A useful technique is the development of  an empirical

model derived from results of DGVM simulations under various

climate change scenarios. The DGVM simulation results and their

driving climate variables are analyzed for empirical relationships

in order to describe NPP as  a function of  the corresponding cli-

matologies. This DGVM-based empirical model, referred to as a

meta-model, can be applied for climate change scenarios, though

it lacks the implementation of  physical and biogeochemical pro-

cesses in favor of  computational speed. Such a method can therefore

overcome the dependence of empirical NPP modeling applied

to actual climate conditions and the limited number of avail-

able NPP field measurements, while minimizing extrapolation

errors.

The development of  a NPP meta-model is necessary since time-

consuming simulations undermine the  ability of  DGVMs to be

integrated in rapid and holistic assessment models. The CLIMSAVE

(climate change integrated methodology for cross-sectoral adapta-

tion and vulnerability in Europe) project is a unique example of an

integrated assessment modeling framework that applies different

sectoral models (e.g. urban growth, economic and coastal fluvial

flood models) to holistically address impacts of climate change

and increasing CO2 concentrations on the environment (Harrison

et al., 2012). Combining a wide range of sectoral models provides

not only an assessment of  the  consequences of climate change

on the  different sectors but also allows a better understanding

of their cross-sectoral feedbacks. On CLIMSAVE’s web-based inte-

grated assessment platform (IAP—www.climsave.eu), the models

have  to interact rapidly on demand in order to provide reliable

information about the risks of climate change to stakeholders and

interested European citizens (Harrison et al.,  2012). A DGVM-based

meta-model is useful because it can be implemented in an  IAP (e.g.

CLIMSAVE IAP) in order to contribute with valuable cross-sectoral

information about plant growth under climate change.

The overall aim of the  study is  to develop and test a rapid

NPP meta-model based on DGVM simulations where the  objec-

tive is to predict NPP of  European potential natural vegetation

(PNV) for current and  future climate as well as  CO2 scenarios. This

study hypothesizes that the meta-model is able to emulate species-

specific and total NPP estimates generated by DGVM simulations.

Furthermore, it is hypothesized that NPP can be described by a  syn-

ergistic function of  seasonal temperatures, seasonal precipitation

and atmospheric CO2 concentration. NPP can be therefore con-

trolled synergistically by all climate variables instead of the most

limiting one.

2.  Materials and methods

2.1.  Dynamic global vegetation model

In the current study, European PNV is described by NPP

(kg C m−2 year−1), which was simulated with the  dynamic global

vegetation model LPJ-GUESS (Smith et  al., 2001). LPJ-GUESS com-

bines mechanistic representations of plant physiological and

biogeochemical processes and is driven by various climate vari-

ables, atmospheric CO2 concentration, and soil  characteristics



F. Sallaba et al.  / Ecological Modelling 302 (2015) 29–41 31

(Sitch et al., 2003; Smith et al.,  2001). It simulates the atmosphere-

vegetation carbon cycles and water fluxes, establishment of

vegetation, fire impacts, random disturbance, and mortality rate of

different age cohorts of vegetation (Lehsten et al.,  2009, 2010; Smith

et al., 2001). Additionally, successional vegetation dynamics can be

simulated on different temporal and spatial scales (Schurgers et al.,

2009a,b; Wania et al., 2009). Various species and their interactions

can be simulated in LPJ-GUESS. They are described by their specific

traits separately for each age cohort, e.g. establishment, mortality

and growth rates, competition ability and canopy structure (Hickler

et al., 2012). LPJ-GUESS simulates vegetation dynamics in several

replicated patches within each grid cell. Wildfires and disturbance

events are applied stochastically. Individuals (or a fraction of indi-

viduals) in a patch can be killed by wildfires (Sitch et al., 2003)

while stochastic disturbance events remove all vegetation in a

patch based on a user-defined probability. A detailed description

of LPJ-GUESS can be found in (Sitch et al., 2003; Smith et al., 2001).

The updated version used in this study is summarized by Hickler

et al. (2012) and Smith et al. (2008).

2.2. Modeling protocol

European  PNV was described using 16 common European trees,

3 shrubs and 2 generalized grass functional types (Hickler et al.,

2012). The cohort mode was applied in LPJ-GUESS, which rep-

resents individual plant species in age-classes while accounting

for vertical canopy structure within a patch. Replicate patches

(here 25) were used in order to account for stochastic disturbance

within a reasonable computational time frame. Disturbance was

specified with an annual probability of  0.005 that  corresponds,

for example, with insect attacks or storms (Smith et al., 2008;

Tang et al., 2010). All simulations were initiated with a de-trended

1000 years ‘spin-up’ phase in order to run the  model from bare

ground to a vegetation equilibrium state associated with  a par-

ticular climate and CO2 scenario. Each simulation was  equipped

with its unique ‘spin-up’ phase according to the  scenario settings.

The LPJ-GUESS simulations were conducted at  the  Lund Univer-

sity Numeric Intensive Computation Application Research Center

(LUNARC).

2.3. Input data

A  subset of European grid cells was selected for the meta-model

development. The subset aimed to capture all the major European

environmental zones as stratified by Metzger et al. (2005). The sub-

set contained two cross European transects, consisting of 63 grid

cells with a 0.5◦×0.5◦ spatial resolution. The selection includes

the main European climate conditions including cold & dry, cold

& wet and warm & dry and their transition zones (Fig. 1).  The

63 cells were overlaid with CRU  TS 3.0 climate data (Harris et al.,

2014; Mitchell and Jones, 2005), which have the  same spatial res-

olution. CRU TS 3.0 data span from 1901 to 2006 and contain

temperature, precipitation and cloudiness with  a monthly tem-

poral resolution. Soil texture characteristics of each grid cell fall

into one of eight categories, and are based on the  FAO global soil

dataset (FAO, 1991), as  described by Sitch  et al. (2003) (see their

Table 4). The annual atmospheric CO2 concentrations for the base-

line simulation were taken from records at Mauna Loa Observatory

(www.esrl.noaa.gov/gmd/ccgg/trends/).

2.4. Climate change and CO2 concentration scenarios of  input

data

The climate change scenarios are based on increasing monthly

temperature and atmospheric CO2 concentration, as well as

changing summer (April–September) and winter precipitation

(October–March). In line with the  CLIMSAVE project, maximum

changes for each climate variable were defined in order to

embrace the  A1, A2, B1 and B2 IPCC climate change scenario

families (Harrison et al., 2012; Holman and Harrison, 2011;

IPCC, 2007). Maximum ranges are given in Table 1. The CRU

TS 3.0 climate data  were taken as  the baseline climate time-

series. The climate change and CO2 concentration scenarios

were superimposed upon the baseline climatologies (Table 1).

This led to 500 different scenarios (including the baseline) for

each of  the 63  grid cells that were applied to simulate NPP in

LPJ-GUESS.

2.5. Post-processing of climate data and LPJ-GUESS simulations

The combination of all possible climate change and CO2 sce-

narios led to 31,500 simulations of 105 year long  time-series.

For the meta-model development it was therefore necessary

to post-process this extensive dataset. Furthermore, stochastic

generic-disturbance and fire events may  occur in the last years of

the simulations and underestimate the actual vegetation growth

capability. The likelihood of  these events was increased due to

the low number of  replicate patches (i.e. 25). These stochastic

effects were therefore reduced by calculating mean NPP values

over the last 20 years (providing 500 replicate patches). Like-

wise, we calculated mean cumulative winter (October–March) and

summer precipitation (April–September) and mean monthly min-

imum and  maximum temperatures over the same time period.

The atmospheric CO2 concentration was kept  constant during each

simulation but with  levels depending on the given scenario (see

Table 1).

2.6.  NPP meta-model development

The  MIAMI  model (Lieth and Whittaker, 1975) has been a use-

ful basis for the  development of  empirical NPP models, but such a

methodology cannot account for intra-annual dynamics of  climate

variables because it only involves annual measures of  tempera-

ture and precipitation to estimate NPP. For example, plant growth

in Europe exhibits a strong seasonal cycle. In contrast, the cur-

rent study is based on an  account of  the intra-annual dynamics

of temperature and precipitation and their influence on vege-

tation growth. Temperature was  divided into minimum winter

(Tmin) and maximum summer (Tmax) temperatures in order to

reflect intra-annual dynamics instead of using annual mean val-

ues. The two temperature variables can limit plant growth due

to very high temperatures (e.g. heat stress) in the summer as

well as very cold temperatures (e.g. frost damages) during winter

(Flexas et al., 2014; Larcher, 2000, 2003; Wang et al., 2003). Climate

change increases intra-annual precipitation variability scattered

in more intense rainfall events and  extended periods of  droughts

(Christensen et al., 2007; Fay et al., 2011; Jentsch and Beierkuhnlein,

2008). Precipitation was therefore split into summer (Psummer)

and winter (Pwinter) amounts to account for intra-annual vari-

ability. The precipitation variables can limit NPP due to water

stress in drought periods (e.g. wilting) (Kreuzwieser and Gessler,

2010).

Empirical NPP models based on the Minimum Law (Lieth and

Whittaker, 1975) have been critiqued for only considering the

most NPP limiting climate to control NPP (Zaks et al., 2007). In

the current study, it is assumed that plant species are able to

compensate for moderate climatic stress under sub-optimal con-

ditions. Their NPP can be affected by several climate variables

which can act  synergistically at the same time. Furthermore, it

is assumed that  reduced plant growth or stressed vegetation in

one season may  influence vegetation growth in the  following

season. For example, if the climate variables reduce NPP during
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Fig. 1. A  map  showing European transects superimposed on the  European environmental zones map  from (Metzger et al., 2005).

the winter season it  will also reduce NPP in  the  summer sea-

son. Annual NPP is therefore a  combination of both seasons and

not only the sum of  winter and summer NPP where both are

calculated independently. Seasonal NPP estimates are dependent

on each other because summer NPP is also a function of  winter

climate and vice versa. This approach allowed an  investigation

of each climate variables’ impact on annual NPP. These empiri-

cally developed relationships were combined to derive the NPP

model.

We divided the model development in three steps: (1) NPP

response to either increasing temperatures or changing precipita-

tion at baseline CO2 (350 ppm), (2) the development of  a synergistic

NPP function to combine changes in temperature and precipitation

estimated  at  CO2 baseline; and (3)  the analysis of CO2 enhancement

on NPP (Fig. 2). All steps in the development of  the  meta-model

were applied at  the  species level as well as  for total NPP.

2.6.1.  Climate variable functions

The  first step  focused on determining empirical relationships

between the  climate variables and NPP at CO2 baseline concen-

tration (Fig. 2). This analysis was based on the assumption that

the maximum NPP will be only reached under optimal climate

conditions. NPP decreases if  one climate variable function is not

at the optimum. All results of the NPP simulations at  CO2 base-

line (i.e.  350 ppm) and their respective climate variable values

were selected and merged into a new dataset. The maximum NPP

Table 1
Minimum and maximum stepwise changes in the climate variables as well as CO2 concentration. The  magnitudes of  increases are related to how much a  variable could be

adjusted.  Temperature was increased in  four steps and the other variables in five steps  leading to 500 different climate change scenarios.

Change attributes Temperature change

[◦C]

Summer precipitation

[%  of baseline]

Winter precipitation [%

of baseline]

Atmospheric CO2

[ppm]

Minimum value 0 50 50 350

Maximum  value 6 150 150 700

Magnitude  of increase 2 25 25 87.5

No.  of steps 4 5 5  5
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Maximum tempe rature 
fun ction

Minimum temperature 
function

Summer precipitation 
fun ction

Winter precipitation  
fun ction

NPP meta-model

Step  1

Synergistic function 

Step 2

CO2 fun ction

Step  3

Fig. 2. Conceptual logic behind the meta-model development.

value (NPPmax = 0.7 kg C m−2 year−1)  in the  data  was  used to con-

vert all values from absolute to relative NPP ranging between 0

and 1. The dataset was then duplicated four times in order to find

empirical relationships between NPP and each climate variable

independently. These relationships were  formulated as functions

describing the maximum NPP for the  respective climate variables.

Consequently, each dataset was sorted in ascending order with

respect to the climate variable that was investigated. Each dataset

consisted of the sorted climate variable values paired with their

yielded NPP values derived from the  LPJ-GUESS simulations.

2.6.1.1. Temperature functions. NPP is the  difference between gross

photosynthetic assimilation of  carbon and carbon loss due to res-

piration (Foley, 1994; Ito, 2011) and is therefore strongly related

to gross photosynthetic assimilation. NPP and photosynthetic

response to temperature should therefore be similar. The photosyn-

thetic response to temperature has been studied extensively and is

described as a near parabolic, hump-shaped curve with a local max-

imum (Adams et al., 2004; Begon et al., 2006; Larcher, 2003). The

photosynthetic rate  starts at a local minimum and increases with

increasing temperature until an  optimum is reached at a maximum

rate of photosynthesis. With increasing temperature, the  photo-

synthetic rate then decreases rapidly (Adams et al., 2004; Larcher,

2003).

Seasonal changes were addressed by applying a chi-square func-

tion to summer maximum and winter minimum temperatures.

Although both climate variables are correlated, their impacts on

NPP differ, ranging from amplifying (optimum winter and sum-

mer temperature) to antagonistic effects (either optimum summer

temperature and inhibiting winter temperatures or vice versa).

Samples  describing the relationship between the  climate vari-

able value and its maximum NPP value were  extracted from the

sorted dataset (see above) while ignoring all NPP data reduced by

the other climate variables. Each dataset was therefore processed

with the following rules to detect a local maximum. (1)  The first

(ith) sample (i.e. NPP and  its temperature value) in the  sorted

dataset was compared with the  second sample (ith + 1). If  the NPP

value from the second sample was greater than the  first sample

(ith + 1 > ith), it  was selected into list ‘a’, but if it was  equal to or

smaller than the previous sample (ith + 1  =  ith), it was rejected. This

procedure was repeated for the  entirety of  the  dataset. (2) The same

procedure was then executed with the dataset but starting with

the last (kth) sample going backwards (k  running from dataset size

to one). For example, the second-to-last (kth − 1) NPP value was

compared to the  last sample and if  this NPP value  was  greater

than the  last sample (kth −  1 > kth), it was selected into list ‘b’. If

the second-to-last NPP value was equal or smaller than the last

one (kth − 1 =  kth), it was  omitted. Both lists (‘a’ and ‘b’) were then

merged to facilitate the dataset for the chi-square function fitting.

The maximum temperature function (f(Tmax)) is given in the

following equation:

f (Tmax) = (Tmaxa)
n
2

−1e− Tmaxa
2

2
n
2

� ( n
2 )

b (1)

where  f(Tmax) calculates the maximum temperature NPP (rela-

tive); Tmax is maximum summer temperature (◦C) of a grid cell;

a stretches the  function along the abscissa; b stretches the func-

tion along the  ordinate; n describes the  shape of  the  function; and

� is the gamma  function. In Fig. 3a  is shown how f(Tmax)  bounds

the maximum relative NPP—Tmax samples. The parameter values of

f(Tmax) are given in Table 2.

Minimum winter temperatures can reach sub-zero ◦C values

(see Fig.  4b). The response function was  therefore shifted along

the temperature gradient to eliminate possible negative temper-

ature values. The minimum temperature function is given in the

following equation:

f (Tmin − tmin) = ((Tmin − tmin) a)
n
2

−1e− (Tmin−tmin)a

2

2
n
2

� ( n
2 )

b  (2)

where  f(Tmin − tmin)  estimates the  minimum temperature NPP (rel-

ative); Tmin is minimum winter temperature (◦C) of a grid cell;

tmin is the lowest temperature value (◦C)  that  occurred in all grid

Table 2
Parameter values of the four climate variable functions, the  linear correction at CO2

baseline concentration and the final model.

Eq. (1) a b n

Maximum  temperature (f(Tmax)) 1.92 9.78 5.30

Eq.  (2) a b n tmin

Minimum temperature ((f(Tmin))) 1.31 18.72 14.60 −40.00

Eq.  (3) k p l

Summer  precipitation (g(Psummer)) 1.04 10.29 0.63

Winter  precipitation (g(Pwinter))  0.92 69.21 1.34

Eq.  (4) s u

Linear  correction (NPPbaseline)  0.96 −0.02

Eq.  (5) a b

CO2 relationship (NPPscenario) −0.67 1.67
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Fig. 3. Curves fitted to NPP-climate variable plots for  (a) average annual maximum temperature vs total NPP values. (b) Average annual minimum temperature vs NPP values.

(c)  Summer precipitation vs total NPP (d) winter precipitation vs. total NPP.

cells and translates the function along the  abscissa to the origin;

a stretches the function along the  abscissa; b stretches the  func-

tion along the ordinate; n describes the shape of  the function; � is

the gamma-function. As  can be seen in Fig. 3b, f(Tmin − tmin) bounds

the greatest relative NPP vs Tmin samples. The parameter values are

shown in Table 2.

2.6.1.2.  Precipitation functions. The relationship between NPP and

precipitation can be described by a saturation function (King et al.,

1997; Lieth and Whittaker, 1975), starting with minimum NPP at

low precipitation. NPP then increases with increasing precipita-

tion levels until a saturation point is reached. Further increasing

precipitation will not  affect NPP  because it is allocated as percola-

tion or run-off. This assumption is based on the treatment of  high

precipitation levels in LPJ-GUESS (Gerten et al., 2004; Smith et al.,

2001). The detection of  local  maxima in the  summer and winter

precipitation  data  was conducted with  the first rule (i.e. list ‘a’)

applied in the  temperature functions analysis.

Precipitation seasonality and its  influence on NPP were captured

by a saturation function for Psummer and Pwinter. The function g(P)

estimates relative NPP for both seasons and is given in the  following

equation:

g (P) = k − o

pl
(3)

where  p  is the mean annual cumulative precipitation (mm)  of the

respective season; k is the  maximum seasonal relative NPP  that

can be reached (derived from LPJ-GUESS simulations) and limits the

growth of  the function; o  is a constant and l determines the slope of

the function. In Fig. 3c can be seen that g(Psummer) bounds the maxi-

mum total NPP—Psummer samples. This also accounts for maximum

total NPP—Pwinter which are limited by g(Pwinter) as can be seen in
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Fig. 4. The four climate variables on the  European scale were derived from CRU TS 3.0 (Mitchell and Jones, 2005) grid cells. The  climate variable values were post-processed and

averaged  over the last 20 years of the climate time-series from 1986 to 2006 (Section 2.5). (a) mean maximum summer temperature (b) mean minimum winter temperature,

(c)  mean cumulative sum of  summer precipitation (d)  mean cumulative sum of winter precipitation.

Fig. 3d. The parameter values for the  precipitation functions are

given in Table 2.

The  parameter values of the four functions were determined

with the fit command in MATLAB® (2011a), yielding a nonlinear

least-squares model fit. Parameters with the  lowest root mean

square deviation (RMSE) were chosen for total NPP (Table 2) and

the 21 species (see Appendix A), as  suggested by Del Grosso et al.

(2008).

2.6.2. Synergistic function—Combining individual functions

In  step two  of  the meta-model’s development (Fig. 2), the four

climate variables functions were combined into a  synergistic func-

tion. The multiplication of  seasonal temperatures and  precipitation

amounts yielded squared climate variable units that  were therefore

reduced with a  square root function (e.g. mm2 to mm).  The func-

tion was  then converted from relative to absolute NPP values as

given in Eq. (4). The synergistic function was then adjusted linearly
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(Eq. (4)) in order to account for maximum NPP simulations derived

from LPJ-GUESS.

NPPbaseline = s
(√

f (Tmax) ×  f (Tmin − tmin) ×  g (Psummer) ×  g (Pwinter) × NPPmax

)
+ u  (4)

where NPPbaseline is the  estimated NPP (kg C m−2 year−1) at base-

line CO2 concentration; s is the slope; NPPmax is the  maximum NPP

(0.7 kg C m−2 year−1)  of LPJ-GUESS simulations at CO2 baseline con-

centrations; and u  is a constant. During the linear fitting procedure,

the entire CO2 baseline dataset (i.e. 350 ppm) was randomly divided

into an analysis subset containing the  data of  30 grid cells and a

validation subset containing the remaining 33 grid cells.  The ‘fit’-

command in MATLAB® (2011a) was applied for the linear fitting

procedure. The parameters with the  lowest RMSE for total NPP (see

Table 2) and the 21 species (see Appendix A) were selected.

2.6.3.  CO2 concentration function

Step three of the meta-model’s development (Fig. 2) consti-

tuted the analysis of  the  effect of increasing CO2 concentration

on NPP. The CO2-dependent NPP  growth is represented by a sat-

uration function. Furthermore, as the CO2-dependent NPP growth

also depends on climate, the  CO2 analysis was performed over

a wide range of climate change scenarios which were kept con-

stant for each CO2 increase (Table 1). Simulating NPP at different

CO2 concentrations in LPJ-GUESS resulted in a linear relationship

between NPP ratios (NPPscenario/NPPbaseline)  and the reciprocal CO2

ratio (CO2baseline/CO2scenario) (Eq. A.9 and Fig.  A.3). Solving the  func-

tion for NPPscenario resulted in the following equation:

NPPscenario = NPPbaseline ×
(

a
(

CO2baseline

CO2scenario

)
+ b

)
(5)

where  NPPscenario is NPP (kg  C m−2 year−1) of  a grid cell under a

scenario specific atmospheric CO2 concentration (ppm); NPPbaseline

is the modeled NPP (kg  C  m−2 year−1) under a CO2 concentration

of 350 ppm; a is the slope  of the linear relationship; CO2baseline

equals a concentration of 350 ppm; CO2scenario is an enhanced

CO2 concentration (>350 ppm); and b is the constant term where

the function intercepts the  ordinate. The parameters a  and b for

total and species-specific NPP  were determined with linear fit-

ting (‘fit’-command) in MATLAB® (2011a) by randomly dividing the

dataset into an analysis subset (30 grid cells) and a validation sub-

set (33 grid cells). The parameters with the lowest RMSE value for

total NPP (see Table 2) and the 21 species (see Appendix A) were

selected.

2.7. Validation of meta-model

2.7.1. Comparison of meta-model with LPJ-GUESS

For the assessment of  meta-model performance, 100 randomly

sampled CRU TS 3.0 grid cells were chosen, excluding those used

previously. The same climate and CO2 adjustments were applied

as in the pre-processing section (Table 1). LPJ-GUESS was  forced

with the data using the  same modeling protocol (Section 2.2),

giving a comprehensive validation dataset of  50  000 NPP sim-

ulations. The LPJ-GUESS simulations and the climate data were

post-processed as in Section 2.5. Several measures where then

applied in order to gauge meta-model performance against LPJ-

GUESS simulations (Smith and Smith, 2007; Smith et al., 1997)

(see Appendix A for details). The meta-model’s agreement (i.e.

precision) with LPJ-GUESS simulations was determined with  the

coefficient of determination (R2 value) in order to measure the

strength of linear association between the  models, while the root

mean squared error (RMSE) gives their total difference in NPP units

(NPP kg C m−2 year−1).  Systematic over- and underestimation (i.e.

bias) of the meta-model estimates were  determined with  the mean

difference (MD) as  suggested in inter-model comparisons (Morales

et al., 2005; Smith et al.,  1997) (see Appendix A):

MD =
∑n

i=1

Oi − Pi

n
(6)

where  MD is the mean difference between the models

(kg C m−2 year−1); n is the  number of  paired NPP  estimates;

Oi is the  ith NPP simulation from LPJ-GUESS (kg  C  m−2 year−1);

and Pi is the ith meta-model NPP  estimate (kg C  m−2 year−1); and

i denotes the application of the  identical climate variables in LPJ-

GUESS as  well as  the  meta-model. MD can be directly related to the

Student’s t and MD to be evaluated with the critical t-value for the

given degrees of freedom in a paired t-test (Smith and Smith, 2007;

Smith et al., 1997). In line with conservative statistical conventions

a t-value greater than  the critical two-tailed value for p  < 0.001 was

chosen to determine whether the meta-model estimates show a

significant bias towards over- or underestimation when compared

with LPJ-GUESS NPP  simulations (Morales et al., 2005; Smith et al.,

1997).

2.7.2.  Transect analysis on the European scale

Differences between total  NPP from the meta-model and

LPG-GUESS were also examined across different European environ-

mental zones. A total of 2766 CRU TS 3.0  grid cells (0.5◦×0.5◦ spatial

resolution) covering most  of Europe were used. PNV was simu-

lated in  LPJ-GUESS under seven CO2 concentration scenarios. Each

scenario had a  different but constant CO2 concentration starting

from 350 ppm up to 700 increased by 50 ppm progressively. The

same LPJ-GUESS modeling protocol was  followed as  described in

Section 2.2. The climate variables were post-processed as in Sec-

tion 2.5 (Fig. 4). NPP was also estimated with the meta-model

using the same climate and CO2 settings. NPP ratios between

meta-model and LPJ-GUESS results were calculated in order to

indicate the agreement between the models. NPP ratios <1 show

NPP underestimation by the meta-model while NPP  ratios >1 spec-

ify overestimation of  the meta-model in comparison to LPJ-GUESS

NPP simulations. Perfect agreement between the models is given

with NPP ratio = 1. A NPP ratio range between 0.9–1.1 was defined

to provide satisfactory agreement between the  models since it

assumes an error of ±10% to be acceptable, given  the inherent

limitations associated with the meta-model. This provides a bal-

ance between slight over- and underestimation of meta-model NPP

estimates compared to LPJ-GUESS NPP  simulations.

3.  Results

3.1. Comparison of meta-model with LPJ-GUESS

The meta-model estimated NPP more rapidly than LPJ-GUESS

during the validation. Computational times for the meta-model and

LPJ-GUESS NPP simulations were recorded for the European dataset

(i.e. 2766 grid cells). The meta-model estimated total and species-

wise NPP for the European dataset in less than five  seconds on a

standard desktop computer whereas LPJ-GUESS simulated species-

specific and total NPP for all 2766  grid cells in 25:47:20 h on a

powerful LUNARC mainframe.

Total NPP estimates from the meta-model and LPJ-GUESS sim-

ulations showed a sufficient agreement for all climate variable

changes at  baseline CO2 concentration (350 ppm). The meta-model
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yielded a performance of  R2 =  0.68 and a RMSE = 0.06 but overesti-

mates total NPP with a MD  = −0.018 (t  =  −30.8, df =  9999, p < 0.001)

in comparison to LPJ-GUESS simulations.

Meta-model performance declined with increasing CO2 con-

centration. The increased CO2 concentrations yielded an overall

agreement of R2 = 0.62 and a total difference of RMSE = 0.08.

Incorporating higher CO2 levels generated increased NPP overesti-

mation by the meta-model with MD =  −0.020 (t  =  −56.3, df = 49,999,

p < 0.001) in comparison to LPJ-GUESS.

The  species-specific NPP  estimates generated by the meta-

model generally show poor levels of performance with those

estimates from LPJ-GUESS for all CO2 concentrations. Moreover,

levels of agreement for specific species vary substantially (see

Appendix D). C3 grass (herbaceous) achieved the best association

with R2 = 0.33 with  a difference of RMSE = 0.04. Popolus trem-

ula yielded the second highest R2 = 0.32 and total  difference of

RMSE = 0.09. Betula pendula achieved the third highest R2 =  0.30

and a slightly smaller RMSE = 0.08. All other species generated

R2 < 0.3.

The sum of the individual species’ NPP results was  inconsis-

tent with total NPP estimates for all climate and CO2 scenarios

because the meta-model overestimated species NPP. The compari-

son yielded a RMSE = 1.21 highlighting the poor performance of  the

meta-model for estimating species-specific NPP.

3.2. Comparison of meta-model with  LPJ-GUESS—European scale

In  general, favorable NPP estimates were generated by the

meta-model. Nevertheless, areas  with considerable under- and

overestimation at baseline CO2 concentration are evident. Fig. 5a

shows total NPP simulations from LPJ-GUESS, Fig. 5b total  NPP

estimates from the  meta-model, and Fig. 5c their NPP ratio at

baseline CO2 concentrations across Europe. Comparing Fig. 5a

and b shows that the magnitudes of  the  meta-model’s NPP esti-

mates spatially coincide with simulations from LPJ-GUESS. The

proportion of grid cells showing total NPP ratios between 0.9–1.1

(meta-model/LPG-GUESS) is 65%. Highest agreements are in cen-

tral Spain, central Europe, southern Scandinavia and Eastern Europe

(Fig. 5a–c).

The meta-model underestimated NPP mostly along the coasts

of Western Europe at CO2 baseline concentrations. Underestima-

tions of 20–30% (−0.10 to −0.15 kg C m−2 year−1) occur in Portugal,

northern Spain and western France, Brittany, the southern coast

of Ireland and UK, the Mediterranean Mountains and South-

ern Alps of France, including parts of  the  Pyrenees. Northern

Sweden, Norway, Finland and Sicily also show underestima-

tions.

Overestimations are found mostly in northern Europe (Scotland,

Norwegian coast and mountains as well as  western Finland) and

are on the order of 20–100% (0.10–0.25 kg C m−2 year−1) (Fig. 5c),

where LPJ-GUESS simulations resulted in general low NPP values.

At the European scale, enhanced CO2 scenarios reduced meta-

model performance resulting primarily in NPP overestimation.

Stepwise increase of atmospheric CO2 concentration led to a pro-

gressive decline of grid cells which have a  satisfactory NPP ratio

(Table 3 and Fig. 5d–l).

The  proportion of grid cells with  an acceptable ratio declined

steadily from 65% at baseline CO2 concentration to 52% at CO2

concentration of  700 ppm. Fig. 5  (right panels) shows that initially

favorable NPP ratios in central Europe and southern Scandinavia

changed to NPP ratios >  1.1 with increasing CO2 concentration. In

France, initial NPP ratios <  0.9 (at CO2 baseline) became slightly but

successively larger. Conversely, grid cells with favorable original

NPP ratios in central Spain and Italy fell into NPP ratios < 0.9 (NPP

underestimation) with increasing CO2 concentration.

Table 3
Differences in total NPP from meta-model and LPJ-GUESS with enhanced CO2 con-

centrations at the European scale (2766 grid cells).

CO2 concentration (ppm) No. of cells within NPP

ratio  range of 0.9–1.1

Percentage of  cells in

NPP  ratio range of

0.9–1.1

350 1793 65

400  1753 63

450  1699 61

500  1651 60

550  1574 57

600  1529 55

650  1490 54

700  1431 52

4. Discussion

In  the current study a meta-model was  developed that  esti-

mates total and species’ NPP for PNV in Europe. This meta-model

is useful because it combines the  simplicity and speed of  empirical

NPP models with the process based explanations of  DGVMs. With

regard to speed, the  meta-model predicted total and  species-wise

NPP for 2766  grid  cells far  more  rapidly than LPJ-GUESS providing

a meaningful surrogate for computationally expensive LPJ-GUESS

simulations. The meta-model can  be easily coupled to other models

because of the decrease in computational demand associated with

the reduction in complexity (King et al., 1997). The meta-model

has been successfully implemented into the CLIMSAVE modeling

framework where it interacts rapidly with  other models on a  web-

based IAP (Harrison et al., 2012).

Since the  meta-model is derived from process-based LPJ-GUESS

simulations, it has the ability to predict NPP for climate change and

CO2 scenarios while overcoming the extrapolation problems that

beset traditional empirical models (Adams et al., 2004; Shoo and

Valdez Ramirez, 2010). Despite this, the meta-models’ NPP esti-

mates are only valid as long as  the  input climate data does not

exceed the limits of the scenarios that were applied during the

meta-model development (Table 1). Outside of these climate and

CO2 ranges, the results need to be treated with caution.

For total  NPP, the meta-model’s estimates yielded reason-

able agreements with LPJ-GUESS simulations. But species-specific

meta-model performance was poor. Incorporating species-specific

information such as  competition for resources, establishment, dis-

persal, mortality and fire  resistance into a meta-model framework

provides some unique challenges because the climate variable

functions cannot carry species-specific information. This infor-

mation is difficult to synthesize using empirical and  statistical

approaches. It is therefore necessary to parameterize this infor-

mation for each species but  the tradeoff would be an  increase in

meta-model complexity.

4.1.  Meta-model development

The  Minimum Law (Lieth and Whittaker, 1975) is a standard

approach applied in various empirical NPP models (Adams et al.,

2004; Del Grosso et al., 2008; King et al., 1997; Schuur, 2003)

but it excludes valuable information about how the  ecosystem

responds to all climate variables. The meta-model combines tem-

perature and precipitation in order to describe ecosystem response

to climate, as well as  to capture synergistic interactions between

the climate and vegetation growth. The meta-model was solely

developed on LPJ-GUESS and evaluated with LPJ-GUESS NPP sim-

ulations. Prior studies have  noted that LPJ-GUESS performs well

in simulating the NPP of managed forest and PNV from local to

global scales. Zaehle et al. (2006) demonstrate that the model is

able to reproduce NPP of  managed European forests with good
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Fig. 5. Comparison of total NPP estimates from LPJ-GUESS and the meta-model using European baseline climate with several CO2 concentrations. The selected CO2 concen-

trations  are shown row-wise in ascending order (i.e. 350 ppm (a–c), 450 ppm (d–f), 550 ppm  (g–i) and 650 ppm (j–l)). Total NPP simulations from LPJ-GUESS (mean of the

last  20 years of the baseline simulations) are visualized in panel (a), (d), (g) and (j). Total NPP from the meta-model forced by the preprocessed climate variables (mean of

the  last two decades from the  baseline climate) are illustrated in panel (b), (e), (h) and (k). NPP Ratio of the meta-model’s and LPJ-GUESS total NPP estimates are shown in

panel  (c), (f), (i) and (l).  The NPP ratios between 0.9 and 1.1 are classified as satisfactory meta-model performance.
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agreement compared to European forest inventory data. Hickler

et al. (2006) compare modeled NPP of  PNV with stand-scale field

measurements of NPP taken from the  global Ecosystem Model-Data

Intercomparison (EMDI) database (Olson et al., 2001) where strong

correlations between modelled NPP and observed NPP data were

found. However, the model simulated on average 18.8% higher NPP

values for forests compared to the observation data (Hickler et al.,

2006). Smith et al. (2008) applied LPJ-GUESS to model NPP of boreal

forests in nothern Europe. The results compared well with forest

inventory data (RMSE = 0.066) but  indicated NPP overestimation of

LPJ-GUESS. Tang et al. (2010) demonstrate that LPJ-GUESS NPP sim-

ulations in New England are in agreement with gridded biomass

data derived from forest field-measurements. Furthermore, this

study suggests that  LPJ-GUESS performs better for predicting NPP

compared to satellite data-derived NPP (i.e. MODIS NPP).

With  regard to the approach chosen for the meta-model devel-

opment, direct comparisons of the meta-model’s performance with

other empirical model studies based on NPP field measurements

need to be treated with caution. Nevertheless, by making these

comparisons, it can be shown that the representation of synergis-

tic interactions between seasonal temperature and precipitation

have good reliability for predicting NPP. Del Grosso et al. (2008)

applied the Miami  (Lieth and Whittaker, 1975), the  Schuur (Schuur,

2003), and the National Center for Ecological Analysis and Syn-

thesis (NCEAS) model on a global scale. The model’s results were

compared with a comprehensive NPP dataset of tree-dominated

ecosystems (boreal, temperate, and tropical forests). The boreal

and temperate forests are covered with the PNV definition (Hickler

et al., 2012) used by the  meta-model. In tree-dominated ecosys-

tems the NCEAS model produced the  best performance R2 =  0.40,

the Miami  model yielded R2 = 0.35 and the  Schuur model generated

R2 = 0.30. Relating these results with the  meta-model’s perfor-

mance (R2 = 0.68) shows that  the meta-model is a viable alternative

to Minimum Law-based models for estimating NPP of complex tree-

dominated systems. However, comparisons between meta-model

estimates and NPP field-observation are desirable to be able to

provide a better understanding of  the meta-model’s performance.

The  meta-model exhibits a further development of  synergistic

interaction because it considers the  seasonality of  the climate vari-

ables. Most empirical models are founded on implicit formulations

of ecosystem processes using annual temperature means or cumu-

lative precipitation sums (Adams et al., 2004; Del Grosso et al.,

2008; Lieth and Whittaker, 1975; Schuur, 2003). However, valuable

information on how ecosystems respond to intra-annual variability

of climate cannot be captured. Zaks et al. (2007) results highlight

the benefit of combining climate variables and their seasonality to

control NPP. In this study, surrogates of  seasonality (growing season

photosynthetically active radiation (PAR), water stress index and

growing degree-days (GDD)) were combined for estimating NPP

with better performance compared to the Miami  model (Zaks et al.,

2007). Relating these results with the meta-model development

and performance (R2 =  0.68) shows that incorporating synergistic

interactions and  climatic variability can provide satisfactory and

ecologically explainable estimates of NPP.

4.2. Comparison of meta-model with  LPJ-GUESS—European scale

In  general the meta-model NPP estimates spatially coincide with

LPJ-GUESS simulations at CO2 baseline concentration (Fig. 5).  The

meta-model performed favorably at the European scale because

65% of the grid cells were in the satisfactory NPP ratio range. Still,

the meta-model considerably overestimated NPP compared to LPJ-

GUESS simulations in Scotland, along the  Norwegian coast and

mountains (Fig. 5c). Smith et al. (2008) report that LPJ-GUESS over-

estimates NPP in Scandinavia so it is therefore assumed that the

LPJ-GUESS NPP simulations that  are used as validation data in the

current study also overestimate NPP in Scandinavia. This indicates

that the meta-model would even more greatly overestimate NPP

when compared to forest inventory data in  Scandinavia. One reason

for the NPP  overestimation by the meta-model is that  the  satura-

tion functions for precipitation cannot reflect decreasing effects

of high precipitation levels on vegetation growth (Adams et al.,

2004; Schuur, 2003). Secondly, other explanatory variables such

as solar radiation and day length are not explicitly included in the

meta-model but are important drivers in LPJ-GUESS (Sitch et  al.,

2003; Smith et al.,  2001). The meta-model considerably overesti-

mated NPP along the Norwegian coast where the warming effects

of the  Gulf Stream with maximum summer temperatures between

8 to 14 ◦C and minimum winter temperatures between −8  and 2 ◦C

(Fig. 4) can  provide positive climate conditions for plant growth.

Nevertheless, this area is still limited by small amounts of  solar

radiation due  to short day lengths and cloudiness during the winter

that restrict plant growth.

Overall  the  magnitudes by which the meta-model underesti-

mates NPP compared to LPJ-GUESS simulations are notably smaller

(up to 30%) when compared to its NPP overestimations (up to 100%).

In areas where NPP are underestimated (Fig. 5c), the  climatic con-

ditions are more diverse. Most  of the  areas are underrepresented

or not  represented at all in the dataset that was used to develop

the meta-model (Fig. 1). However, LPJ-GUESS tends to overestimate

NPP (Hickler et al.,  2006; Ito, 2011; Smith et al., 2008) implying that

the meta-model’s NPP estimates (i.e. underestimates in compari-

son to LPJ-GUESS simulations) may  be closer to observed data. The

meta-model’s NPP underestimates are therefore more justifiable

than the NPP overestimates compared to LPJ-GUESS results.

The  analysis with increasing CO2 levels (while holding the cli-

mate variables and their bias at baseline) showed that the CO2

function was  the major source of  imprecision and bias in the  meta-

model. Increasing CO2 levels yielded a progressive decline of  grid

cells where NPP was  satisfactorily estimated by the  meta-model in

comparison to LPJ-GUESS simulations (Fig. 5  and Table 3). In north-

ern Europe, NPP  overestimations by the meta-model rose with

increasing CO2 levels while in central Europe the NPP  ratios turned

from satisfactory to overestimation (>1.1). Conversely, in southern

Europe, increasing CO2 concentration generated a  steady increase

of grid cells with NPP ratios <0.9 attributed to NPP underestima-

tion. However, in general, the CO2 function tends to overestimate

the effect of CO2 fertilization on NPP  as implemented in LPJ-GUESS.

4.3. Data

The sites used for the meta-model development cover most

of the European Environmental and climate zones at  baseline

climate conditions. The climate change scenarios ensure that  cli-

mate conditions of underrepresented environmental zones are

included. However, other studies (Zaks et al.,  2007) together with

the European scale meta-model analysis highlight that other cli-

mate variables such as solar radiation and growing season length

are also important for estimating NPP. In the climate change sce-

narios these other variables are disregarded. Consequently the

meta-model is restricted to solar radiation and growing season

length conditions of  the 63  CRU TS grid cells. We suggest there-

fore a random stratified selection of samples using environmental

stratification data for Europe as  proposed by Metzger et al. (2005).

The development of  an empirical model to predict NPP for future

climate change scenarios is challenging, since the number of  field-

measurements is limited. This  limitation is overcome by creating

a meta-model that is entirely based on NPP  estimates originating

from LPJ-GUESS simulations but this also raises concerns about

data-circularity. Shoo and Valdez Ramirez (2010) critiqued Del

Grosso et al. (2008) for using modeled and interpolated NPP esti-

mates to create an empirical NPP model. However, Del Grosso and
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Parton (2010) question the independence and circularity of  data

used in ecological studies generally. But NPP field-measurements

are also based on interpolations since NPP is difficult to measure

in the field. Furthermore, NPP field-observations are usually used

along with spatially interpolated climate datasets to estimate NPP

leading to inconsistencies of geographical scale.

The meta-model was validated with NPP  estimates from

LPJ-GUESS. The meta-model was therefore compared with NPP esti-

mates that are not independent since they were created by  the

same model. But the availability of  NPP measurements that  could

be used as independent validation data is limited (Hickler et al.,

2008). It requires time consuming and costly field-experiments

where temperature, precipitation and CO2 concentrations need to

be changed experimentally. As  a result, the  meta-model inherited

limitations of LPJ-GUESS such as  NPP overestimation (Ito, 2011;

Smith et al., 2008) and the lack of nutrient cycle representation

(Hickler et al., 2008). However, prior studies provided evidence that

LPJ-GUESS exhibits accurate skills in simulating NPP for various

biomes. LPJ-GUESS has been benchmarked extensively with  good

results from the local to the global scale with forest inventory data,

NPP field observations and remote sensing derived data (Hickler

et al., 2006; Smith et al., 2008; Tang et al., 2010, 2012; Zaehle et al.,

2006).

5.  Conclusions

The current study describes a meta-model that estimates NPP

rapidly with satisfactory performance for PNV in Europe. The

primary advantage of the  meta-model over traditional empiri-

cal models is the ability to predict NPP under projected climate

change and CO2 scenarios. Extrapolation was addressed during the

meta-model development phase because it is based on LPJ-GUESS

NPP simulations that were conducted under future climate change

and CO2 scenarios. However, beyond the  chosen climate and CO2

ranges, the meta-model NPP  estimates need to be treated with

caution.

The meta-model’s performance was evaluated by comparing it

to different NPP predictions generated by LPJ-GUESS. The meta-

model estimates of  total NPP are reasonably good, considering its

simplicity and rapidity, thus  confirming the  hypothesis that  the

meta-model is able to emulate total NPP estimates from LPJ-GUESS.

The assumption that maximum NPP can only be reached at optimal

climate conditions is reasonable for total NPP, but the meta-model

failed to predict species-specific NPP. Therefore the hypothesis that

species-specific NPP from LPJ-GUESS can be reproduced by the

meta-model is rejected.

In  the current study it was demonstrated that NPP can be

described by a synergistic function of  seasonal temperatures, sea-

sonal precipitation and CO2 functions thereby confirming that

a synergistic approach contributes to the  understanding of how

NPP is controlled by changes in climate and CO2 concentra-

tion. In addition, results from different empirical models reported

in the literature are comparable to meta-model NPP estimates

reported here, thus further supporting the  ability of  the  meta-

model approach.

The  meta-model evaluation revealed that the  CO2 and the pre-

cipitation functions led to model imprecision and bias. One way  of

circumventing this problem is to employ a stratified selection of

sites for the meta-development in order to ensure that all Euro-

pean climate characteristics are represented. Moreover, additional

explanatory variables are necessary to describe regional differences

in vegetation growth requirements. An explicit formulation of  solar

radiation and growing season length would improve the  estimation

of vegetation NPP. The climate variables applied in this study cannot

entirely carry information about these explanatory variables.

The meta-model provides a reasonable trade-off between model

complexity and rapid computation time in  comparison to DGVM

simulations. The meta-model yielded reasonable NPP estimates for

most parts of Europe, and can therefore be applied in computa-

tionally demanding projections involving both climate change and

increased CO2 concentrations. However, increases in CO2 concen-

trations incrementally reduced the  meta-model’s performance. In

northern Europe, it is suggested that the  meta-model be used as an

exploratory tool for illustrating the impact of very high CO2 con-

centrations on NPP, since it still captures the  positive impact of

CO2 fertilization on NPP (as implemented in LPJ-GUESS). The meta-

model is a useful tool because it also enables easy coupling to other

models which has been successfully completed in the  CLIMSAVE

project. In CLIMSAVE the meta-model adds valuable information

about climate change impacts on plant growth and allows the

assessment of its cross-sectoral feedbacks.

The meta-model may  contribute to an improved understand-

ing of  how NPP, as  a key environmental resource, is controlled by

changes in climate and CO2 concentration. The incorporation of the

climate variables’ seasonality in the  synergistic function extends

the ability of  empirical models to provide improved ecologically

explainable estimates of  NPP.

Key points

1  Development of a rapid net primary production model for  current

and  future climate and CO2 scenarios.

2  The model is a meta-model based on European potential natu-

ral  vegetation net primary production estimates generated from

dynamic  global vegetation model simulations.

3  Temperature and precipitation and their intra-annual variability

were  combined synergistically to estimate net  primary produc-

tion.

4 The meta-model gives satisfactory agreement with dynamic

global  vegetation model net  primary production simulations.
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Appendix A – equations and parameter values1 

1. Meta-model Development2 

During the determination of the empirical relationships between the climate variables and NPP 3 

simulations at CO2 baseline (i.e. 350 ppm), it was necessary to convert the dataset from absolute 4 

to relative NPP values ranging between 0 – 1 using the maximum NPP value (NPPmax=0.7 kgC 5 

m-2 year-1) of the dataset.6 

1.1. Temperature 7 

In this study we applied a chi-square function to describe the temperature response of NPP due to 8 

the strong linear correlation between NPP and photosynthesis. The chi-square distribution 9 

function (see Equation A.1) was chosen since its shape can be adjusted adequately to fit the near 10 

parabolic relationship between NPP and temperature.11 

( ) =  ( ) , > 00, 0         (A.1)12 

where x is a temperature value, n is an element of the natural numbers that describes the shape of 13 

x>0 than fn(x) is applied for the estimation. If x14 

than it is set zero. 15 

For the maximum temperature function (f(Tmax)) it was necessary to include additional parameters 16 

into Equation A.1 to further improve the fit of the chi-square distribution function to the 17 

maximum temperature vs NPP data which is written in the maximum temperature function 18 

(Equation A.2).  19 



2 
 

( ) =  ( )  ( )        (A.2)20 

where f(Tmax) estimates the maximum temperature relative NPP; Tmax is maximum summer 21 

temperature (°C) of a grid cell; a stretches the function along the abscissa; b stretches the 22 

function along the ordinate; n describes the shape of the distribution; and is the gamma 23 

function. The parameters values for the total and species’ f(Tmax) were determined with the fit 24 

command in MATLAB® (2011a), yielding a nonlinear least-squares model fit. Parameter values 25 

with the lowest RMSE (Del Grosso et al., 2008) were chosen and are given in Table A.1. 26 

27 
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Table A.1 Parameter values of f(Tmax) (Equation A.2) for each species and total NPP (relative).28 

Parameter a b n

Total NPP 1.92 9.78 5.30

Abies alba 0.21 28.17 47.70

BES (Vaccinium) 1.88 7.75 5.30

Betula pendula 0.77 16.13 13.70

Betula pubescens 0.84 16.12 12.20

Carpinus betulus 0.53 21.03 19.30

Corylus avellana 0.61 18.13 17.50

Fagus sylvatica 0.40 23.61 26.40

Fraxinus excelsior 0.81 16.61 12.90

Juniperus oxycedrus 0.24 21.57 48.70

MRS (Rosmarinus) 0.24 24.96 50.00

Picea abies 0.75 15.90 13.00

Pinus sylvestris 0.90 13.33 9.90

Pinus halepensis 0.25 18.23 50.00

Populus tremula 0.80 16.63 12.80

Quercus coccifera 0.25 30.02 50.00

Quercus ilex 0.41 20.14 27.30

Quercus pubescens 0.30 29.61 36.10

Quercus robur 0.76 16.68 13.50

Tilia cordata 0.70 17.31 14.50

Ulmus glabra 0.66 18.62 15.70

C3 herbaceous 1.62 7.88 5.80

29 

Minimum winter temperatures (Tmin) can violate x>0 (Equation A.1) because Tmin can reach sub-30 

zero °C temperatures. It was therefore required to introduce a parameter into the equation that 31 

moves the function along the temperature gradient to eliminate possible negative Tmin values. The 32 

minimum temperature function is given in Equation A.3;  33 

( ) =  (( ) ) ( )
 ( )       (A.3)34 
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where f(Tmin-tmin) estimates the minimum temperature relative NPP; Tmin is minimum winter 35 

temperature (°C) of a grid cell; tmin is the lowest temperature value (°C) that occurred in all grid 36 

cells and translates the function along the abscissa to the origin (0); a stretches the function along 37 

the abscissa; b stretches the function along the ordinate; n describes the shape of the function; 38 

is the gamma-function.The parameter values for total and species’ f(Tmin-tmin) were determined 39 

with the fit command in MATLAB® (2011a), yielding a nonlinear least-squares model fit (see 40 

Table A.2). Parameter values with the lowest RMSE (Del Grosso et al., 2008) were taken into 41 

account.42 

43 

44 

45 

46 

47 

48 

49 

50 
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Table A.2 Parameter values of f(Tmin) (Equation A.3) for each species and total NPP (relative)51 

Parameter a b N tmin

Total NPP 1.31 18.72 14.60 40.00

Abies alba 20.00 0.21 30.68 50.00

BES (Vaccinium) 36.22 0.32 25.74 49.70

Betula pendula 40.00 0.52 30.88 37.80

Betula pubescens 38.27 0.38 38.61 50.00

Carpinus betulus 31.14 0.31 37.70 50.00

Corylus avellana 23.46 0.64 20.20 18.70

Fagus sylvatica 20.00 0.28 28.08 37.90

Fraxinus excelsior 36.21 0.36 37.96 50.00

Juniperus oxycedrus 20.00 0.24 20.94 50.00

MRS (Rosmarinus) 20.00 0.24 23.71 50.00

Picea abies 39.95 1.71 12.95 11.10

Pinus sylvestris 39.99 0.86 19.43 21.60

Pinus halepensis 20.00 0.26 17.40 50.00

Populus tremula 40.00 0.40 35.50 48.30

Quercus coccifera 20.00 0.26 27.42 50.00

Quercus ilex 20.00 0.24 22.75 50.00

Quercus pubescens 26.24 0.27 35.93 50.00

Quercus robur 20.00 0.43 26.25 23.20

Tilia cordata 40.00 0.39 35.38 50.00

Ulmus glabra 38.10 0.37 37.18 50.00

C3 herbaceous 40.00 0.65 18.53 29.40

52 

53 

54 
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1.2. Precipitation55 

A saturation function was used to describe the response of NPP to annual cumulative summer 56 

(Psummer) and winter (Pwinter) precipitation. The precipitation function (g(P)) estimates relative 57 

NPP for both summer (g(Psummer)) and winter (g(Pwinter)) precipitation. The function is given in 58 

Equation A.4;  59 

( ) =            (A.4)60 

where P is the annual cumulative precipitation (mm) of Pwinter or Psummer, k is the maximum 61 

seasonal relative NPP that can be reached (derived from LPJ-GUESS simulations) and limits the 62 

growth of the function; o is a constant and l determines the slope of the distribution.  63 

The parameters values for g(Psummer) and g(Pwinter) were determined with the fit command in 64 

MATLAB® (2011a) that generates a nonlinear least-squares model fit. Parameters values for 65 

total and species’ NPP with the lowest RMSE were selected. Parameters of g(Psummer) are given in  66 

Table A.3 and parameters of g(Pwinter) are shown in Table A.4. 67 

68 

69 

70 

71 

72 

73 

74 

75 

76 

77 
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Table A. 3 Parameter values of g(Psummer) (Equation A.4) for each species and total NPP.78 

Parameter k o l

Total NPP 1.04 10.29 0.63

Abies alba 0.89 823.84 1.52

BES (Vaccinium) 0.76 27927953.57 3.61

Betula pendula 1.03 93.89 1.05

Betula pubescens 1.08 249.40 1.21

Carpinus betulus 1.05 15.86 0.71

Corylus avellana 1.05 10.70 0.62

Fagus sylvatica 1.07 16.90 0.71

Fraxinus excelsior 1.14 10.45 0.59

Juniperus oxycedrus 0.71 3.45 0.50

MRS (Rosmarinus) 0.89 5.72 0.50

Picea abies 0.92 71957409.91 3.68

Pinus sylvestris 0.85 10027014.18 3.44

Pinus halepensis 0.73 3.53 0.50

Populus tremula 1.19 10.31 0.57

Quercus coccifera 1.10 5.86 0.50

Quercus ilex 1.05 6.58 0.50

Quercus pubescens 1.24 8.02 0.50

Quercus robur 1.12 11.27 0.61

Tilia cordata 1.01 23.83 0.80

Ulmus glabra 1.15 10.53 0.59

C3 herbaceous 0.76 4.76 0.54

79 

80 

81 

82 

83 

84 

85 
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Table A.4 Parameter values of g(Pwinter) (Equation A.4) for each species and total NPP.86 

Parameter k o l

Total NPP 0.92 69.21 1.34

Abies alba 0.89 4892146.98 3.53

BES (Vaccinium) 0.78 1655.75 1.92

Betula pendula 1.03 2.51 0.52

Betula pubescens 1.00 2633.03 2.05

Carpinus betulus 0.92 1718.12 2.03

Corylus avellana 0.85 198.55 1.52

Fagus sylvatica 0.91 38.37 1.53

Fraxinus excelsior 0.94 52.99 1.23

Juniperus oxycedrus 0.58 13044269.10 3.84

MRS (Rosmarinus) 0.67 9.33 1.00

Picea abies 0.94 29.69 1.07

Pinus sylvestris 0.85 16615.65 2.55

Pinus halepensis 0.62 1.92 0.50

Populus tremula 0.97 146.85 1.45

Quercus coccifera 0.91 9463790.26 3.67

Quercus ilex 0.80 7878568.58 3.55

Quercus pubescens 0.96 8719.00 2.29

Quercus robur 0.90 38.37 1.24

Tilia cordata 0.92 464.35 1.77

Ulmus glabra 0.93 79.68 1.33

C3 herbaceous 0.64 11418.64 2.47

87 

  88 
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1.3. Synergistic function89 

The synergistic function (NPPbaseline) represents the combination of the four climate variables 90 

functions. It was assumed that each climate variable controls maximum reachable annual NPP.91 

The multiplication of seasonal temperatures and precipitation amounts yielded squared climate 92 

variable units that were therefore reduced with a square root function (e.g. mm2 to mm and °C2 to 93 

°C). The function was then converted from relative to absolute values to provide NPP estimates 94 

in kgC m-2 year-1 as given in Equation A5. It was then necessary to adjust linearly the synergistic95 

function in order to account for maximum NPP (derived from LPJ-GUESS simulations). 96 = ( ) ( ) ( ) ( ) + (A.5)97 

where NPPbaseline is the estimate NPP (kgC m-2 year-1) at baseline CO2 concentration; s is the 98 

slope; NPPmax is the maximum NPP (0.7 kgC m-2 year-1) of LPJ-GUESS simulations at CO299 

baseline concentrations; and u is the constant term. The entire CO2 baseline dataset was randomly 100 

split into an analysis subset containing the data of 30 grid cells and a validation subset containing 101 

the remaining 33 grid cells. The ‘fit’-command in MATLAB® (2011a) was utilized for the linear 102 

fitting procedure. The parameters with the lowest RMSE value for species and total NPP were 103 

selected and are shown in Table A.5. The validation of the applied parameter values in the 104 

linearly-corrected synergistic function for total NPP values is shown in Fig. A.1.105 

106 

107 

108 

109 
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Table A.5 Parameter values of the linear fitting (Equation A.5) in the synergistic function for 110 
each species and total NPP are shown here.111 

Parameter s u

Total NPP 0.96 -0.02

Abies alba 0.48 0.17

BES (Vaccinium) 0.64 0.11

Betula pendula 0.62 0.13

Betula pubescens 0.44 0.19

Carpinus betulus 0.41 0.25

Corylus avellana 0.65 0.11

Fagus sylvatica 0.50 0.22

Fraxinus excelsior 0.44 0.23

Juniperus oxycedrus 0.68 0.16

MRS (Rosmarinus) 0.73 0.14

Picea abies 0.65 0.15

Pinus sylvestris 0.68 0.14

Pinus halepensis 1.11 0.10

Populus tremula 0.59 0.13

Quercus coccifera 0.65 0.17

Quercus ilex 0.77 0.11

Quercus pubescens 0.48 0.20

Quercus robur 0.39 0.26

Tilia cordata 0.55 0.18

Ulmus glabra 0.56 0.16

C3 herbaceous 0.60 0.17

112 

113 

114 

115 

116 
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117 

Fig. A.1 Comparison of the meta-model total NPP estimates (synergistic-function) and LPJ-GUESS 118 

simulations. The linear correction provided a good agreement (R2=0.82) and total difference of 119 

RMSE=0.05 kgC m-2 year-1 between both models. The parameters of the function were determined with 120 

linear fitting (‘fit’-command) in MATLAB® (2011a) using the analysis dataset. 121 

122 
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1.4. CO2 concentrations123 

The CO2-dependent NPP growth is assumed to be a saturation function. Furthermore, as the CO2-124 

dependent NPP growth also depends on climate, the CO2 analysis was performed over a wide 125 

range of climate change scenarios which were kept constant for each CO2 increase (Table 1). In 126 

the current study is therefore assumed that a linear correlation exist between the reciprocal CO2127 

ratio (i.e. ratio between baseline and increased CO2 concentrations) and the difference between128 

LPJ-GUESS NPP simulations at increased CO2 (>350ppm) and baseline CO2 (350ppm)129 

concentrations. The linear relationship between reciprocal CO2 ratios and the NPP differences130 

(NPPsceneario-NPPbaseline) is visualized in Fig. A.2.  131 

132 

Fig. A.2 Linear relationship between NPP differences (NPPsceneario-NPPbaseline) and reciprocal CO2133 

concentration ratios (CO2baseline /CO2sceneario); the slope of the linear function was determined with linear 134 

fitting based on the total NPP analysis subset. The parameters of the function were determined with linear 135 

fitting (‘fit’-command) in MATLAB® (2011a) using the analysis dataset.136 
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The linear relationship between NPP differences and reciprocal CO2 concentration ratios can be 137 

described as follows; 138 =   +          (A.6)139 

where NPP is the difference in NPP (kgC m-2 year-1) of NPPscenario and NPPbaseline; NPPscenario is 140 

NPP (kgC m-2 year-1) of a grid cell under a scenario-specific CO2 concentration (ppm); NPPbaseline141 

is the modeled NPP (kgC m-2 year-1) under a CO2 concentration of 350 ppm; d is the slope of the 142 

linear relationship; CO2 baseline equals a concentration of 350ppm; CO2 scenario is an enhanced CO2143 

concentration (>350ppm); and e is the constant term where the function intercepts the ordinate.  144 

By adding simulated NPPbaseline (kgC m-2 year-1) in Equation A.6 the equation changes as follow:  145 + = +   +     (A.7)146 

and could be written as: 147 = +   +       (A.8)148 

A division of Equation A.8 by NPPbaseline leads to equation A.9, which shows that the ratio 149 

between NPPscenario and NPPbaseline is indirect proportional to the corresponding reciprocal CO2150 

ratio.151 =   +         (A.9)152 

where NPPscenario is NPP (kgC m-2 year-1) of a grid cell under a scenario-specific CO2153 

concentration (>350ppm); NPPbaseline is the modeled NPP (kgC m-2 year-1) under a CO2154 

concentration of 350 ppm (CO2baseline); a is the slope of the linear relationship and consist of the 155 

term d/CO2baseline; CO2 scenario is an enhanced CO2 concentration; and b is the constant parameter 156 

where the function intercepts the ordinate that consists of the term (1+e/CO2baseline). This 157 

relationship is shown in Fig. A.3.  158 
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159 

Fig. A.3 Plot of reciprocal CO2 ratios (CO2baseline/CO2scenario) and indirect proportional NPP ratio160 

(NPPscenario/NPPbaseline). The trend line shows a linear correlation (R2=0.71). The parameters of the trend161 

line were determined with linear fitting (‘fit’-command) in MATLAB® (2011a) using the analysis dataset. 162 

Hence, NPPscenario can be described by equation A.10; 163 =   +      (A.10)164 

The parameters a and b were determined for total and species’ NPP by randomly dividing the 165 

entire dataset into an analysis subset containing data of 30 grid cells and a validation subset 166 

containing the remaining 33 grid cells. The ‘fit’-command in MATLAB® (2011a) was utilized 167 

for the linear fitting procedure. The parameters with the lowest RMSE value for species’ and total 168 

NPP were selected and are shown in Table A.6. The validation of the applied parameter values in 169 

the CO2 function for total NPP is shown in Fig. A.4.170 
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171 

Fig. A.4 Validation of the CO2 function formulated in Equation A.10 based on the validation subset 172 

containing 33 randomly chosen grid cells. 173 

174 
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Table A.6 Parameter values of the CO2 function in Equation A.10 for each species and total NPP.  175 

Parameter a b

Total NPP -0.67 1.67

Abies alba -0.58 1.58

BES (Vaccinium) -0.63 1.63

Betula pendula -0.54 1.54

Betula pubescens -0.51 1.51

Carpinus betulus -0.51 1.51

Corylus avellana -0.60 1.60

Fagus sylvatica -0.51 1.51

Fraxinus excelsior -0.48 1.48

Juniperus oxycedrus -0.77 1.77

MRS (Rosmarinus) -1.29 2.29

Picea abies -0.46 1.46

Pinus sylvestris -0.43 1.43

Pinus halepensis -0.91 1.91

Populus tremula -0.56 1.56

Quercus coccifera -0.82 1.82

Quercus ilex -0.73 1.73

Quercus pubescens -0.55 1.55

Quercus robur -0.50 1.50

Tilia cordata -0.52 1.52

Ulmus glabra -0.49 1.49

C3 herbaceous -0.42 1.41

176 

  177 
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2. Evaluating methods for model comparison178 

The meta-model NPP estimates were compared to LPJ-GUESS simulations using similar climate 179 

conditions and CO2 concentrations (section 2.4). Several objective measures were selected from a 180 

range of tests (Smith and Smith, 2007; Smith et al., 1997). The chosen methods for the 181 

comparison and their equations are described below:182 

The coefficient of determination (R2) was chosen because it provides a measure of the strength of 183 

the linear association between the meta-models NPP estimates and LPJ-GUESS simulations. The 184 

closer R2 is to 1, the better the agreements between both models. R2 is calculated as follows; 185 

=  ( )( )( ) ( )       (A.11)186 

where: n is the total number of all paired NPP values in the dataset,  is the ith NPP simulation 187 

from LPJ-GUESS (kgC m-2 year-1), is the average NPP value of all LPJ-GUESS simulations 188 

(kgC m-2 year-1), is the ith meta-model NPP estimate (kgC m-2 year-1) and is the average of 189 

all NPP estimates (kgC m-2 year-1). 190 

Root mean squared error (RMSE) is the total difference between the results of both models. 191 

RMSE provides an accurate comparison of the size of the difference in the entire comparison 192 

dataset. RMSE provides the total difference of NPP (kgC m-2 year-1) and is given in Equation 193 

A.12; 194 

= ( )
        (A.12)195 

The bias (over- and underestimation) of the meta-model NPP estimates was quantified with mean 196 

difference in kgC m-2 year-1 (MD) which is given Equation A.13. MD can be used to calculate the 197 
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value of the Student’ s t by using variation across the different NPP estimates (Smith and Smith, 198 

2007).  199 = ( )
           (A.13)200 

MD can be directly related to Student’s t by using Equation A.14 (Smith and Smith, 2007);201 

 =        (A.14) 202 

Then, MD can be compared with the critical t-value for the given degrees of freedom in a paired 203 

t-test. In line with conservative statistical conventions a t-value greater than the critical two-tailed 204 

value for P<0.001 was chosen to determine whether the meta-model estimates show a significant 205 

bias towards over- or underestimation when compared with LPJ-GUESS NPP simulations 206 

(Morales et al., 2005; Smith and Smith, 2007; Smith et al., 1997).  207 

  208 
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Appendix B Comparison of meta-model with LPJ-GUESS 209 

Total NPP estimates from the meta-model and LPJ-GUESS simulations show a sufficient 210 

agreement for all climate variable changes at baseline CO2 concentration (350ppm). The meta-211 

model yielded a performance of R2=0.68 and a RMSE=0.06 kgC m-2 year-1 but overestimates 212 

total NPP with a MD=-0.018 (t=-3083, df=9999, p < 0.001) in comparison to LPJ-GUESS 213 

simulations (Fig. B.1 a). In Fig. B.1 a, the regression line (solid gray line) shows the linear 214 

association between the results of the models. Interpretation of Fig. B.1 a shows that the meta-215 

model overestimates NPP where LPJ-GUESS NPP 0.5 kgC m-2 year-1 (along the abscissa). 216 

Additionally, the meta-model underestimates NPP where LPJ-GUESS NPP > 0.5 kgC m-2 year-1.217 

Furthermore, there is considerable variation in the meta-models’ NPP estimates (max. ~0.25 kgC 218 

m-2 year-1) for LPJ-GUESS NPP simulations between 0.3-0.45 kgC m-2 year-1. However, the219 

meta-models’ NPP estimates that are within a standard deviation (68%) show smaller variation 220 

(max. ~0.15 kgC m-2 year-1) as can be seen in Fig. B.1 a (dashed black lines).  221 

222 

Meta-model performance declines with increasing CO2 concentration. The increased CO2223 

concentrations yielded an agreement of R2=0.62 and a total difference of RMSE=0.08 kgC m-2224 

year-1. Incorporating higher CO2 levels generated significant NPP underestimation by the meta-225 

model with MD=-0.020 (t=-56.3, df=49999, p < 0.001) in comparison to LPJ-GUESS. Fig. B.1 b226 

presents total NPP estimates from both models for all climate change and CO2 scenarios. 227 

Furthermore, Fig. B.1 b shows that the meta-model overestimates NPP where LPJ-GUESS NPP 228 

 0.7 kgC m-2 year-1 but it underestimates NPP where LPJ-GUESS NPP > 0.7 kgC m-2 year-1.229 

The NPP underestimation sets on significantly later than in Fig. B.1 a (NPP > 0.5 kgC m-2 year-230 

1). Furthermore, the variations of the meta-models’ NPP estimates are remarkably high (max. 231 
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~0.35 kgC m-2 year-1) in areas where LPJ-GUESS simulated NPP between 0.3-0.55 kgC m-2 year-232 

1 (A.Fig 3 b). However, A.Fig 3 b (dashed black lines) shows that the majority of meta-model’s 233 

NPP estimates (within a standard deviation) have smaller variation (max. ~0.15 kgC m-2 year-1).234 

235 

Fig. B. 1 Validation of the meta-model at different CO2 levels; total NPP estimated by the meta-model 236 

versus total NPP from LPJ-GUESS (a) for all climate change scenarios at a CO2 concentration of 350 237 

ppm. In the right panel (b) climate change scenarios with all CO2 concentrations are shown. The solid 238 

light gray 1:1 line shows the perfect agreement between the meta-model estimates and LPJ-GUESS NPP 239 

simulations. The solid gray line is the regression line that represents the linear association between both 240 

model NPP results. The dispersion of the meta-model predictions along the ordinate in comparison to the 241 

LPJ-GUESS simulations on the abscissa are quantified with the mean (solid black line), standard deviation 242 

(dashed black lines) and two standards deviations (dash-dot black lines) of the meta-model NPP estimates. 243 

244 

245 

246 
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Appendix C Sensitivity Analysis247 

1. Methods248 

The results of the meta-model sensitivity were assessed for each climate variable. This was 249 

accomplished with a local-factorial approach where only one climate variable value was changed 250 

according to Table 1 (Smith and Smith, 2007). The other variables were kept at baseline values. 251 

We changed the climate variable values as in section 2.4 (Table 1). Then, R2 value and RMSE252 

(NPP in kgC m-2 year-1) were estimated in comparison to LPJ-GUESS total NPP simulations for 253 

each change in the value of the climate. Additionally, the mean R2 and RMSE of the changes and 254 

their ranges were calculated. Hence, a measure of dispersion for each respective climate variable 255 

was achieved, which is an indicator of how much a climate variable influences the meta-model’s 256 

performance. 257 

2. Results258 

During the sensitivity analysis, enhanced CO2 concentrations led to the poorest meta-model 259 

performance. By increasing the CO2 levels in a stepwise manner the correlation decreases 260 

steadily between the meta-model estimates and LPJ-GUESS simulations while the RMSE261 

increases. CO2 level changes yielded the largest range of RMSE=0.037 and a range of R2=0.20 262 

(Table C.1). The CO2 concentration changes generated the lowest mean R2=0.58 and the highest 263 

mean RMSE 0.081. A further investigation of the meta-model performance at different CO2264 

concentrations showed that the best NPP estimates with greatest association (R2=0.68) and lowest 265 

total difference (RMSE=0.061) with LPJ-GUESS simulations were generated at baseline CO2266 

concentration. Table C.2 shows that an increase of CO2 levels in a stepwise manner decreases 267 
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steadily the correlation between the meta-model estimates and LPJ-GUESS simulations. This 268 

results in the lowest R2=0.48 and the largest RMSE=0.091 at CO2 concentration of 700ppm. This 269 

goes in hand with the observed decrease in R2 and a deterioration of RMSE in Fig. B1.  270 

The summer precipitation function is the second most important contributor to reduced meta-271 

model performance, especially at high summer precipitation levels. Changes in summer 272 

precipitation values generated the second largest range in R2=0.13 with a mean R2=0.67 between 273 

the meta-model NPP estimates and LPJ-GUESS simulations. The range in RMSE=0.010 is the 274 

second smallest with a mean RMSE=0.061 (Table C.1). At a 75% reduction of summer baseline 275 

precipitation, the meta-model yielded the greatest association (R2=0.72) and smallest total 276 

difference (RMSE=0.053) with LPJ-GUESS simulations. However, an increase of precipitation 277 

progressively undermines the statistical association and the total differences between the meta-278 

model and LPJ-GUESS. Changing the baseline precipitation by 150% yielded the lowest R2=0.59 279 

and greatest RMSE=0.067 between the models. However, it was observed that high precipitation 280 

levels in combination with high temperature values yielded satisfactory performance. 281 

The other climate variables contribute positively to the meta-model performance. The 282 

temperature changes yielded the second smallest range in R2=0.08 with a mean R2=0.64 283 

comparing the meta-models’ NPP estimates and LPJ-GUESS simulations (Table C.1). The 284 

agreement between the models increases with rising temperatures (Table C.2) but a slight 285 

correlation dip (R=0.62) appears at a baseline temperature increase of 4°C. However, the total 286 

difference between the models generated a range of RMSE=0.015 with a mean RMSE=0.063 287 

because RMSE inflated steadily with increasing temperatures. The meta-models’ NPP estimates 288 

yielded RMSE=0.056 compared to LPJ-GUESS results while a baseline temperature increase of 289 

6°C generated a RMSE=0.069.  290 

291 
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Table C.1 Results of the sensitivity analysis. The individual performance of each climate variable is 292 

summarized with the mean R2 and the range of R2 values.  293 

Parameter Range

of R2

Mean R2 for all

steps of change ± 

standard deviation

Range

of RMSE

Mean RMSE for all

steps of change ± 

standard deviation

CO2 Concentration 0.20 0.58 ± 0.08 0.037 0.081 ± 0.015

Summer Precipitation 0.13 0.67 ± 0.06 0.010 0.061 ± 0.004

Temperature 0.08 0.64 ± 0.04 0.015 0.061 ± 0.007

Winter Precipitation 0.03 0.68 ± 0.01 0.001 0.061 ± 0.000

294 

Winter precipitation changes resulted in the best mean R2=0.68 and the smallest range of R2=0.03 295 

between the meta-models’ NPP estimates and LPJ-GUESS simulations. A slightly better 296 

performance is given at reduced precipitation than for increased precipitation levels (Table C.2). 297 

The total difference is almost stable around a mean RMSE=0.061 with a range of RMSE=0.01.  298 

Table C.2 The coefficient of determination results of the local-factorial sensitivity analysis for total NPP. 299 

For each local-factorial change of a variable is shows the resulting coefficient of determination between 300 

the meta-model NPP estimates and LPJ-GUESS simulation.301 

CO2 concentration Summer Precipitation Temperature Winter Precipitation

Change [ppm] R2-

value

Change

[% of baseline]

R2-

value

Change

[°C]

R2-

value

Change

[% of baseline]

R2-

value

350 0.68 0.5 0.72 0 0.60 0.5 0.69

437.5 0.63 0.75 0.72 2 0.65 0.75 0.68

525 0.58 1 0.68 4 0.62 1 0.68

612.5 0.53 1.25 0.63 6 0.69 1.25 0.67

700 0.48 1.5 0.59 - - 1.5 0.67

302 
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3. Discussion303 

3.1. CO2 function304 

The meta-model sensitivity analysis revealed that the CO2 function is the largest source of 305 

uncertainty among the functions. The total difference of the meta-model worsened steadily with 306 

increasing CO2 concentrations. This can be explained by the fact that the CO2 function is built 307 

upon the synergistic function and thus inherits uncertainties originating from the climate variable 308 

functions but this conceptual logic has also been applied successfully in other studies (King et al., 309 

1997; Post et al., 1997). Another reason is the small dataset used during the development of the 310 

function (section 2.6). For the analysis of the function 30 grid cells were used and 33 grid cells 311 

for its validation. The CO2 function is therefore tailored to the local conditions of the chosen 312 

samples. We suggest an increase of the dataset size and a random stratified selection of samples 313 

in order to increase the general applicability of the CO2 function. 314 

Furthermore, the sensitivity analysis showed that the CO2 function can capture the fertilization 315 

effect of enhanced CO2 concentrations on plant growth but yielding an overall overestimation of 316 

NPP by the meta-model compared to LPJ-GUESS. This finding is further discussed in section 4.  317 

3.2. Precipitation functions318 

In general the summer precipitation function generated acceptable outcomes at low to moderate 319 

(0-700mm) precipitation levels. This can be explained with the good fit of the function that 320 

frames the maximum samples of total NPP vs. summer precipitation in the precipitation range 321 

between 0-700mm, where the majority of samples are also located (Fig 3 c). But at high 322 

precipitation levels (>700mm) the function cannot accurately capture the samples with a 323 
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saturation function. As can be seen in Fig 3 c only a small number of samples with decreased 324 

NPP are available at precipitation levels above 700mm. Therefore the saturation function yielded 325 

a poor fit to these samples with a decline in performance especially with increasing summer 326 

precipitation. This is also highlighted by the results of the sensitivity analysis where the summer 327 

precipitation function contributes primarily to uncertainties in the synergistic function as can be 328 

seen in Table C.1 & Table C.2.  329 

This finding underscores the difficulties of using a saturation function to describe the response of 330 

NPP to higher summer precipitation levels. Kreuzwieser and Gessler (2010) described the 331 

negative impacts of strong rainfall (e.g. waterlogging) on plant growth. Furthermore, high 332 

precipitation levels decrease NPP in tropical ecosystems (Schuur, 2003). This is explained with a 333 

decrease in decomposition rates of biomass because of a slow diffusion of oxygen through water 334 

filled soil pores. Therefore the aerobic demand of roots and microbes cannot be satisfied (e.g. 335 

oxygen deprivation). Adams et al. (2004) analyzed the water stress on NPP among different 336 

models and found that NPP decreases when an optimum level of water availability is exceeded. A 337 

parabolic relationship between NPP and precipitation may eliminate these concerns as applied in 338 

(Svirezhev and von Bloh, 1998).  339 

The winter precipitation function performed slightly better than the summer precipitation 340 

function in the sensitivity analysis yielding the lowest dispersion of RMSE (see Table C.1). 341 

However, it suffers from the same limitations discussed in the summer precipitation case. As 342 

shown in Fig 3 d the winter precipitation function fits well to the maximum NPP-winter 343 

precipitation samples for the range 0-700mm, where most of the samples are located, whereas the 344 

samples above 700mm have lower NPP values and cannot be represented well with a saturation 345 

function. A parabolic function would capture the relationship between NPP and winter 346 
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precipitation more accurately due to decreasing NPP at higher precipitation levels. Further 347 

investigations of the meta-models’ sensitivity show that high precipitation levels can be buffered 348 

by increased evaporation due high temperatures and vice versa due to the cooling effect of 349 

evaporation (Table C.2).350 

3.3. Temperature functions351 

The temperature functions yielded a reasonable performance and captured the relationship 352 

between temperature and NPP. The four temperature changes in the sensitivity analysis yielded 353 

an acceptable RMSE and statistical association with LPJ-GUESS simulations (Table C.1 & Table 354 

C.2). On the other hand, the results of the temperature sensitivity analysis are difficult to 355 

interpret, since it was not possible to differentiate between the maximum and minimum 356 

temperature functions. For example, an increase of temperature by 2°C will always affect both 357 

temperature climate variables. This made the analysis unidirectional because in a simulation it 358 

was impossible to individually change maximum and minimum temperatures with different 359 

magnitudes (e.g. increase of minimum temperatures by 2°C and maximum temperature by 6°C at 360 

the same time). Furthermore, this approach cannot quantify the extent to which the minimum and 361 

maximum temperature functions contribute to the meta-model’s uncertainties. This analysis 362 

represents the summed uncertainties from the minimum and maximum temperature functions. 363 

In general, (Adams et al., 2004) reviewed the NPP-temperature relationship in empirical models 364 

and suggested a near-parabolic function because NPP decreases when an optimum temperature 365 

has been exceeded. We chose therefore a chi-square distribution function (Fig 3 a and b) to 366 

describe the relationships of NPP to maximum and minimum temperature. The equations are 367 

constrained indirectly by the dataset used to develop the meta-model, i.e. bioclimatic limits of the 368 



27 
 

chosen species in the LPJ-GUESS modeling protocol. As seen in Fig 3 a and b the total NPP 369 

maximum and minimum temperature functions give NPP predictions at lower maximum and 370 

minimum temperature ranges where in reality no growth takes place which could yield NPP 371 

overestimation. We therefore suggest an explicit constraint to the bioclimatic limits in the 372 

species’ temperature functions as well as for total NPP.373 

  374 
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Appendix D Species NPP375 

Species NPP estimations by the meta-model in comparison to LPJ-GUESS simulations376 

377 

Fig. D.1 Comparison of the species NPP meta-model estimates with LPJ-GUESS estimates for all climate 378 

change and CO2 concentration scenarios. The light gray bars represent the linear correlation association 379 

(R2) between the models while the dark gray bars display the RMSE in NPP kgC-2 year-1. The species are 380 

ordered according to their R2 values.381 

 382 
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Abstract Integrated cross-sectoral impact assessments facilitate a comprehensive understand-
ing of interdependencies and potential synergies, conflicts, and trade-offs between sectors
under changing conditions. This paper presents a sensitivity analysis of a European integrated
assessment model, the CLIMSAVE integrated assessment platform (IAP). The IAP incorpo-
rates important cross-sectoral linkages between six key European land- and water-based
sectors: agriculture, biodiversity, flooding, forests, urban, and water. Using the IAP, we
investigate the direct and indirect implications of a wide range of climatic and socio-
economic drivers to identify: (1) those sectors and regions most sensitive to future changes,
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(2) the mechanisms and directions of sensitivity (direct/indirect and positive/negative), (3) the
form and magnitudes of sensitivity (linear/non-linear and strong/weak/insignificant), and (4)
the relative importance of the key drivers across sectors and regions. The results are complex.
Most sectors are either directly or indirectly sensitive to a large number of drivers (more than
18 out of 24 drivers considered). Over twelve of these drivers have indirect impacts on
biodiversity, forests, land use diversity, and water, while only four drivers have indirect effects
on flooding. In contrast, for the urban sector all the drivers are direct. Moreover, most of the
driver–indicator relationships are non-linear, and hence there is the potential for ‘surprises’.
This highlights the importance of considering cross-sectoral interactions in future impact
assessments. Such systematic analysis provides improved information for decision-makers to
formulate appropriate adaptation policies to maximise benefits and minimise unintended
consequences.

1 Introduction

Climate change is projected to impact human and natural systems worldwide. Some examples
of potential impacts in Europe include: declining agricultural productivity in some regions that
threatens food security (Audsley et al. 2006; Aydinalp and Cresser 2008); shifts in species
distribution and composition of habitats/ecosystems that characterise landscapes (Green et al.
2003; Berry et al. 2006); increasing risk of flooding for people and properties and associated
economic damages (Mokrech et al. 2008; Hinkel et al. 2010); adverse effects of prolonged
drought on forest growth and wood production (Ciais et al. 2005; Lindner et al. 2008); and
altered hydrological processes/regimes and associated effects on the availability, quality and
use of water resources (EEA 2007; Bates et al. 2008). These climate impacts are in addition to
the continuing pressures from changing demographics, economies, technologies, lifestyles,
and policies (Moss et al. 2010). The extent and magnitude of impacts varies: over time; across
regions, ecosystems, and sectors; and with the ability of these regions, ecosystems and sectors
to adapt to, or cope with, these impacts.

S. Sabaté : A. Sanchez
Centre for Ecological Research and Forestry Applications (CREAF), Universitat autonoma de Barcelona,
Edifici C, Bellaterra 08193, Spain

S. Sabaté
Ecology Department, University of Barcelona, Diagonal 643, 08028 Barcelona, Spain

F. Sallaba
Department of Physical Geography and Ecosystem Science, Lund University, Sölvegatan 12, Lund 22362,
Sweden

C. Savin
TIAMASG Foundation, Sfintii Voievozi 6, 010963 Bucharest, Romania

M. Trnka
Institute of Agrosystems and Bioclimatology, Mendel University in Brno, Zemědělská 1, Brno 61300,
Czech Republic

M. Trnka
Global Change Research Centre AS CR v.v.i, Bělidla 986/4a, 603 00 Brno, Czech Republic

F. Wimmer
Center for Environmental Systems Research, University of Kassel, Kassel 34109, Germany

Climatic Change

2



Furthermore, impacts occurring in one sector or region are not likely to be confined to that
particular sector or region, with a potential for cascading indirect effects with far reaching
repercussions across different sectors or regions (Toth et al. 2003; Nicholls and Kebede 2012).
However, such interdependencies are currently poorly understood (Frieler and the ISI-MIP
Team 2013). Most impact assessment studies to date have focused on sector-based analysis
and often with a particular emphasis on the implications of climate drivers only (Holman et al.
2008a, b). Other drivers such as socio-economic changes have often been given little attention
and when considered they are treated either independently or rigidly combined with climate
scenarios. While there might be a pragmatic interest behind such approaches, they can
potentially under- or over-estimate future impacts (Carter et al. 2007), and hence adaptation
needs. However, policy-relevant impact assessments require a comprehensive understanding
and a systematic integrated assessment of future impacts which takes account of both cross-
sectoral effects and climate and socio-economic drivers (Holman et al. 2005; Harrison et al.
2013). Integrated assessment (IA) models provide such a holistic and consistent framework
that can complement existing sector-specific assessments and methods. They bring together
wide ranges of relevant disciplines and methods and provide a better understanding of
important system inter-linkages and feedbacks to organise and deliver policy-relevant infor-
mation suitable for robust decision-making (Harremoes and Turner 2001). Despite the limita-
tions in terms of their quantitative applications, the use of IA models has grown rapidly in the
past decade across a range of disciplines, scales and complexities (e.g., Kenny et al. 2001;
Matsuoka et al. 2001; Holman et al. 2008a).

This paper presents a sensitivity analysis of the European IA model developed within the
CLIMSAVE1 project. It investigates the effects of wide ranges of climatic and socio-economic
change drivers on model outputs related to key land- and water-based sectors in Europe. Such
analysis provides better quantification and increased understanding of the complex relation-
ships between input and output variables in a system or integrated model. The paper is
structured as follows: Section 2 introduces the CLIMSAVE approach, including its innovation
and application. Section 3 describes the materials and methodology used. The results are then
presented and discussed in Section 4. Finally, key messages are summarised and conclusions
are drawn in Section 5.

2 The CLIMSAVE approach: cross-sectoral focus

CLIMSAVE is a pan-European project that has developed an IA model, the CLIMSAVE
integrated assessment platform (IAP). The IAP allows stakeholders to investigate cross-
sectoral impacts of both climatic and socio-economic drivers and explore the potential for
adaptation to offset or reduce any associated vulnerability in Europe. It is a unique interactive,
exploratory, web-based tool that provides broad sectoral and cross-sectoral insights and helps
build the capacity of decision-makers to address the complex multi-sectoral issues surrounding
climate change impacts and associated cross-sectoral benefits and conflicts of different
adaptation options under uncertain futures (Harrison et al. 2013; Harrison et al. 2014a).

The key aspects of the IAP, in terms of advancing current knowledge in IA model
applications, lies in its holistic methodological framework which improves on previous studies

1 CLimate change Integrated assessment Methodology for cross-Sectoral Adaptation and Vulnerability in Europe
(www.climsave.eu)
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in three important ways: (i) greater consideration of cross-sectoral linkages and interactions by
integrating six key sectors (agriculture, biodiversity, flooding, forests, urban, and water), (ii)
consideration of both climatic and socio-economic factors, and (iii) multi-scale application
(continental scale: Europe and regional scale: Scotland. Here, only the European scale results
are considered). The development of the IAP uses meta-modelling approaches which allow
integration of various sectoral models to provide stakeholders with an interactive assessment
tool with reasonably fast run-times (Holman et al. 2008a; Holman and Harrison 2012). Meta-
models (also termed ‘reduced-form models’) are computationally simple(r), but efficient,
modelling techniques that emulate the performance of more complex models (Ratto et al.
2012). Examples of meta-model techniques used in the IAP include look-up tables, artificial
neural networks, and soil/climate clustering. Hence, the IAP contains a series of inter-linked
sectoral meta-models, a database, wide ranges of climate and socio-economic scenarios, and a
GIS-based user interface, which capture the complex interactions between sectors (Fig. 1).

The sensitivity analysis of the IAP aims to define and quantify the interactions among the
various sectoral models integrated within the IAP in order to help better understand the
potential impacts of future changing conditions, which cross sectoral and regional boundaries.
The analysis enables an assessment and better interpretation of the effects of uncertainty in
future changes in climate as well as social, economic, technological, environmental, and policy
governance scenario settings. This provides broad insights into how different assumptions
affect decision choices and which parameters or assumptions are most important in planning
future cross-sectoral adaptation priorities in Europe. See the Electronic Supplementary Mate-
rial (ESM 1) for a more detailed description of the conceptual framework of CLIMSAVE’s
integrated methodology and its application.

Fig. 1 Simplified schematic diagram of the various sectoral meta-model linkages and associated data flows
integrated within the European CLIMSAVE IAP (Adapted from Harrison et al. 2013)
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3 Materials and methods

3.1 Scale of analysis

The European CLIMSAVE IAP operates at a 10×10 arc-minutes grid resolution, which
produces outputs for a total of 23,871 grid cells in Europe. Examination of the outputs
indicated that differential effects between regions could be captured by dividing Europe into
four regions (eastern, northern, southern, and western Europe). Hence, focussing on a cross-
sectoral and regional comparison of impacts in Europe, this paper analyses the grid-based
outputs aggregated into five spatial extents: Europe-wide and the four regions. The regional
divisions are based on river basins classification (see ESM 2), selected to have a consistent
scale of analysis across all sectors. This is necessary, as the water sector model uses ‘river
basins’ as its modelling spatial unit. These are made up either of a single large river catchment
or clusters of several smaller, neighbouring catchments with similar hydro-geographic prop-
erties (Wimmer et al. 2014).

3.2 Selected impact indicators

The CLIMSAVE IAP outputs a large number of sectoral indicators, which were identified and
prioritised based on their relevance for stakeholders and adaptation (Harrison et al. 2013). This
analysis focuses on six key indicators (one per sector): (1) Artificial surfaces; (2) People
flooded in a 1 in 100 year flood event; (3) Timber production; (4) Land use diversity; (5) Water
exploitation index; and (6) Biodiversity vulnerability index (see ESM 3). The indicators were
selected by sectoral experts after considering: (i) representativeness for the sector; (ii) reliabil-
ity of the IAP in reproducing observed values of the indicators; and (iii) their relevance to
stakeholders.

3.3 Climate and socio-economic change drivers

A driver is defined as ‘any natural or human-induced factor that directly or indirectly
causes a change in an ecosystem’ (MEA 2005). CLIMSAVE considers two classes of
underlying environmental change drivers, reflecting climatic (Dubrovsky et al. 2014) and
socio-economic (Kok et al. 2014) change factors. Various definitions of drivers can be
found in the literature (e.g., Nelson et al. 2005). In this paper, the mechanisms by which a
driver affects a sectoral indicator are classified as: (a) direct if it affects the indicator as a
direct IAP input to the meta-model from which the indicator was output, (b) indirect if it
affects the indicator by a cascading effect on another sector via the interconnected meta-
model chain, and (c) combined if it affects the indicator both as a direct and indirect driver
(see ESM 4 for a schematic illustration of these sectoral interdependencies). For example,
sea-level rise is a direct input variable into the flood meta-model that directly affects the
number of people flooded. Conversely, food imports has an indirect effect on biodiversity
through its impacts on land use patterns, which in turn affect habitat availability and
thereby the biodiversity vulnerability index. Precipitation change, in contrast, has a com-
bined effect on biodiversity, affecting the suitability of climate space for species
(direct effect) as well as influencing the suitability of land use for different crop types,
which in turn influences available habitat (indirect effect).

In this paper, wide ranges of future climatic and socio-economic drivers are explored in
order to understand the complex relationships between the drivers (represented by the IAP
input variables) and sectoral responses (represented by the selected indicators), and the
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potential interactions between the different sectors. Table 1 presents the full list of the 24 IAP
input variables representing the various climatic and socio-economic drivers and the ranges of
values selected from each driver for this analysis.

3.4 Sensitivity analysis

Sensitivity analysis is the study of how the uncertainty or variation in model outputs can be
(qualitatively/quantitatively) apportioned among the various model inputs (Saltelli et al. 2000).
The CLIMSAVE IAP facilitates a comprehensive sensitivity analysis to investigate the
response of indicators to changes in driver settings. In this paper, a “One-Driver-at-a-Time”
(ODAT) approach is implemented to assess sensitivities of key European sectors to cross-
sectoral impacts of both climatic and socio-economic drivers. This single-factor approach is
selected to define the IAP input/output variable relationships and track if, and how, the effects
of individual drivers on a sector/region is transferred and felt by other sectors/regions. This
helps to identify the key drivers, and plays a crucial role in better understanding and
interpreting outputs from complex IA methods, such as scenario (Harrison et al. 2014b) and
uncertainty (Brown et al. 2014) analysis with changes in multiple drivers. The key steps of the
analysis are:

Step 1: IAP sensitivity runs

& The sensitivity runs are undertaken by modifying one input variable across the range
defined in Table 1 while keeping all remaining inputs at their baseline values.

& Outputs for each driver–indicator combination are aggregated for Europe and the four
regions.

Step 2: Sensitivity plots and summary statistics

& Those driver–indicator combinations with no sensitivity (zero variance) are identified
and excluded from further analysis.

& The results for those drivers that affect each indicator are summarised as xy-plots for
each driver–indicator combination to estimate the general trends/directions of change
in the indicator with changes in the driver.

& The mechanisms by which each indicator is sensitive to each driver are identified
based on the CLIMSAVE variable-to-variable network (Dunford et al. 2014) and in
consultation with the sectoral modellers.

& Key sensitivity statistics (mean, range and standard deviation) are computed for each
driver–indicator combination per region. The statistics are estimated across the num-
ber of runs used to cover each driver range (Table 1).

Step 3: Regression analysis and sensitivity thresholds

& A standardised curve fitting analysis (using I=a * Dn relationship for drivers repre-
sented in the IAP as continuous variables and I=a * D for drivers represented as
discrete variables) is implemented using an iterative non-linear least squares regres-
sion (e.g., Brown 2001). D (Driver) and I (Indicator) represent normalised values of
the independent and dependent variables, respectively; a (Strength of sensitivity) and
n (Nature of sensitivity) represent the magnitude (rate of change as percentage) and
linearity/non-linearity of sensitivity, respectively. The iteration is performed using the
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SOLVER macro function in Microsoft Excel©, which uses the robust and efficient
Generalised Reduced Gradient (GRG) algorithm (Lasdon et al. 1978).

& Based on the strength of sensitivity for each driver–indicator combination, the drivers
are ranked into five classes: strong increase, weak increase, insignificant change, weak
decrease, and strong decrease. Insignificant change is defined as ‘-5 %≤a≤5 %’. For
the weak-strong classes, a ±35 % threshold is selected based on sectoral expert
judgment.

& The nature of relationship is classified as linear for values ‘0.9≤n≤1.1’, otherwise
non-linear.

Step 4: Key impacts and cross-sectoral and regional comparison

& Those sectors and regions that are most sensitive to changes in drivers are identified.
& The mechanisms (direct/indirect/combined) by which the sectoral indicators are

sensitive to each driver are compared.
& The trends/directions of sensitivity (positive/negative) are examined.
& The form of sensitivity (linearity/non-linearity) is analysed.
& The relative importance of drivers, based on the qualitative ranking using the strength

of sensitivity, is examined.
& Finally, which sectors gain/win and which lose under which drivers are identified.

4 Results and discussion

The results are summarised by focussing on five key aspects of sensitivity: (i) sectoral
interdependence: the extent to which a sector is sensitive to changes in other sectors; (ii) the
direction of influence of each driver: whether an increase in the driver contributes to an
increase or decrease in the indicator; (iii) the nature of sensitivity: linearity/non-linearity of the
relationship for each driver–indicator combination, (iv) the level of contribution that each
driver has to the sensitivity of each sectoral indicator; and (v) the key drivers to which an
indicator is sensitive. Figure 2 shows a summary of the sensitivity analysis highlighting these
key aspects. Table 2 then presents the Europe-wide2 sensitivity statistics: mean, range, and
standard deviation. The results show significant differences in impacts across the sectors and
regions, as discussed in detail in the following sections.

4.1 Europe-wide sectoral sensitivity

4.1.1 Artificial surfaces

Future urban growth (change in artificial surfaces, AS) is driven by five of the 21 socio-
economic drivers only, and all the climatic drivers have no effect (Fig. 2). This is due to the
urban model set-up (the variables included, Holman and Harrison 2012) and the fact that it is at
the start of the meta-model chain (Fig. 1), so the drivers can only have a direct effect. AS
shows the highest sensitivity to GDP growth, with a Europe-wide sensitivity range greater than
3 % (Table 2), followed by population growth with a range greater than 0.2 %. These two
variables are therefore the two principal drivers of urban growth.

2 See ESM 5 for the regional sensitivity statistics.
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The sensitivity range for the three remaining socio-economic drivers (attractiveness of
coast, compact vs sprawled development and household externalities preference) is less than
0.05 % (Table 2). However, it is worth noting that although these drivers have less effect on the
amount of AS, they play an important role in determining the spatial distribution of changes in
AS. These changes (both in magnitude and spatial distribution) have important indirect
implications on other sectors, as discussed below.

4.1.2 People flooded in a 1 in 100 year event

Flooding (PF100) is sensitive to six of the 24 drivers (Fig. 2). Temperature and precipitation
changes have indirect effects (via the water sector) on fluvial flooding through changes in river
flood flows with a Europe-wide sensitivity range around 0.7 million people (temperature) and
2.6 million people (precipitation) (Table 2). Increasing temperature or decreasing precipitation
results in a drier Europe (compared to the current climate) causing decreases in river flood
flows, which lead to smaller fluvial floodplains, and hence fewer people affected. In contrast,
flood protection has a direct effect on PF100, with higher defences reducing impacts signif-
icantly; it shows the highest sensitivity range of 27.6 million people (the Europe-wide total
being reduced from 28.3 million people under no protection to 0.7 million people under the
maximum protection). This highlights the key importance of defences and more generally
adaptation, which is also consistent with other studies (e.g., Hinkel et al. 2013). PF100 also
shows high sensitivity to changes in sea level and population; both with a range greater than 17
million people.

The direct effect of sea-level change is always negative; PF100 increases with sea-level rise
due to the increase in areas at risk of coastal flooding. Under the extreme 2 m sea-level rise, the
Europe-wide total PF100 is projected to double from the baseline estimate, reaching up to 35
million people. On the other hand, the effect of population change is rather complex with a
combined (direct/indirect) sensitivity. It affects both coastal and fluvial flood impacts through
changes in the number of people living within floodplains and via the change in urban growth
influencing the distribution of AS (residential/non-residential) that affects where people live,
including floodplains. These sensitivities and the illustrated model behaviour help to interpret
more complex scenarios with change in multiple drivers (Mokrech et al. 2014).

4.1.3 Timber production and land use diversity

Both timber production (TP) and land use diversity (LUD) are sensitive to 21 of the 24 drivers
(Fig. 2). Fifteen of these have a Europe-wide sensitivity range greater than 15Gt (for timber),
while 12 have a range greater than 0.03 units (for diversity) (Table 2). The sensitivity of
forestry is complex as it is intimately connected with the distribution of intensive agriculture
(Audsley et al. 2014). The land use allocation model prioritises food provision. Therefore,
those drivers that affect the distribution of intensive agriculture tend to have a large influence
on all indicators associated with land use patterns, including TP and LUD. Hence, TP is most
sensitive to indirect socio-economic factors (e.g., agricultural yields, population, and food
imports), along with the climatic drivers (temperature and precipitation) with a range greater
than 130Gt. For example, an extreme decrease in crop yields results in areas which are
currently forest becoming intensive agriculture to meet food provision demand, leading to a
decline in TP. Similarly, an increasing population requires increased food production, which
means that more land is used for agriculture leading to a decline in forest area, and hence less
TP. Moreover, the climatic factors that influence timber yields often also improve crop yields
leading to complex interactions in terms of overall land profitability. Greater timber yield
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potential also leads to less forest area being needed to produce the same levels of timber, and as
such allows losses in total forest area to more profitable land uses. Hence, temperature increase
reduces Europe-wide forest productivity, whilst increasing precipitation leads to increased
(winter) and decreased (summer) productivity. Other important indirect drivers for TP include
reducing diffuse sources of pollution from agriculture, forest management, and changes in oil
price and dietary preferences (ruminant/non-ruminant) with a range greater than 75Gt.

LUD (representing landscape multifunctionality based on Shannon Index of diversity) is
also driven by complex changes in different land uses including urban, intensive arable,
intensive/extensive grassland, forest, and unmanaged. As diversity is greatest in areas where
there is a broad mix of land use, it is positively influenced by drivers that lead to new land uses
becoming present in a grid cell, provided that the changes are not at the expense of a total
removal of another land use. Hence, the sensitivity of LUD is influenced positively by drivers
that encourage agriculture to spread more widely into new areas (e.g., change in population
and dietary preferences). However, it is influenced negatively by factors that: make it easier to
produce more food in less area (improvements in agricultural technology or crop yields);
decrease the need for crop production (increases in food imports); make it harder for agricul-
ture to spread (hotter climates); and make other land uses more competitive (increases in CO2

leading to increased timber yield).

4.1.4 Water exploitation index

The water exploitation index (WEI: dimensionless ratio of total water withdrawal to water
availability) is sensitive to all of the 24 drivers, which directly and/or indirectly influence the
amount of water use and/or availability (Fig. 2). Five of these have a Europe-wide sensitivity
range greater than 0.1 units (Table 2). Precipitation and temperature directly affect long-term
annual water availability. WEI shows the highest sensitivity to precipitation change: increasing
precipitation leads to increasing water availability, thereby decreasing WEI. In contrast, WEI
increases with rising temperature due to decreasing water availability. On the water demand
side, rising temperatures lead to increasing irrigation water demand (indirect effect), and hence
increasing WEI. In addition to the climatic factors, socio-economic drivers also directly/
indirectly influence water use by affecting water demand in the domestic, manufacturing,
and energy (cooling) sectors, as well as irrigation water withdrawals (driven mainly by the
demand for crop production and change in prices for agricultural inputs). These include crop
yields, water savings due to technological change, GDP, and irrigation efficiency, all of which
have a range greater than 0.05 units. The effect of changes in agricultural yields is always
negative; both increasing and decreasing yields lead to increasing irrigation water use, and
hence increasing WEI. This is due to the fact that when yields increase the least productive
agricultural areas become no longer profitable as the most productive areas are able to produce
a greater proportion of the total food demand. This has the effect of increasing the marginal
value of irrigation leading to higher WEI. Similarly, a decrease in yield means that more land is
used for agriculture (including in northern Europe) to meet existing food demand resulting in
increasing irrigation water demand, thereby increasing WEI. GDP growth also leads to
increasing WEI due to increasing domestic water use as more water-intensive appliances are
used when people have higher incomes. On the other hand, technological improvements have
a direct effect in reducing WEI through water savings due to increasing water efficiency in the
domestic, manufacturing and energy sectors. Other drivers that also have some impact on WEI
include: water savings due to behavioural change lowering domestic water use (↓WEI),
population growth leading to higher domestic water use (↑WEI), and increasing food imports
leading to declining irrigation water demand (↓WEI).
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The sensitivities observed are consistent with the model structure which applies a water
allocation scheme to derive actual water withdrawals in non-agricultural sectors as well as the
maximum volume of water available for irrigation based on water availability and demand
(Wimmer et al. 2014).

4.1.5 Biodiversity vulnerability index

Out of the 24 drivers, 18 have some impact on the biodiversity vulnerability index (BVI)
(Fig. 2). Eight of these have a Europe-wide impact with a range greater than 0.02 units
(Table 2). BVI shows the highest sensitivity to climatic drivers, particularly summer precip-
itation and annual temperature. Increasing temperature leads to increasing BVI due to de-
creases in the climate suitability for species, except in northern Europe where a warmer climate
means the area becomes suitable for species from further south, leading to an increase in the
number of species present. However, changes in precipitation have an inverse relationship with
BVI, where increasing precipitation leads to a reduction in species’ vulnerability and vice
versa. Also, changes at very low levels of precipitation show more pronounced effects than
those at very high levels, i.e., changes from drought to dry conditions are more beneficial for
most of the species than wet conditions becoming very wet. In addition to these climatic
drivers, socio-economic factors that influence land use distribution (e.g., food imports, popu-
lation growth, agricultural yields, and dietary preferences) also have indirect impacts on BVI.
Spatial analysis of the impacts of these factors reveal that land use changes often include the
full removal of arable farming from grid cells which removes habitat for arable-related species
such as the Linnet (Carduelis cannabina). Under some drivers (e.g., agricultural yields),
vulnerability increases with both increases and decreases in the driver. Increases in agricultural
yields leads to productive agricultural areas producing more and those with lower productivity
become less profitable and are prioritised for other uses, e.g., southern Sweden losing its arable
croplands. Conversely, when agricultural yields decrease, the extent of farming in northern
Europe increases to meet demand, but declines in areas such as Lithuania where the profit-
ability of arable land is not as great.

This combined climate and socio-economic influence on BVI is expected and reflects the
SPECIES bio-climatic envelope model that underpins the index (Holman and Harrison 2012).
Climate determines the boundary conditions for the species and land use determines whether
or not habitats are available within the climatically suitable areas. BVI is therefore sensitive to
factors that influence either of these factors.

4.2 Nature of sensitivity and ranking of drivers: cross-sectoral and regional comparison

The standardised regression analysis was used to identify the form of sensitivity (linear/non-
linear) and the relative importance (the 5-class ranking) of the climatic and socio-economic
drivers affecting each indicator. This allowed a cross-sectoral and regional comparison of
impacts and identification of which sectors lose and which gain under which key drivers
(Fig. 2). The results show that 18 of the 24 drivers have a non-linear effect on one or more of
the sectors at the European level. Most of the non-linearities observed are related to drivers that
have some indirect effect on indicators. The urban sector is the exception, as all its drivers are
direct. The indirect/combined drivers represent 54 of the 65 non-linear driver-indicator
relationships. Only 19 % (18 out of the total 95) of the relationships are direct (excluding
the direct effect of the combined drivers), of which 11 also have non-linear effect. These results
highlight the complexity and highly non-linear nature of the cross-sectoral interactions due to
the cascading impacts of most climatic and socio-economic drivers across sectors. Either
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ignoring or having a limited understanding of these interactions could therefore lead to
potential under- or over-estimation of impacts, including the possible non-linear amplifications
of such interactions on the impacts (e.g., Ludwig et al. 2013).

The qualitative ranking of the drivers also highlighted the varied level of contribution of each
driver to the sensitivity of each sectoral indicator in different regions (Fig. 2). It also illustrated
the sectoral winners (reduced impacts) and losers (increased impacts) as discussed below.

4.2.1 Cross-sectoral comparison of Europe-wide impacts

At the European level, 12 of the 24 drivers have strong implications on one or more of the
sectors (Fig. 2). A warmer future climate generally has strong negative impacts on most
sectors; biodiversity, water, and forests being the most affected, followed by land use diversity.
However, increases in precipitation are positive for biodiversity and water leading to strong
decreases in water stress and biodiversity vulnerability. Conversely, land use diversity de-
creases with higher summer precipitation. Flooding also significantly increases with sea-level
rise. Forestry gains strongly with increasing CO2, which has a knock-on effect on other
sectors; increasing timber yield leading to productive areas producing more of the total timber
and large areas becoming abandoned, negatively affecting biodiversity and land use diversity.
The implications of climate drivers on other sectors are relatively small.

When considering socio-economic drivers, while a wealthier Europe (higher GDP) is expected
to experience strong urban growth, it will lead to significant stresses on water resources due to the
associated additional pressures on water demand. Forests, land use diversity and biodiversity are
also negatively affected (albeit relatively weak in magnitude) with increasing GDP, via its
influence on land use distribution such as increased labour costs leading to increased crop prices,
thereby increasing irrigation profitability in some areas (e.g., the new EU countries). Similarly,
increasing population has a negative effect on most sectors; flooding, forests, land use diversity
and biodiversity being the most affected, followed by water. Other key socio-economic drivers
include agricultural yields, food imports, and dietary preferences, which have varied indirect
implications across all sectors. For example, increasing food imports reduces the need for
agriculture, which has a knock-on effect on other sectors, with biodiversity and land use diversity
being the most affected. In contrast, the forest and water sectors gain in this situation due to more
land being available for forestry and declining irrigation water demand reducing water stress.
Flooding also reduces with increased flood protection.

4.2.2 Cross-sectoral comparison of regional impacts

Figure 2 shows that between 5 and 12 of the 24 drivers have strong regional implications on one
or more of the sectors. Awarmer climate has significant regional negative impacts on forests and
biodiversity: forestry losing in all regions (particularly strongly in western Europe) and biodiver-
sity losing significantly in all regions except northern Europe. This is followed by the water sector,
also losing in western and eastern Europe due to declining water availability and increasing
demand for irrigation. Higher temperatures also have varied regional effects on land use diversity;
declining in southern and northern Europe and increasing in western and eastern Europe (but with
a weak magnitude). Increasing CO2, however, results in strong gains for forestry in eastern and
northern Europe due to relatively higher profitability when compared with western and southern
Europe. In contrast, biodiversity loses in all regions (except northern Europe) with higher CO2. In
terms of precipitation, both biodiversity and water are the winners. For water, increasing winter
precipitation leads to a strong decrease in WEI, particularly in southern and eastern Europe,
followed by western Europe. For biodiversity, increasing summer precipitation leads to a strong

Climatic Change

14



decease in BVI, particularly in southern, eastern, and northern Europe. In contrast, forestry shows
significant regional variation with precipitation change, whichmost, if not all, of the time is due to
associated indirect implications on agricultural land use change. For example, forestry strongly
gains with increasingwinter precipitation, but strongly loses with increasing summer precipitation
in western Europe. This is due to lower relative profitability in western than northern and eastern
Europe, in particular, where increase in precipitation leads to increasing timber production.
Flooding also increases with increased precipitation, particularly in western and eastern Europe
(although this trend is relatively weak in strength).

In terms of the socio-economic drivers, those identified with Europe-wide relevance also
have important regional implications for each sector. These include population, GDP, agricul-
tural yields, food imports and dietary preferences. In addition, forest management, reducing
diffuse sources of pollution from irrigation and irrigation efficiency have notable implications.
For example, forestry consistently loses in all regions with changes in agricultural yields due to
changes in the relative profitability of forestry and agricultural land use. Similarly, biodiversity
(in all regions) and water (in southern and eastern Europe) also lose, again related to changes in
irrigation water demand (stress on water) and changes in arable farming (effect on biodiver-
sity). Conversely, increasing food imports has positive implications on forests (increasing TP
in all regions, especially in western Europe), water (especially in southern Europe) and
biodiversity (in all regions).

5 Conclusion

The paper analysed a Europe-wide integrated assessment model (the CLIMSAVE IAP) using
an extensive and systematic sensitivity analysis of a wide range of climatic and socio-
economic drivers. The focus was on investigating how changes in individual drivers affect
European landscape change dynamics. It considered the implications of important cross-
sectoral interactions and identified the mechanisms and directions (direct/indirect and posi-
tive/negative) and the form and magnitudes (linear/non-linear and insignificant/weak/strong)
of sensitivities of sectoral indicators to cross-sectoral impacts. The study allowed a better
understanding of the complex relationships between the input driver variables and output
sectoral indicator parameters within the IAP. It tracks if, and how, the effects of one driver on a
sector/region are transferred and felt by other sectors/regions and identifies those sectors and
regions most sensitive to future changes and the relative importance of the drivers across
sectors and regions. This is crucial for providing a better understanding of future impacts in a
world where climate and socio-economic conditions are changing together.

The analysis includes holistic insights into the complex interactions and potential synergies,
conflicts and trade-offs between sectors and appropriate adaptation priorities. This demon-
strated the importance of considering the implications of cross-sectoral linkages in impact
assessments. However, it is worth noting that these results do not account for sensitivities (e.g.,
indirect effects and non-linearities) associated with changes in multiple drivers, as some
scenario combinations could have much higher impacts than those presented here. This is
being investigated in a future paper. Nonetheless, it provides important sectoral and cross-
sectoral insights on the effects of individual drivers/stresses. Building on this analysis,
Harrison et al. 2014b) also investigated the cross-sectoral implications of selected ranges of
climatic and socio-economic scenario futures, which accounts for a combination of multiple
drivers of change. As such, these analyses provide important information to understand the
potential benefits and conflicts of different adaptation measures across sectors (e.g., Berry et al.
2014).
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ESM1: THE CLIMSAVE Approach: Cross-Sectoral Focus 

The CLIMSAVE Integrated Framework 

CLIMSAVE1 is a pan-European research project (conducted during 2010 to 2013) funded under the 
European Commission’s Seventh Framework Programme. The project is coordinated by the 
Environmental Change Institute at the University of Oxford. The consortium involves 18 partner 
institutions from 13 different countries in Europe as well as from China and Australia. The overall 
aim of the CLIMSAVE project is to deliver a European level integrated assessment methodology that 
allows stakeholders to investigate the cross-sectoral impacts of, and vulnerabilities and adaptation 
to, a range of climatic and non-climatic drivers of change in Europe. 
 
To achieve this, a range of sectoral impact models have been developed and integrated within a 
common web-based assessment platform, the CLIMSAVE integrated assessment platform (IAP). The 
study focuses on six key European land- and water-based sectors, including: agriculture, biodiversity, 
coastal environments, forestry, urban areas, and water resources. The development of the 
integrated assessment platform involves linking of ten disparate impact assessment models from 
these six different sectors to better understand the complex multi-sectoral issues such as 
competition for land, competition for water, and associated cross-sectoral impacts and potential 
synergies, conflicts, and trade-offs between different adaptation options. Figure (i) presents a 
                                                           
1 CLimate change Integrated assessment Methodology for cross-Sectoral Adaptation and Vulnerability in Europe (Project 
website: www.climsave.eu). Additional details on the conceptual framework of the CLIMSAVE integrated methodology can 
also be found in Harrison et al. (2013) and Harrison et al. (this volume (a)). 
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schematic illustration of the interaction and feedbacks between the sectors integrated within the 
CLIMSAVE IAP.   

 
Figure (i): Schematic diagram of the six key sectors and associated interactions considered within the 
CLIMSAVE integrated assessment platform. 
 
The tool is intended to put science in the service of stakeholders and policy-makers by providing a 
common platform for an improved integrated assessment of climate change impacts, vulnerabilities 
and related cost-effective cross-sectoral adaptation measures in Europe. The linking and integration 
of the different sectoral impact models will allow stakeholders (such as academic, governmental, 
professional, and other interested citizens) to explore and better understand how the interactions 
between the different sectors could affect the dynamics of future European landscape change, 
rather than viewing each sector and/or their own region in isolation. However, it is worth stating 
that the IAP is intended to complement, rather than replace, the use of more detailed sectoral tools 
in informing the development of robust adaptation policy responses. In doing so, it provides 
important sectoral and cross-sectoral insights by exploring a range of ‘what if’ scenarios under 
different climate change and socio-economic conditions. As such, it provides important information 
which contributes to the development of a well-adapted Europe by building the capacity of 
stakeholders and decision-makers to better understand the complex issues surrounding climate 
change. It allows to exploring appropriate adaption opportunities under uncertain futures for 
making more reliable choices and robust decision-making based on solid scientific knowledge (see 
Harrison et al. 2013; Harrison et al. this volume (a)). 
 
The CLIMSAVE Integrated Assessment Platform 

The CLIMSAVE integrated assessment platform (IAP) is a unique user-friendly, interactive and 
exploratory web-based tool2. It provides an integrated methodology intended to assist stakeholders 
and decision-makers in improving their understanding about the complex challenges surrounding 
cross-sectoral impacts, vulnerability and adaptation responses due to future climate and socio-

                                                           
2 The IAP is freely accessible online through the CLIMSAVE project website: www.climsave.eu  
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economic change under uncertain futures. It also allows stakeholders and researchers to explore 
how climate change will interact with changing social, economic and political conditions in the future 
and that all these factors need to be considered to assess the robustness of cross-sectoral 
adaptation responses (e.g., Berry et al. this volume). Figure (ii) (also available in the main paper) 
shows a simplified schematic diagram of the conceptual framework of the CLIMSAVE integrated 
methodology illustrating the data transfers between the various sectoral meta-models integrated 
within the IAP. 
 

 
 
Figure (ii): Simplified schematic diagram of the various sectoral meta-model linkages and associated data flows 
as integrated within the European CLIMSAVE integrated assessment platform (Adapted from Harrison et al. 
2013). 
 
The key aspects of the CLIMSAVE IAP lies in its holistic methodology framework which improves on 
previous studies in various important ways, including: (i) higher integration of knowledge from 
stakeholders and scientists, (ii) greater consideration of important cross-sectoral linkages, 
interactions and feedbacks by integrating six key land- and water-based sectors (agriculture, 
biodiversity, coasts, forestry, urban areas, and water resources), (iii) holistic consideration of the 
combined effects of both climatic and socio-economic factors, and (iv) multi-scale applications 
(continental scale: Europe and regional scale: Scotland). The European scale IAP operates at a 10x10 
arc minute grid resolution (a total of 23,871 grid cells in Europe), while the regional scale IAP 
developed for Scotland operates at a 5 km x 5 km grid resolution (a total of 3,472 grid cells in 
Scotland). In this paper, only results of the European IAP application are presented. 
 
The development of the IAP uses meta-modelling approaches which allow integration of sectoral 
impact assessment meta-models to provide stakeholders with an interactive assessment tool with 
reasonably fast run-times (Holman et al. 2008a,b; Holman and Harrison 2012). Meta-models (also 
termed as ‘reduced-form models’) are computationally simple(r) but efficient modelling techniques 
that emulate the performance of more complex models (Ratto et al. 2012). Examples of meta-
modelling techniques used in the CLIMSAVE IAP3 include look-up tables, artificial neural networks 
(ANN), and soil/climate clustering. Hence, the integrated assessment platform contains a series of 
inter-linked meta-models (implemented as Dynamic-Link Libraries, DLLs), an internal database (e.g., 

                                                           
3 See Harrison et al. (2013) and Holman and Harrison (2012) for more details on the meta-modelling approach used for, 
and on the development and validation of, the various sectoral meta-models integrated within the CLIMSAVE IAP. 
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elevation data), a wide range of climate and socio-economic scenarios, and a GIS-based user 
interface that captures the complex interactions and feedbacks between different sectors. Each of 
the sectoral meta-models is developed using different approaches representing a good compromise 
between fast run-times and model accuracy. Each meta-model is designed to be modular, 
independent, and replaceable at any time. This allows efficient integration and development of the 
IAP as well as providing flexibility in future development by integrating new knowledge and data as it 
emerges. 
 
Systematic Sensitivity Analysis of the IAP 

In this paper, we present an application of the European integrated assessment platform (IAP) based 
on an extensive and systematic sensitivity analysis, using a One-Driver-at-a-Time (ODAT) approach. 
The ODAT approach allows assessing the complex interactions and feedbacks between the various 
sectoral models in order to better understand cross-sectoral impacts of a range of climate and socio-
economic change drivers on six key European land- and water-based sectors. The study focuses on a 
set of six sectoral indicators, one for each sector (as described in ESM3 below). The objective is to 
identify and quantify the relationships between the various climatic (e.g., changes in temperature, 
precipitation, sea-level rise, and CO2 concentration) and non-climatic (e.g., changes in the social, 
economic, technological, environmental, and policy governance factors) IAP input variables (drivers) 
and outputs (sectoral indicators). The particular focus of the analysis is to track if, and how, the 
direct effect of an individual driver on a sector or region is transferred and felt by other sectors or 
regions in order to identify: 
 

Those sectors and regions most sensitive to future changes (i.e., which sector or region gain 
or lose most under a given change of driver),  

The mechanisms of sensitivity (i.e., whether the effect of the drivers on each sectoral 
indicator is direct, indirect or combined), 

The trends or directions of sensitivity in terms of the influence of each driver on the 
sensitivity of indicators (i.e., whether an increase in the driver contributes to an increase 
(positive effect) or decrease (negative effect) in the indicator,  

The forms or nature of sensitivity (i.e., linearity or non-linearity of the relationship for each 
driver–indicator combination), 

The magnitudes of sensitivity (strong, weak, insignificant change), and  

The relative importance of the key drivers across sectors and regions. 

 
The results help to understand and better interpret outputs from complex integrated assessments of 
cross-sectoral impacts of both climate and socio-economic change drivers based on, for example, a 
scenario analysis (Harrison et al. this volume (b)) and uncertainty analysis (Brown et al. this volume) 
under change in multiple drivers. As such, they provide broad sectoral and cross-sectoral insights 
into how different assumptions or future scenarios affect decision choices and help identify which 
parameters or assumptions are most important in affecting future cross-sectoral impacts and 
adaptation priorities. 
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ESM2: European and regional domains, classified based on river basins. Eastern Europe (EE) includes: Bulgaria, 
Estonia, Germany (far north-east), Hungary (east), Latvia, Lithuania, Poland, Romania, and Slovakia (east); 
Northern Europe (NE): includes: Finland, Norway, and Sweden; Southern Europe (SE) includes: Bulgaria (south-
west), Greece, France (Mediterranean coast), Italy, Portugal, Spain, and Slovenia; and Western Europe (WE) 
includes: Austria, Belgium, Czech Republic, Denmark, France, Germany, Hungary (west), Ireland, Luxembourg, 
Netherlands, Slovakia (west), Switzerland, and UK. 
 
ESM3: Descriptions of the selected sectoral indicators. More details and descriptions of each of the selected 
indicators, as well as the rest of the IAP output variables for the six key sectors considered within the CLIMSAVE 
project, can be found in Holman and Harrison (2012). 

Sector (Meta-
model) 

Impact Indicator 
(Unit) Indicator Description 

Urban (RUG) Artificial surfaces 
(%) 

The mean percentage change in artificial surfaces (i.e., CORINE land-
cover class 1, representing residential and non-residential areas). 

Flooding 
(CFFlood) 

People flooded in 
a 1 in 100 year 
event (millions) 

The number of people flooded by a 1 in 100 year (1%) event due to 
coastal and fluvial flooding. 

Land use 
(SFARMOD + 
metaGOTILWA) 

Timber 
production (Mt) 

Total timber produced based on the modelled timber productivity of 
five representative species 4  within areas of modelled profitable 
managed forest. 

Land use diversity 
(–) 

Representation of multi-functionality of the landscape based on 
Shannon Index (for land uses including urban, intensive arable, 
intensive grass, extensive grass, forest and others). 

Water 
(WGMM) 

Water 
exploitation index 
(–) 

Dimensionless ratio of long-term annual water withdrawals to long-
term annual renewable water resources. It is a water stress indicator 
reflecting the degree of pressure put on natural water resources by 
all water users (e.g., abstraction for agriculture, domestic or energy 
production). 

Biodiversity 
(SPECIES) 

Biodiversity 
vulnerability index 
(–) 

An index based on changes in climate and habitat space suitability for 
12 representative species5 covering a range of European flora and 
fauna from different taxa, habitats and regions.  

 
 

 

                                                           
4 The 5 representative tree species considered are: (1) Pinus sylvestris, (2) Pinus halepensis, (3) Pinus pinaster, (4) Quercus 
ilex, and (5) Fagus sylvatica). 
5 The 12 selected mixed representative species group in Europe are: (1) Common poppy (Papaver rhoeas), (2) Linnet 
(Carduelis cannabina), (3) Bilberry (Vaccinium myrtillus), (4) Hornbeam (Carpinus betulus), (5) Norway spruce (Picea abies), 
(6) Brown bear (Ursus arctos arctos), (7) Western dappled white butterfly (Euchloe crameri), (8) Common saltmarsh grass 
(Puccinellia maritima), (9) Strawberry clover (Trifolium fragiferum), (10) Bell heather (Erica cinerea), (11) Red deer (Cervus 
elaphas), & (12) Capercaillie (Tetrao urogallus).  The above list of species group is selected to represent species associated 
with a cross section of types of species, habitats and European regions. 
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ESM4: Schematic diagram of sectoral interdependencies and mechanisms by which a driver affects a sector (in 
this case, Sector 1). Pathway ‘a’ represents a direct driver affecting Sector 1 as a direct input to the sectoral 
meta-model; ‘b’ represents the pathway of an indirect driver, which affects Sector 1 indirectly through its 
cascading effect in the IAP on Sector 2, and ‘c’ represents the pathways of a combined driver, which affects 
Sector 1 both as direct IAP inputs and indirectly through Sector 2. 
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