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1. INTRODUCTION

Today: most controllers in the industry are analog
PID-controllers. Engineers and process operators are
familiar with thems and have often a good feeling for the
effects of their different parameters.

Dbue to the rapid development of computerssy the analog
PID-controllers are more and more substituted by small
computers. It has therefore been possible to introduce more
advanced contrpl algorithms.

When the operating conditions in a process changes the
regulators should also be retuned. This is often both a
difficult and time consuming works and it is therefore
ignhored in many cases. Self-tuning controllers can
consequently save time for operators and improve the
behavior of the process.

There are many examples where ordinary sel f-tuning

controllers have improved the process control. The
controllers are mainly based on minimum variance or pole
placement design. It is a rather big difference in

complexity between a PlID-algorithm and these self-tuning
controllers. For some computerss the self-tuning controllers
are still too complecated. The complexity of a self-tuning
controller is dependent on the order of the system models
but not on how hard the system is to control.

From what is said aboves it can be concluded that there is a
need for simple self-tuning controllers. These shall be able
to handle systems of high order. It is also favorable if the
PID structure of the controller can be retained.

In Wittenmark et al(1980)y a self-tuning PlD-controller is
presented. It is an ordinary self-tuning controller based on
pole placement desigh. The model is however always of second
orders independently of the process orders and the
controller parameters are translated to the ordinary PID
parameters. Experience is that the controller works wells if
the process does not contain any time delay and if the
behavior of the process can be well approximated by a second
order model.

A fundamentally different P1D-tuner is given in
Astrom(1981). The tuning procedure is not running all the
timesy as in ordinary self-tuning controllerss but only when
it is initiated by an operator. This is of course a drawback
if something suddenly happens to the process. On the other
hands many operators like to have it arranged in this way»
they want to decide themselves when the controller is to be
tuned. When the tuning procedure is to be performed: a relay
is introduced in the control loop. It makes the system
oscillate. By measuring the amplitude and the frequency of



the oscillations it is possible to determine certain
properties of the process. The tuner is based on the
Ziegler-Nichols designy a method created for second order
systems with a time delay. The behavior of the closed loop
system is therefore highly dependent on whether that is a
good approximation of the true system or not. The PID-tuner
can be viewed as a helping aid for further manual tuning. It
is simpler than the one described in Wittenmark et al(1980):
and therefore suitable even for small computers.

In Schuck(1959)s an adaptiv controller which maintains a
constant amplitude wmargin in the system is presented. An
essential part of that controller is a relays as in
Astrom(1981). The PID-tuner described in this report is
inspired by Schuck(19539) and Astrom(1981). It has wmany
properties in common with the one in Astrim(i1981). The
tuning procedure is only performed when the operator wants
it. At these instants» a relay with hysteresis is introduced
in the loops see figure 1.1. It causes a self oscillation in
the system. The relay with hysteresis makes it possible to
identify other characteristics of the process than those
which can be identified by an ordinary relay. It will be
shown that it is possible to tune the PID-controller so that
a desired phase margin of the system is obtained. The phase
margin is a useful design parameters mostly chosen between
30° and 60°.

y
ref E o = PID d Process Yo

Figure 1.1. The principle for the PID~tuner.



2. THE ESTIMATION OF G{(iw)

If a relay with hysteresis is introduced in a closed-loop
systems as in fig. 2.1» the signals in the system will
oscillate with constant amplitude and frequency: provided
that the 1linear parts G(s)s» fulfills certain requirements.
By measuring the amplitude and the frequency of y:» it is
possible to determine the position of the frequency curve of
G(s) for that certain frequency. This knowledge will be the
basis for the tuning rule described in the next chapter.

In section 2.1s the describing function technique is briefly
reviewed for a relay with hysteresis. It is also shown how
G(s) can be determinedy by the knowledge of the amplitude of
the oscillation and the characteristics of the relay with
hysteresiss at the oscillation frequency. There are several
ways to estimate the amplitude and the frequency of a
sighal. Some of these are discussed in section 2.2.

2.1 The describing function _technigque for a relay with
hysteresis

The describing function for a nonlinear element is defined
as the complex valued ratio of the fundamental component of
the output to the inputs when the input is a sine wave, see
e.g. Graham and McRuer(1961). Suppose» that the relay with
hysteresis has the characteristics shown in figure 2.2+ and
that the input to the relay with hysteresis is a sine wave

with amplitude A and angular freguency . Then the
)/ 1
ref e Ul  Gis) Y
-1 =

Figure 2.1. A closed loop system with a relay with
hysteresis.



A sin Wt —e= -

Figure 2.2: The relay with hysteresis.

deseribing function NCA) is

-i
NCA) = — @ ¢ H $ = arcsin(-).
nA A

It is assumed that A 2 D.

The input u to G¢(s) imn fiqure 2.1 is a square wave. Ih the
describing function technique it is assumed that the input
to the relay with hysteresis is a sine wave. If G(s) is a
low—pass filters» this will almost be the case when the loop
is closedy as in figure 2.1. From now ons it is therefore
assumed that G(s) has a low—pass filter actions so that the
amplitudes of the high frequencies in y are small compared
to the amplitude of the fundamental frequency. This is not a
restrictive assumptions since almost all practical processes
are of low-pass type.

The frequency curve of G(s) 1is usually plotted in the
complex plane together with the negative inverse describing
function. The negative inverse of N(A) is given by

1 wA  i4 A ]
- — = - — @ = — — (cos¢ + ising) =
NCA) 4H
n 2 2 nD
= - — A - D = ] em— A% D. (2.1
4H 4H

Obviouslys the imaginary part of -1/N(A) is constants i.e.
the curve will be a straight 1lines parallel to the real
axis. The real part of -1/N(A) will decrease as A increases.



Oscillations in the closed loop system will occur if there
are intersections of the G(iw) and -1/N(A) curves. The
values of the amplitude and frequency parameters at an
intersection give the amplitude and the frequency of the
oscillation.

When the nonlinearity is a relay with hysteresiss the
oscillation at an intersection is stable if and only if the
function arglG(iw)] is decreasing at this point. E.g. in the
case shown in figure 2.3y it is possible to get a stable
oscillation with amplitude and frequency corresponding to
either intersection a or c» but not any corresponding to b.

Since the amplitude and the frequency of the oscillation are
given by the parameters at the intersection of the curves,
it is possible to determine G(iw) at the oscillation
frequency. From equation (2.1)

nA  i¢ A  i(-nm+é)
G(iw) = — — e = — @ 5 ¢ = arcsin(=).
4H 4H A

2.2 Estimation of amplitude and_ freguency

An essential part of the estimation of G(iw)y is the
determination of the frequency and the amplitude of the
output y. This is a familiar problems with several
well-known solutions. Some of them will be stated and
shortly commented here.

The choice of identification method is a weighting between
at one sides the demand for a simple algorithm which

e s/ N\
N(A) \/

G (iw)

Figure 2.3 An example of a frequency curve G(iw) and the
negative inverse describing function -1/N(A).



requires little space in the computers and at the other side
the demand for a fast and precise algorithm.

Egtimation of the amplitude

The simplest way to estimate the amplitude is probably to
compare all the measured values and let the one with the
greatest magnitude determine the amplitude. This method is
sensitive to disturbances. It is alsp ineffectives since it
does not use the information given by all the measurements
except the one with the greatest magnitude. If the algorithm
is suggested for a computer with very small memorys it may
however be a good choice.

A more complicated method is the recursive least squares
identification. Here the function

2
2: (y(t) - A sinwt - A coswt)
=1 c

is minimized with respect to A and A . The amplitude is
s c

then given by

The procedure requires an estimate of the frequency w. The
frequency estimation must therefore run for a while before
the initiation of the amplitude estimation. The estimate A
will oscillate with the frequency w. It is only supposed to
have a corvect value when wt = nns n = 11y21...37 see
Astrom(1975). Since all the measurements are used to
estimate the amplitudes the method is less sensitive to
disturbances than the previous one. On the other hands it
requires more space in the computer.

Another difference between these two methods iss that the
first one estimates the true amplitude of the output:s while
the second one estimates the amplitude of the fundamental
component. If the process G(s) was an ideal low pass filter:
there would not be any difference. Since in practice the
higher frequencies form a disturbance on the amplitudes
there is a difference. Howevers it is not possible to
conclude which choice of amplitude that gives the best tuner
in the end.

A third way to estimate the amplitudes is to use a Kalman
filter. The output is here modelled as a second order
systems an oscillator. The system is



x1Ct+h) coswh sinwh xi(t) k1
= + (y(t)=x (t)—-x (t))
x2(t+h) -sinwh coswh xz(t) k2 1 2

where h is the sampling periods and k1 and k are the

2

constant gains in the filter. The amplitude Ay is given by

\
z
A=v/2(x1+x2) )

al,

Estimation of the freguency

In Lindgren(1974) some methods for frequency estimation are
compared.

The simplest methad is the zero crossing method. The time
between the zero crossings of the output gives an estimate
of the oscillation periods and thus of the frequency. The
method is simple and therefore favourable in small
computers. It can be improved by an additional use of
nonzero levels.

It is also possible to estimate the frequency by recursive
least squares identification. Here the function

A 2
z: (y(t) = 2costuh)y(t-h) + y(t-2h))

A
is minimized with respect to ws where h is the sampling

A
period and w is the estimate of the frequency w. This method

is superior to the one aboves if the identification time is
short. As time increasessy it is depending on the type of
noise which method is the bests Lindgren(1974).
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3« THE TUNING RULE

In the previous chapter» a method for estimating G(iw) for
some frequencies was described. This possibility allows a
procedure to tune the parameters in the controller so that
the system gets a desired phase margin. The PID-controller
in figure 1.1 has the wellknown structure

1 de
u==K (e + — Je dt + T — 2.
TI D dt

During the tuning phases only the proportional part is
present. The integral time is afterwards set to

T. m —

10
I veZR 3

where T is the final oscillation period. v is a constants
usually chosen between 0.1 and 0.2. The derivative part is
not used in this design.

Let ¢ denote the desired phase margin. When the integral
m

part is introduced in the controllers the phase margin will
decrease with the amount WI. From (3.1) it is concluded that

2nT
] = arctan(v).

¢ = 90° - arctan[ —1
b T

The tuning rule is therefore to adjust the gain K so that
the phase margin for KG(iw) becomes ¢ + wIa and then to
m

introduce the integral part. 1f K is chosen in this ways and
TI given by (3.1) is introduced afterwards: the system will

get the phase margin ¢ .
m

As was said befores the system will oscillate during the
tuning phase. 1t is depending on the actual processs how
high amplitudes that can be tolerated. It is possible to

influence the amplitudess by specifying an amplitude A*!
which is the amplitude corresponding to the correct gain K.
If noise is presents a large A* will improve the tuning
procedures since the signal to noise ratio then becomes
large.

The adjustment of the gain K will be deduced from the
amplitude estimates.
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The _characteristics of the relay with hysteresis

The gain K is to be adjusted so that the KG(iw) curve goes
through the point p in figure 3.1.a. To make it possible to
decide when this point is reacheds the -1/N(A) curve must
also go through this points» as in figure 3.1.b.

Supposes that the desired amplitude of the output signal at

*
the point p is A . Equation (2.1) then gives

* *
* A
|=1/NCA 3} = — =1 =>»> H= —-— ., (3.2)
4H 4
D is determined from
. D * .
p + gp = arcsin(= ) =» D= Asin(p + @ ). (3.3
] 1 A* m I

The characteristics of the relay with hysteresis are thus
given by the desired phase margin: the relation between TI

and T and by the desired amplitude of the output signal.

The sition of the » wit teresis

The output from the relay with hysteresis is a square wave.
The describing function techniqgue requires that no
zero—-order harmonhic is presents i.e. the times when the
output is +H are as long as the times when it is -—H. Let

Pt 1

KG(iw)

Figure 3.1. a. The desired location of the KG(iw) curve.
b. The correct location of the -1/N(A) curve.
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u £ denote the input to the process G(s) which gives the
re

desired output y - Then the output will be free from the
re

zero-order harmonic only if the relay with hysteresis is
chosen as in figure 3.2. Before the adjustment of the gain K

startss the reference control signals u F, must therefore
re

be estimated. This can be done e.g. by wmeasuring the times
T and T s+ defined in figure 3.3y of the output from the
+ -

relay with hysteresis.
Introduce P(t) as
T_ (e

P(t) = T
R

ul

Uref‘

-y

|
Yref

Figure 3.2. The correct position of the relay with
hysteresis.

Figure 3.3. The output from the relay with hysteresis.
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u r can how be estimated by the Regula falsi method
re
ureF(t) - ureF(t_i)
ureF(t+i) = ureF(t) - (P(t) - 1 Bty = Plt—1) (3.4
Remark: When the gain K is introduced in the loops u p must
re

be changed to u /K.
ref

Adjustment of the gain K

When both the characteristics and the position of the relay
with hysteresis are determineds it is time for the tuning
procedure. As was said befores the goal is to adjust the
gain K so that the KG(iw) curve goes through the point p as
in figure 3.1. One useful method is to use the two latest
measurements of KG(iw)s and approximate the KG(iw) curve by
a straight line going through these points. The new value of
K can then be chosen by the Regula falsi methods i.e.

Kn - Kn—i
An - An—i

) *
Kn+1 = Kn - LAH A ) (3.3

Here A and A 2 are the two latest amplitudes of the output
n n—

signals y.

The complete tuning rule can be summarized by the following
scheme.

1. Calculate H and D from (3.2) and (3.3).

2. Insert the relay with hysteresis in the loop. Remove the
integral- and derivative part of the controller.

3. Let (3.4) be performed until an acceptable estimate of
u is obtained.

ref

4, Measure the output during some oscillation periodss and

estimate the frequency and the amplitude.

*
5. If A is close to A » go to 7.

n
6. Adjust the gain K according to (3.5). Change the
reference control signal to u F/K, and go to 4.
re
7. Switch on the integral part of the controller according
to (3.1).
8. Remove the relay with hysteresis.
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4. AN EXAMPLE

The identification method and the tuning rule are here
illustrated with an example. The process is given by the
transfer function

1
8(8) = Ctev D) (a+ 2y
For simplicitys both y and u y defined in chapter 3»

ref ref

are equal to zero. Let the desired phase margin be 30°s; and
v in equation (3.1) be 0.1.

The frequency of the oscillation is estimated by the zero
crossing methods and the amplitude is estimated by the least
squares method.

The result of a simulation is shown in figure 4.1. Before
each change of the gain Ks the amplitude and frequency
estimations are interrupted. After one oscillation period,
the frequency estimation starts. After one additional
periods the amplitude estimation starts.

Since the two latest measurements are used in the updating
of Ks see equation (3.5)s the second change in K is supposed
to be rather efficient. It is the case 1in this simulation,
and the result is also verified by other simulations.

The estimated parameters in the method do not converge
exactly to the true values. The final gain and frequency in
the example are 1.77 and 0.48 rad/sec respectivelys while
the correct values are 1.81 and 0.70 rad/sec. This is not
surprising since the method is an approximative one. In
this cases the phase margin becomes 31.3° instead of 30.0°.
In a practical systemy such a small difference can be
considered to be completely negligible in comparison to
other approximations.

In figure 4.2+ the KG(iw) curves for the different K:s are
presented. The efficiency of the second correction of K is
again obvious.
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5. PRACTICAL ASPECTS

The tuning procedures described in the previous chapters:
only uses the proportional and the integral parts of the
PID-controller. These parts are sufficient to reach the goal
for the design - to get a desired phase margin in the
system. It is however possible to use the derivative part in
the procedure too. It can be incorporated by a rule of thumb
in the same way as the integral part.

In the estimation and tuning procedures: there are several
parameters that wmust be chosen. It is a matter of taste
which ones that shall be free for the operator to choose:s
and which ones that shall be fixed in the program. A natural

*

choice is perhaps to let ¢ » A and v be free to chooses and
Wi

let the rest be fixed.

*
Instead of A '+ i.e. the final amplitude of the oscillation

of the outputs one would perhaps like to define a parameter
A s which is the greatest permitted amplitude of the
ma X

output during the tuning phase. This is possible to
incorporate by some extra logic in the program.

As was said befores this PID-tuner is supposed to work even

in very small computers. 1f the computer is large enoughs it

is possible to add extra facilities: like the A
max

specifications to the program.

Finallys it should also be remarked that the relay with
hysteresis can be used as a design help: without any
automatic tuning. If the relay with hysteresis is introduced
in the loops and the signals are measured and presented e.g.
on an oscilloscope: an operator can adjust the gain K by
hand to get the desired phase margin.



18

6. ACKNOWLEDGEMENTS

I wish to thank Professor Karl Johan Astrdms Per Haganders
Carl Fredrik Mannerfelt and Sven Erik Mattsson for many
valuable advices and suggestions.

The work was partially supported by the Swedish Board of
Technical Develaopment (8TU) under contract 78-3763.



19

7. REFERENCES

Astrom K J (1975): Lectures on system identification -
Frequency response analysis. Report TFRT-3093, Dept of
Automatic Controls Lund Institute of Technologys Lunds
Sweden.

Astrdm K J (1981): More STUPID. Report TFRT-7214s Dept of
Automatic Controls Lund Institute of Technology: Lunds
Sweden.

Graham D and McRuer D (19615 Analysis of nonlinear control
systems. John Wiley & Sons: New York.

Lindgren G (1974): Spectral moment estimation by means of
level crossings. Biometrica &1+ 401-418.

Schuck O H (1959)>: Honeywell’s history and philosophy in the
adaptive control field. In Gregory (ed) Proc. Symposium
on Adaptive Control. Wright Patterson Air Force Base
1959. Report WADC TR 59-49.

Wittenmark Bs Hagander P and Gustavsson I (1980): STUPID -
Implementation of a self-tuning PID-controller. Report
TFRT-7201+ Dept of Automatic Controls Lund Institute of
Technology: Lunds: Sweden.



