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Introduction

1.1 Background

Many of the recent advances in automotive technology are based on

control. Engine control is widely used as a means of increasing per-

formance and efficiency while reducing emissions, to the extend that

new engine types are being developed which cannot operate without a

feedback control system [Bengtsson, 2004; Kiencke and Nielsen, 2000].
Active safety is another area of automotive engineering dominated by

control technology. Anti-lock braking systems were introduced in the

1970’s as a means of reducing braking distances, and modern versions

use advanced control algorithms. Traction control systems can use the

ABS system as an actuator, the functionality being provided by a con-

troller. More recently, higher-level active safety systems have come into

production, such as Electronic Stability Programs (ESP) which prevent
skidding. Such systems, which govern the stability of the entire vehicle

rather than just certain components, may be grouped under the head-

ing of Vehicle Dynamics Control (VDC) systems. This thesis deals with
a new kind of VDC system, capable of preventing vehicle rollover acci-

dents.

There are are number of difficulties associated with automotive

control, which can transform even apparently simple control tasks into

considerable challenges. These difficulties include:

• Uncertainty. There is a large number of parameters, states and
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Chapter 1. Introduction

other variables, used by the controller, which either cannot be

measured or are not known exactly. Examples include the load-

ing conditions, particularly in the case of commercial vehicles,

and the coefficient of friction between the tire and the road sur-

face. For cost reasons, sensors are typically kept to a minimum in

production vehicles and as such it is often necessary to estimate

variables, which gives rise to additional uncertainty.

• Complexity. Vehicles are complex systems, with many degrees

of freedom. Control systems are often multivariable, with many

actuators and output signals. The equations governing the be-

haviour of the system are very often highly nonlinear, meaning

that standard linear control design tools may not always be ap-

plicable.

• Reliability and Robustness. For production vehicles it is im-

perative that system operation can be guaranteed for a wide

range of operating conditions. The high level of robustness re-

quired may mean that performance requirements are difficult to

meet.

Currently, vehicles contain a number of different control systems

which deal with different aspects of vehicle operation. As the number

of control systems within a vehicle grows, so too does the interaction

between the systems. If the systems are designed independently, it is

likely that unwanted interactions between different systems will give

rise to degraded performance. A current trend is to integrate the con-

trol systems within the vehicle. One aspect of this integration is the

development of unified vehicle dynamics control systems. Although the

focus of this thesis is rollover prevention, the couplings present in the

dynamics of the vehicle imply that this problem cannot be studied in

isolation, but must be viewed in a wider context of vehicle dynamics

control.

1.2 Motivation

Vehicle rollover accidents may be grouped into two categories, known

as tripped and untripped rollovers respectively. Tripped rollovers are

8



1.3 Scope

caused by the vehicle coming into contact with an external obstacle,

such as a curb or a pothole. This type of rollover accident may some-

times be avoided by the use of ESP systems, which prevent oversteering

and understeering, thus preventing collisions with external obstacles.

Untripped rollovers are induced by extreme driving maneuvers, in

which the forces at the tire-road contact point are sufficient to cause

the vehicle to roll over.

Vehicle rollover accidents are typically very dangerous. Research by

the National Highway Traffic Safety Administration (NHTSA) in the
United States shows that rollover accidents are the second most dan-

gerous form of accident in the Unites States, after head-on collisions.

In 2000, 9,882 people were killed in the US in rollover accidents involv-

ing light vehicles [Forkenbrock et al., 2002]. 8,146 of those were killed
in accidents involving only a single vehicle. While the majority of these

accidents involved tripped rollovers, it is clear that an active safety sys-

tem capable of preventing untripped rollover accidents will save lives,

and as such is worthy of investigation. Moreover, the expansion of func-

tionality of active safety systems is in keeping with the trend towards

greater integration of control design in automotive vehicles.

1.3 Scope

The design of a complete vehicle dynamics control system involves

many aspects of control engineering, including the selection of actu-

ators, design of parameter estimation schemes and state observers, as

well as the control design itself. This thesis concentrates on the con-

trol design aspects. It is assumed that estimates of the vehicle states

are available to the control algorithm. In addition, the necessary ve-

hicle parameters, including the loading conditions, are assumed to be

known. This is of course unrealistic for a production system, and the

removal of this assumption constitutes a major direction for future re-

search on the subject.

There is also considerable freedom in the choice of actuators to

be used. Active steering, differential braking and active suspension,

as well as combinations thereof may be considered. Active suspension

is the most hardware-demanding actuator choice. Active steering and

braking are often used together in rollover prevention systems [Oden-

9



Chapter 1. Introduction

thal et al., 1999]. However, active steering requires additional hard-
ware, in the form of either a mechanical superposition actuator or

a full steer-by-wire system. Differential braking, achieved by using a

braking system with Electronic Brake force Distribution (EBD), is al-
ready in use in various production vehicles, and as such represents the

most realistic actuator choice. This thesis uses differential braking as

the actuator, although it will be seen that the methods developed may

be easily extended to other types of actuators, as well as combinations

of different actuators. The types of vehicle primarily considered in this

work are small commercial vehicles such as vans and trucks. However,

the ideas presented may be easily applied to other types of vehicle,

such as larger trucks.

1.4 Outline

The thesis begins with a chapter dedicated to vehicle modeling. Both

tyre models and chassis models are presented. A number of models of

varying levels of complexity are derived. Different models are required

for different purposes, such as control design, reference generation and

simulation. Chapter 3 deals with analysis of the rollover problem, be-

ginning with simple static analysis, as well as methods for detection

of rollover events. In Chapter 4 the design methodology is presented,

and control design is carried out. The concept of Control Allocation, on

which the control strategy is based, is presented in Chapter 5. Finally,

results are presented and discussed in Chapter 6.

1.5 Publications

Elements of the control design presented in Chapter 4, as well as the

control allocation strategy presented in Chapter 5 are based on the

following paper:

Schofield, B., T. Hägglund and A. Rantzer (2006): “Vehicle Dynam-
ics Control and Controller Allocation for Rollover Prevention.” In

Proceedings of the IEEE International Conference on Control Appli-

cations, Munich, Germany.
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2

Vehicle Modeling

–It’s only a model!

Terry Gilliam (Monty Python)

2.1 Introduction

Most modern control design methodologies are model-based. The first

step in the design process therefore consists of obtaining a suitable

model. In many cases several models are required for different pur-

poses, such as design, reference generation, and simulation. In this

chapter some standard approaches to vehicle modeling are introduced,

and a number of models are derived.

Vehicle modeling is divided into two areas: tire modeling and chas-

sis modeling. Tire modeling deals with understanding the forces that

arise at the tire-road contact point. Chassis modeling involves deter-

mining the behaviour of the vehicle when subject to these external

forces. The chapter begins with a brief introduction to tire modeling,

in which some simple models are described. Chassis modeling is then

performed yielding a number of models of different complexities.

2.2 Tire models

All road vehicles interact with the road surface via tires. More specif-

ically, the tires are responsible for generating those forces which are

11



Chapter 2. Vehicle Modeling

required to alter the vehicle’s speed and course according the driver’s

inputs.

The physical mechanisms by which tires function are complicated,

and modelling is therefore difficult. A variety of different models exists,

both theoretical and empirical. In this section a widely-used approach

to tire modeling will be presented.

Slip

In order to generate forces, the tires must slip. Slip occurs in different

planes of the tire’s motion. Longitudinal slip will be considered first.

When the tire is rolling freely (no driving or braking force applied),

xy

z

v

α

Fx

Fz

Fy

Mz

ω

Figure 2.1 Diagram of a wheel showing its local axes, the components of the

forces acting at the road contact point, the angular velocity ω and the transla-

tional velocity v. The x axis corresponds to the direction of travel of the wheel

when no sideslip occurs.

the effective rolling radius re may be defined as follows:

re =
vx

ω 0

12



2.2 Tire models

where vx is the component of the velocity v in the x direction, and ω 0
is the wheel’s angular velocity. Figure 2.1 illustrates the coordinate

system of the wheel. When a driving or braking torque is applied to

the wheel, longitudinal slip develops:

λ = −
vx − reω

vx

= −
ω 0 −ω

ω 0

where ω is the measured angular velocity of the wheel. The longitudi-
nal slip λ is defined in such a way that a positive (driving) force gives a
positive slip value. With the above definition, slip values can be much

larger than one (in the case of wheel spin). It is possible to define slip
in an alternative way, with ω in the denominator, which would give a
maximum slip value of one.

The lateral slip is the ratio of the wheel’s velocities in the y and x

directions. It can be defined through the lateral slip angle α as follows:

tanα = −
vy

vx

The definition is such that positive side forces correspond to positive

slip angles.

An additional slip quantity is known as spin, and is caused by rota-

tion of the wheel about the z axis. The wheel camber angle γ , defined
as the angle between the wheel’s xz plane and the vertical, influences

this quantity.

The Tire System

The tire may be regarded as a system having the slip components as

inputs, and the forces Fx, Fy and moment Mz as outputs [Pacejka,
2002]:

Fx = Fx(λ ,α ,γ , Fz)

Fy = Fy(λ ,α ,γ , Fz)

Mz = Mz(λ ,α ,γ , Fz)

13



Chapter 2. Vehicle Modeling

where Fz is the wheel load. Although the z axis is directed downwards,

it is standard to define the Fz forces as being positive in an upwards

direction. Additionally, the camber angle γ will be assumed to be zero,
reducing the dependence of the forces to three variables.

Pure and Combined Slip

Pure slip is used to denote when a given slip quantity appears in isola-

tion, that is, when all other slip quantities are zero. To derive expres-

sions for the tire system’s outputs Fx, Fy and Mz, the pure slip case

will be considered first, and then extended to combined slip.

A simple linear approximation can be made in the pure slip case

by examining the gradient of the force-slip characteristic. Due to the

shape of the curves, the approximations are valid only for small slip

values. The approximations are given by:

Fx ( CFλ
λ (2.1a)

Fy ( CFα
α (2.1b)

Mz ( −CMαα (2.1c)

Here, CFλ is the longitudinal slip stiffness, CFα is the lateral slip stiff-

ness and CMα is known as the aligning stiffness.

A more accurate expression for the lateral force Fy is given by the

so-called Magic Formula [Pacejka, 2002]:

Fy = D sin[C arctan{Bα − E(Bα − arctan(Bα ))}] (2.2)

where:

B =
CFα

CD
is the stiffness factor

D = µFz = Fy,peak is the peak factor

CFα = c1 sin
(

2 arctan

(
Fz

c2

))

C, E are shape factors

c1 is the maximum cornering stiffness

c2 is the load at maximum cornering stiffness

14



2.2 Tire models
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Figure 2.2 The relation between lateral force Fy and slip angle α obtained

using the Magic Formula (2.2).

Figure 2.2 illustrates the relation between slip angle and lateral force,

for typical parameter values.

Combined slip is the term used to describe the situation in which

multiple slip types occur. Here, the case where lateral and longitudinal

slips are nonzero will be considered. A common technique used for

modelling this type of combined slip is based on the idea of the friction

ellipse, shown in Figure 2.3. The assumption is that the longitudinal

and lateral forces acting on each tire cannot exceed their maximum

values Fx,max and Fy,max, and the resultant force thus lies on the ellipse

given by:

(
Fy

Fy,max

)2

+

(
Fx

Fx,max

)2

= 1 (2.3)

The friction ellipse idea can be confirmed empirically by plotting curves

of the forces Fx and Fy for different slip values and noting that the

envelope of the curves approximates an ellipse [Wong, 1993].
The maximum lateral force Fy,max may be taken to be given by the

magic formula (2.2). The maximum longitudinal force is taken to be
given by the product of the coefficient of friction between the tire and

15



Chapter 2. Vehicle Modeling

Fy,max(α , µ, Fz)

Fx,max(µ, Fz)Fx

Fy

(
Fy
Fy,max

)2

+
(
Fx
Fx,max

)2

= 1

Figure 2.3 The friction ellipse, showing maximum lateral and longitudinal

forces, the resultant force and its components.

the road surface (µ) and the normal force Fz acting on the tire:

Fx,max = µFz

2.3 Chassis Models

The tire models described in the previous section are used to obtain

the contact forces between the tires and the road surface. These forces

constitute the inputs to the chassis model, which describes the motion

of the vehicle in space. In this section, several chassis models of vary-

ing complexity will be derived. Models of different complexities are

required for different applications, such as control design, reference

generation and simulation. As well as these concrete applications, the

process of modeling is extremely important for gaining an understand-

ing of the system, which is vital when choosing a control strategy.

The section begins with an introduction to the coordinate systems

used in the representation of the vehicle’s motion. A simple linear

16



2.3 Chassis Models

x

y

z

φ (roll)

ψ (yaw)

θ (pitch)

Figure 2.4 The coordinate axes. The x axis corresponds to the longitudinal

axis of the vehicle, positive in the forward direction. The y axis corresponds to

the lateral axis, positive to the left. Roll, pitch and yaw are defined around the

x, y and z axes respectively.

model describing the planar motion of the vehicle is then introduced.

This model is extended to include a description of the roll dynamics.

Four degree-of-freedom models are then derived, using two modeling

approaches.

Coordinate Systems

In order to facilitate the derivation of the equations of motion, it is

useful to define a number of coordinate systems. This allows a more

systematic approach to modeling, which is particularly important when

dealing with more complex models. Figure 2.4 illustrates a right-hand

coordinate system. Roll, pitch and yaw are defined as rotations around

the x, y and z axes respectively.

Let Si denote an earth-fixed inertial right-hand coordinate system,

with the z axis oriented upwards relative to the earth. Denote with Sv
a coordinate system attached to the vehicle, which rotates with angular

17



Chapter 2. Vehicle Modeling

velocity ω vi = ( 0 0 ψ̇ )T about the z axis, and translates in the xy

plane with velocity (u v 0 )T . In addition, let Sc denote a chassis
coordinate system, rotated an angle θ about the y axis of the Sv frame.
The x axis of the chassis coordinate system is the roll axis, about which

the roll angle φ is defined. Finally, denote with Sb a body coordinate
system which rotates around the x axis of the chassis system with

angular velocity ω bc = ( φ̇ 0 0 )T The position of the centre of gravity

(CG) in the body frame is given by PbCG = ( 0 0 h )T .
In the derivations of the models it will be necessary to transform

between these coordinate systems. To this end, rotation matrices may

be defined. The rotation matrix from the inertial system Si to the

vehicle system Sv is defined as:

Rvi (ψ ) =






cos(ψ ) − sin(ψ ) 0

sin(ψ ) cos(ψ ) 0

0 0 1




 (2.4)

The rotation matrix from the vehicle system Sv to the chassis system

Sc is given by:

Rcv(θ) =






cos(θ) 0 sin(θ)

1 1 0

− sin(θ) 0 cos(θ)




 (2.5)

The rotation matrix from the chassis system Sc to the body system Sb
is given by:

Rbc (φ) =






1 0 0

0 cos(φ) − sin(φ)

0 sin(φ) cos(φ)




 (2.6)

A rotation from the inertial system Si to the body system Sb can

be expressed as the product of the above rotation matrices:

Rbi (ψ ,θ) =R
b
c (φ)R

c
v(θ)R

v
i (ψ ) (2.7)

Since the rotation matrices are skew-symmetric, the relation:

RRT = RTR = I

18



2.3 Chassis Models

may be used to obtain the rotation matrices for rotations in the opposite

direction. Due to the special structure of the matrices, this may be

thought of as rotation by a negative angle:

Rvi (ψ ) = R
i
v(−ψ )

When dealing with moving coordinate systems, the expressions for

velocities and accelerations become more complex due to the need to

express these quantities in inertial frames when they are to be used in

equations of motion. Consider a point described by the vector P relative

to a body-fixed frame. Assume that the origin of the body system is

translated by a vector R from the origin of an inertial frame, and that

the body frame rotates with angular velocity ω relative to the inertial
frame. The expression for the velocity of the point P in the inertial

frame is given by:

dP

dt

∣
∣
∣
∣
i

=
dR

dt
+
dP

dt

∣
∣
∣
∣
b

+ω bi $ P (2.8)

Similarly, the acceleration of the point P in the inertial frame is given

by:

d2P

dt2

∣
∣
∣
∣
i

=
d2R

dt2
+
dP2

dt2

∣
∣
∣
∣
b

+ ω̇ bi $ P+ 2ω
b
i $
dP

dt

∣
∣
∣
∣
b

+ω bi $ (ω
b
i $ P)

(2.9)

Linear Single-Track Model

The simplest chassis model is the linear single-track model, also known

as the bicycle model, which is obtained by approximating the front and

rear pairs of wheels as single wheels and linearizing the equations. The

model is illustrated in Figure 2.5. Assuming that the steering angle δ
is small, the equations of motion are given by [Pacejka, 2002]:

m(v̇+ uψ̇ ) = FyF + FyR

Izzψ̈ = aFyF − bFyR

where FyF and FyR are the combined front and rear lateral tire forces,

Izz is the moment of inertia around the z axis, a and b are the distances

19



Chapter 2. Vehicle Modeling

x

y

ab

FxR

FyR

FxF

FyF

ψ̇

δ

Vc�

β

Figure 2.5 Single-track model, showing the combined front and rear tire

forces, the steering angle δ , the yaw rate ṗsi, and the vehicle sideslip angle

β .

from the front and rear wheels to the center of gravity, and ψ̇ is the
yaw rate. The slip angles of the front and rear wheels α F and α R can
be approximated as:

α F ( δ −
1

u
(v+ aψ̇ ) (2.10a)

α R ( −
1

u
(v− bψ̇ ) (2.10b)

Linear approximations of the tire forces, as described in (2.1a), may
be used to obtain simple expressions for the tire forces:

FyF ( CFα
α F (2.11a)

FyR ( CRα
α R (2.11b)

The model becomes linear and time invariant if it is assumed that the

forward velocity u is constant. This results in a two degree of freedom

model, with the lateral velocity v and yaw rate ψ̇ as states. The input
is the steering angle δ . The system may be written on state space form
as:

(
v̇

ψ̈

)

=

(
−
CFα +CRα

mu

bCRα −aCFα
mu

− u

bCRα −aCFα
Izzu

−
a2CFα −b

2CRα

Izzu

)(
v

ψ̇

)

+

(
CFα
m

aCFα
Izz

)

δ (2.12)
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2.3 Chassis Models

x
y

z

FxRFyR

FxF

FyF

ψ̇

δ

φ

φ̇

Figure 2.6 Single-track model with roll dynamics.

It should be noted that since the approximations made in the derivation

of the model are based on the assumption of small steering angles, it

may be necessary to perform some saturation of the outputs, based on

the maximum available friction force.

Single-Track Model with Roll Dynamics

Roll dynamics and non-constant longitudinal velocity can be incorpo-

rated into a single-track model. The equations of motion are augmented
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Chapter 2. Vehicle Modeling

by a torque balance around the x axis. The equations are:

m(v̇+ uψ̇ ) = Fy,F + Fy,R

Izzψ̈ = aFy,F − bFy,R

Ixxφ̈ + Kφ φ̇ + Cφφ = mh(v̇+ uψ̇ )

where Kφ and Cφ are damping and spring coefficients respectively. The

slip angles are the same as in (2.10a), and the tire forces are considered
to be linearly related to the slip angles as in (2.11a).
This model takes as inputs the steering angle δ and the longitudinal

velocity u, and has roll angle φ , lateral velocity v, yaw rate ψ̇ and

vehicle sideslip angle β as outputs.

Two-Track Model

In order to incorporate the effects of the individual tire forces, as well

as suspension and a more accurate representation of the roll dynamics,

a two-track model can be used, shown in Figure 2.7. The suspension

is modelled as a torsional spring and damper system acting around

the roll axis, illustrated in Figure 2.8. In this way, the pitch dynamics

of the vehicle are ignored. The resulting model has four degrees of

freedom, namely translational motion along the x and y axis, as well

as rotational motion about the x axis (roll) and the z axis (yaw).

Derivation of Tire Forces In the derivation of the model it will be

convenient to express the tire forces acting on the vehicle as resultant

forces in the x and y directions of the Sv frame as well as a resultant

moment about the z axis. These forces and moments will be referred to

as generalized forces. By considering Figure 2.9, the following expres-

sions relating the individual tire forces to the generalized forces are

obtained:

FxT =F
rl
x + F

rr
x + (F

f l
x + F

f r
x ) cosδ − (F f ly + F

f r
y ) sinδ (2.13a)

FyT =F
rl
y + F

rr
y + (F

f l
y + F

f r
y ) cosδ + (F f lx + F

f r
x ) sinδ (2.13b)

MT =(F
f l
y + F

f r
y )a cosδ − (Frly + F

rr
y )b+ (F

f l
x + F

f r
x )a sinδ+ (2.13c)

(Frrx + F
f r
x cosδ + F f ly sinδ − Frlx − F

f l
x cosδ − F f ry sinδ )l

where δ is the steering angle (measured at the wheels).
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Figure 2.7 Two-track model with roll dynamics.

Newton-Euler Modeling

In this section a four degree of freedom model is derived using Newton-

Euler modeling. The external forces acting on the vehicle are expressed

in the vehicle coordinate system, so it is natural to write the equations

of motion in this system.

Angular Motion Euler’s equation states that the sum of the exter-

nal torque acting on a system is given by the rate of change of angular
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Figure 2.8 The two-track model in the vertical plane, showing suspension

modeled as a torsional spring and damper.

momentum:

τ =
d(I vω s)

dt
(2.14)

where τ is the external torque or moment applied to the system, I v is
the inertia tensor relative to the coordinate frame in which the equa-

tions are to be derived, and ω s is the spacial angular velocity.
Since the vehicle frame is rotating, it is not an inertial frame and

(2.14) must be modified as in (2.8). The rate of change of angular
momentum is given by:

τ =
d

dt
(I vω s)

∣
∣
∣
∣
v

+ω vi $ I
vω s (2.15)

where ω vi is the angular velocity of the vehicle coordinate system rel-
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Figure 2.9 Planar chassis model, showing the horizontal components of the

tire forces.

ative to the inertial system. This is given by:

ω vi =






0

0

ψ̇




 (2.16)

The inertia tensor in the vehicle frame is given by:

I v = Rvb(φ)I
bRvb

T (φ) (2.17)

where Ib is the inertia tensor in the body frame:

Ib =






Ixx 0 0

0 Iyy 0

0 0 Izz




 (2.18)

This gives:

I v =






Ixx 0 0

0 Iyy cos
2 φ + Izz sin

2 φ (Iyy − Izz) sinφ cosφ

0 (Iyy − Izz) sinφ cosφ Iyy sin
2 φ + Izz cos

2 φ




 (2.19)
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The spacial angular velocity ω s is given by:

ω s =






φ̇

0

ψ̇




 (2.20)

The components of the torque vector which are of interest are the x

and z components, given by:

τ x = FyTh cosφ +m�h sinφ − Cφφ − Kφ φ̇ (2.21)

τ z = MT − FxTh sinφ (2.22)

Using (2.15) the equations of angular motion are found to be:

φ̈ =
FyTh cosφ +m�h sinφ − Cφφ − Kφφ̇ + ψ̇ 2(Iyy − Izz) sinφ cosφ

Ixx

(2.23)

ψ̈ =
MT − FxTh sinφ − 2(Iyy − Izz) sinφ cosφφ̇ψ̇

Iyy sin
2 φ + Izz cos2 φ

(2.24)

By assuming that the roll angle φ is small and making appropriate
approximations, simplified expressions can be obtained:

φ̈ (
FyTh+m�hφ − Cφφ − Kφ φ̇ + ψ̇ 2(Iyy − Izz)φ

Ixx
(2.25)

ψ̈ (
MT − FxThφ − 2(Iyy − Izz)φφ̇ψ̇

Iyyφ2 + Izz
(2.26)

Translational Motion The equations for translational motion can

be obtained from (2.9). The equations are:

u̇ =
FxT

m
+ vψ̇ − h sinφψ̈ (2.27)

v̇ =
FyT

m
− uψ̇ − h sinφ cosφψ̇ 2 + hφ̈ (2.28)
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Substituting the expressions for the angular accelerations from (2.23)
and (2.24) into (2.27) and (2.28) gives:

u̇ =
FxT

m
+ vψ̇ − h sinφ

(

MT − FxTh sinφ − 2(Iyy − Izz) sinφ cosφφ̇ψ̇

Iyy sin
2 φ + Izz cos2 φ

)

(2.29)

v̇ =
FyT

m
− uψ̇ − h sinφ cosφψ̇ 2 +

h

Ixx
(FyTh cosφ +m�h sinφ

− Cφφ − Kφφ̇ + ψ̇ 2(Iyy − Izz) sinφ cosφ) (2.30)

The translational and angular equations of motion are thus given by

(2.29), (2.30), (2.23) and (2.24). The angular equations are of primary
interest for control purposes.

Euler-Lagrange Modeling

In this section, the Euler-Lagrange method will be used to obtain the

equations of motion for the four degree of freedom vehicle model, in-

cluding a constant but nonzero pitch angle θ r. The derivation follows
that in [Pacejka, 2002]. The Euler-Lagrange equations state that:

d

dt

�T

�q̇i
−
�T

�qi
+
�U

�qi
= Qi (2.31)

where T is the kinetic energy of the system, U is the potential en-

ergy, qi are generalized coordinates and Qi are generalized forces cor-

responding to the generalized coordinates.

An obvious choice of coordinates for the system are the X and Y

coordinates of the ground-fixed (inertial) coordinate system, the yaw
angle ψ between the X axis and the (vehicle-fixed) x axis, and the roll
angle φ , defined around the vehicle’s roll axis. However, when dealing
with larger values of φ , it is often preferred to use a different choice
of variables, namely the longitudinal and lateral velocities u and v, as

well as the yaw rate ψ̇ and roll angle φ . Since the coordinates x and
y cannot be found by integrating the velocities u and v, the Lagrange

equations in this case must be modified. It can be shown that the
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resulting equations are:

d

dt

�T

�u
− ψ̇

�T

�v
= Qu (2.32a)

d

dt

�T

�v
+ ψ̇

�T

�u
= Qv (2.32b)

d

dt

�T

�ψ̇
− v

�T

�u
+ u

�U

�v
= Qψ̇ (2.32c)

d

dt

�T

�φ̇
−
�T

�φ
+
�U

�φ
= Qφ (2.32d)

The generalized forces Qi can be obtained from the expression for

virtual work:

δW =

4∑

i=1

Qiδ qi

Here, qi refer to the ’quasi-coordinates’ x and y, as well as the real

coordinates φ and ψ . The term ‘quasi-coordinate’ is used because we
cannot obtain x and y by integrating u and v.

For our system the virtual work is given by:

δW =
∑

Fxδ x +
∑

Fyδ y+
∑

Mzδψ +
∑

Mφδ φ

The generalized forces are given by (2.13):

∑

Fx = FxT (2.33a)
∑

Fy = FyT (2.33b)
∑

Mz = MT (2.33c)
∑

Mφ = −Kφ φ̇ (2.33d)

In the last equation Kφ is the damping coefficient, representing the

dampers in the suspension.

The kinetic and potential energies must now be derived. The ki-

netic energy is composed of two parts, the translational part and the
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rotational part. The velocities of the centre of gravity in the x and y

directions are given by:

uCG = u − h sinφψ̇

vCG = v+ hφ̇

where h is the distance of the centre of gravity from the roll axis. Here,

the angle θ r between the roll axis and the x axis is neglected. The
translational kinetic energy is therefore given by (with θ r neglected
and φ assumed small):

Ttrans =
1

2
m
(
(u− hφψ̇ )2 + (v+ hφ̇)2

)

The rotational kinetic energy of a system is given by [Spiegel, 1967]:

Trot =
1

2

(

Ixxω
2
x + Iyyω

2
y + Izzω

2
z + 2Ixyω xω y + 2Ixzω xω z + 2Iyzω yω z

)

where Iii are the moments of inertia around the axis i and the quan-

tities Ii j are products of inertia.

According to [Pacejka, 2002], the rotational kinetic energy of the
system (with θ r accounted for but assumed small, and φ also assumed
small) is given by:

Trot =
1

2

(

Ixxφ̇
2 + Iyy(φψ̇ )2 + Izz(ψ̇

2 − φ2ψ̇ 2 + 2θ rψ̇ φ̇) − 2Ixzψ̇ φ̇
)

The total kinetic energy is obtained by summing the two parts:

T =
1

2
m
(
(u− hφψ̇ )2 + (v+ hφ̇)2

)
+ (2.34)

+
1

2

(

Ixxφ̇
2 + Iyy(φψ̇ )2 + Izz(ψ̇

2 − φ2ψ̇ 2 + 2θ rψ̇ φ̇) − 2Ixzψ̇ φ̇
)

The potential energy of the system is stored in the suspension

springs and the height of the centre of gravity. It is given by:

U =
1

2
Cφφ2 −m�(h − h cosφ)
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If a small angle approximation is used for the second term on the right

hand side, the term will disappear. Instead, write:

m�h(1 − cosφ) = 2m�h sin2
(

φ

2

)

(
1

2
m�hφ2

The potential energy is then given by:

U =
1

2
Cφφ2 −

1

2
m�hφ2

The equations of motion may now be obtained by evaluating the La-

grangian equations. To evaluate (2.32a) the following partial deriva-
tives must first be calculated:

�T

�u
= m(u − hφψ̇ )

�T

�v
= m(v+ hφ̇)

d

dt

�T

�u
= mu̇ −mh(φ̇ψ̇ + φ ṙ)

The first equation of motion is then given by:

m
[
u̇− ψ̇ v− h(2φ̇ψ̇ + φψ̈ )

]
= FxT (2.35)

To derive the next equation the derivative:

d

dt

�T

�v
= mv̇+mhφ̈

must be calculated. The second equation of motion is then:

m
[
v̇+ ψ̇u+ h(φ̈ − ψ̇φ)

]
= FyT (2.36)

For the third equation the derivatives:

�T

�ψ̇
= −mhuφ +mh2φ2ψ̇ + Iyyφ

2ψ̇ + Izz(ψ̇ − ψ̇φ2 + θ rφ̇) − Ixzφ̇

d

dt

�T

�ψ̇
= −mhu̇φ −mhuφ̇ + (mh2 + Iyy)[ψ̈φ2 + 2ψ̇ φφ̇ ]+

+ Izz(ψ̈ − ψ̈φ2 − 2ψ̇φφ̇ + θ rφ̈) − Ixzφ̈
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are calculated.The third equation of motion is given by:

Izzṙ −mh(u̇ − ψ̇ v)φ + (Izzθ r − Ixz)φ̈ = MT (2.37)

For the fourth equation of motion the partial derivatives with re-

spect to φ must be calculated:

�T

�φ̇
= mh(v+ hφ̇) + Ixxφ̇ + Izzθ rψ̇ − Ixzψ̇

�T

�φ
= −mhψ̇ (u− hφψ̇ ) + Iyyψ̇

2φ − Izzψ̇
2φ

�U

�φ
= Cφφ −m�hφ

d

dt

�T

�φ
= mh(v̇+ hφ̈) + Ixxφ̈ + Izzθ rψ̈ − Ixzψ̈

The final equation of motion is then given by:

(Ixx +mh
2)φ̈ +mh(v̇+ ψ̇ u) + (Izzθ r − Ixz)p̈si− (Iyy +mh

2 − Izz)ψ̇
2φ

+ (Cφ −m�h)φ − Kφ φ̇ = 0 (2.38)

The model can be written on the form:










m 0 −mhφ 0 0

0 m 0 mh 0

−mhφ 0 Izz Izzθ r − Ixz 0

0 mh Izzθ r − Ixz Ixx +mh
2 Kφ

0 0 0 0 1



















v̇x

v̇y

ψ̈

φ̈

φ̇










=










FxT +mψ̇ v+ 2mhφ̇ψ̇

FyT −mψ̇ u +mhψ̇ 2φ

MT −mhvψ̇ φ

−mhuψ̇ + (mh2 + Iyy − Izz)ψ̇
2φ − (Cφ −m�h)φ

φ̇










(2.39)

The parameters of the two-track models are summarized in Table 2.1.
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Symbol Description

m Vehicle mass

h Height of CG above roll axis

Ixx Moment of inertia about x–axis

Iyy Moment of inertia about y–axis

Izz Moment of inertia about z–axis

Ixz Product of inertia for x and z axes

a Distance from front axle to CG position (along x–axis)

b Distance from rear axle to CG position (along x–axis)

l Half track width

Cφ Total roll stiffness

Kφ Total roll damping

θ r Angle between roll axis and x–axis

Table 2.1 Parameters of the two–track model

Application of Models

Reference Trajectory Generation The linear bicycle model de-

scribed in Section 2.3 is not sufficient for control design since it lacks

roll behavior. However, it may be used for the generation of reference

trajectories, in particular the generation of a yaw rate reference, given

the driver’s steering command δ and the vehicle’s longitudinal velocity.

Models for Control Design A linear model including roll dynamics

could be used for roll control, and linear models are indeed extensively

used in the literature. However, linear models use a number of as-

sumptions and approximations which are unlikely to be valid during

extreme maneuvering. These include:

• Constant longitudinal velocity

• Small steering angles

• Linear tire forces
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• Simple approximations of tire slip values (α )

These approximations imply that although linear models may be

useful for designing control systems intended for use under ‘normal’

driving conditions, they may be of limited use for the case of extreme

maneuvering, where nonlinearities in tire characteristics and vehicle

dynamics must be taken into account. In addition, the load transfer

which occurs during extreme maneuvering cannot be modeled with a

single-track model. For these reasons, the two-track nonlinear model

given in (2.23), (2.24), (2.27) and (2.28) will be used as a basis for
control design.
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3

Rollover Analysis and

Detection

3.1 Introduction

In this chapter, analysis of the vehicle rollover phenomenon is per-

formed. The aim of the analysis is to give insight into the mechanisms

that cause rollover, and to determine how detection of an imminent

rollover event should be performed. The chapter begins with simple

static analysis, including simple stability analysis. Methods of rollover

detection are then discussed, including a review of previous work.

3.2 Static Rollover Analysis

The underlying cause of untripped vehicle rollover accidents is the

rotational motion occurring when a vehicle makes a turn. Figure 3.1

illustrates a vehicle performing a turn with a radius of curvature ρ.
In order to maintain the curved trajectory, a force directed towards

the centre of rotation must act upon the centre of gravity (CG) of
the vehicle. Another way of considering this is to use the method of

D’Alembert [Spiegel, 1967], in which accelerations are represented by
pseudo-forces. D’Alembert’s method allows dynamics problems to be

viewed as statics problems. Figure 3.2 shows the pseudo-force may
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ρ
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Figure 3.1 Illustration of a vehicle driving along a curved trajectory with

radius of curvature ρ.

acting on the centre of gravity of a vehicle performing a turn. Note

that the pseudo-force acts in the opposite direction to the acceleration

that it replaces, that is, it is directed radially outwards from the centre

of rotation. The external forces acting on the vehicle act at the road-

tire contact point, not the centre of gravity, meaning that a resulting

moment acts on the vehicle. The magnitude of the resulting moment

depends on the height of the centre of gravity above the road. A higher

centre of gravity gives a larger moment. This moment is counteracted

by a moment due to the reaction (normal) forces acting on the tires
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may

F
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Figure 3.2 Illustration of the pseudo-force may acting on the vehicle’s centre

of gravity.

on the outside of the turn. This moment depends on the track width

of the vehicle (the distance between inner and outer wheels). Clearly,
if the moment due to the rotational motion of the vehicle exceeds the

moment due to the the normal forces on the tires, then the vehicle will

begin to roll.

A static condition for rollover can be derived from consideration of

the resultant force vector acting on the center of gravity. If the line of

action of the force lies outside the contact point of the outside wheels,

then rollover will occur. Figure 3.3 illustrates the situation in the case

of a vehicle without suspension. In this case, the condition for rollover

to occur is:

mayhT > m�l

ay >
�l

hT
(3.1)

It is easy to see from (3.1) that the ratio of the height of the centre of
gravity hT to track width l determines the lateral acceleration neces-

sary for rollover to occur. It is also worthy of note that the vehicle mass

m does not appear in the condition. Only the geometry of the vehicle
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hT

l

m�

mayCG

FT

Figure 3.3 Illustration of the rollover limit for a vehicle with suspension el-

ements neglected. The line of action of the resultant force acting on the CG

passes through the contact point of the tires on the outside of the turn.

is important. Figure 3.4 illustrates the slightly more complicated case

of a vehicle in which suspension elements are taken into account. In

this case the condition for rollover to occur is given by:

ay >
�(l − hT sinφ)

hT cosφ
(3.2)

3.3 Stability

When the lateral acceleration threshold (3.1) obtained from analysis
of Figure 3.3 is exceeded, roll motion of the vehicle ensues. Figure 3.5

illustrates the simple case of a vehicle without suspension after the

onset of rollover. To gain insight into the nature of rollover accidents,

it is interesting to perform some stability analysis for this simplified

model. By resolving the weight m� and the pseudo-force may into com-
ponents in the vehicle-fixed y and z directions, the following dynamics
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hT cosφ

l

m�

mayCG

FT

Figure 3.4 Illustration of the rollover limit for a vehicle with suspension el-

ements taken into account. The changing position of the CG implies that the

lateral acceleration required to produce rollover becomes smaller for larger roll

angles.

are obtained:

m(ayl sinφ + ayh cosφ + �h sinφ − �l cosφ) = Iφ̈ (3.3)

It is clear from (3.3) that the resultant roll moment becomes larger
as the roll angle φ increases. Figure 3.6 shows the variation of the
overturning moment with roll angle for a number of different values

of the lateral acceleration. The parameters used in the plots were m =
3500kg, h = 1.4m and l = 0.9m.
Although this analysis is based on a very simple model, ignoring

the dynamic effects of the suspension, it brings to light some important

points. Primarily, it can be seen that large sustained lateral accelera-

tions are not necessary to cause rollover. Once rollover has begun, the

magnitude of the lateral acceleration required to sustain it decreases.

The effect of the lateral acceleration is replaced by the component of

the weight acting along the vehicle’s y axis.
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l

m�

may

φ̈

φ

Figure 3.5 Illustration of vehicle after the onset of rollover.

3.4 Load Transfer

An important phenomenon in the study of rollover is load transfer.

Load transfer refers to the shift in distribution of the vehicle’s weight

between the wheels. This has an important effect on the forces acting

on the vehicle, due to the fact that the maximum achievable friction

force for each tire depends on the normal force acting on the tire.

Lateral Load Transfer

Lateral load transfer is the change in normal force acting on the tires

due to both the acceleration of the centre of gravity, and the shifting

of position of the CG in the y direction due to the movement of the

suspension. Figure 3.7 illustrates lateral load transfer in the vertical

plane. Figure 3.2 shows the effect of load transfer on the suspension.
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Figure 3.6 Plot showing the variation of the resulting moment acting on the

vehicle with roll angle for different values of the lateral acceleration ay.
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Figure 3.7 Lateral load transfer illustrated in the vertical plane.
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hT

max

FxR FxF

Figure 3.8 Illustration of longitudinal load transfer during braking.

Longitudinal Load Transfer

In addition to lateral load transfer, longitudinal load transfer can oc-

cur, due to acceleration in the longitudinal direction. Longitudinal load

transfer occurs between the front and rear axles of the vehicle. The

total resultant load transfer for each tire is the sum of the lateral

and longitudinal load transfer. Figure 3.8 illustrates longitudinal load

transfer. The simultaneous effect of lateral and longitudinal load trans-

fer is illustrated in Figure 3.9.

Load Transfer Ratio

The load transfer ratio (LTR) can be defined as the difference between
the normal forces on the right and left hand sides of the vehicle divided

by their sum:

R =
FzR − FzL
FzR + FzL

(3.4)

where R denotes the LTR. Assuming no vertical motion, the sum of

the normal forces equals the weight of the vehicle:

R =
FzR − FzL
m�

(3.5)

The LTR is defined for the entire vehicle. However, it is important to

note that the longitudinal load transfer has the effect of decreasing the

normal forces at the rear wheels during cornering (this is true even if
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Figure 3.9 Illustration of the effects of load transfer on attainable tire forces

during simultaneous cornering and braking.

braking is not performed, since the lateral forces have a component in

the negative x direction). This effect implies that the rear wheel on the
inside of the turn will be the first to lose contact with the road during

a rollover.

3.5 Methods for Rollover Detection

Vehicle dynamics controllers do not operate continuously. They are

typically activated only for certain situations. This switching requires
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some form of algorithm capable of detecting when the vehicle has en-

tered, or is about to enter, a state in which the controller should be ac-

tive. For VDC systems dealing with rollover prevention, the switching

algorithm must be capable of detecting when a rollover is imminent. As

was shown in the preceding section, the vehicle becomes increasingly

unstable during rollover. It is therefore desirable that the detection al-

gorithm has some form of predictive action, so that the controller may

be activated as rapidly as possible.

A number of methods for rollover detection have been suggested in

the literature, and some have been implemented in production vehicles.

This section summarises a number of approaches to rollover detection.

A more in-depth review of rollover detection methods can be found in

[Dahlberg, 2001].

Roll Angle and Roll Rate Measurement

If the vehicle is equipped with sensors capable of measuring the roll

angle φ and roll rate φ̇ , rollover detection can be performed simply
by analysing these measurements. The simplest approach would be to

define a threshold value of the roll angle φmax and to switch on the
controller when pφ p > φmax. In order to introduce predictive action to
the algorithm, the roll rate measurement may be used. For instance,

the controller may be switched on when pφ p > φmax and φ̇sign(φ) > 0.
An obvious disadvantage using roll angle and roll rate measurements

is that extra sensors are required.

Load Transfer-based Methods

Since load transfer occurs in connection with rollover events, the load

transfer ratio is often used for rollover detection as well as control. The

case of R = ±1, corresponding to the point at which one wheel begins
to lose contact with the road surface, is often used as a ‘critical situ-

ation’ which should be avoided in order to prevent rollover [Odenthal
et al., 1999; Johansson and Gäfvert, 2004]. The load transfer ratio R
is used as the switching variable in [Odenthal et al., 1999], in which
emergency braking is used to mitigate rollover. Two switching algo-

rithms are proposed. One is based on a threshold value of R, denoted
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Chapter 3. Rollover Analysis and Detection

R̂, and results in the control law:

FxT =

{
0 if pRp ≤ R̂

−max,max if pRp > R̂
(3.6)

where FxT is the total braking force and ax,max is the maximum allowed

deceleration. A dynamic switching strategy is also proposed, based on

the derivative of the load transfer ratio. The idea is that the controller

should be fully active when R is greater than R̂ and is increasing

(Ṙsign(R) > 0) , but should be gradually switched off when R is de-
creasing (Ṙsign(R) < 0). This results in the control law:

FxT =







0 if pRp ≤ R̂

−max,max if pRp > R̂ and Ṙsign(R) > 0

−
pRp − R̂

Rmax − R̂
max,max if pRp > R̂ and Ṙsign(R) < 0

(3.7)

Energy-based Methods

The detection of a rollover event, and the subsequent activation of

the controller, can be performed by considering the roll energy of the

vehicle. The ‘critical situation’ is defined as when two wheels begin to

lift from the ground, that is, the normal forces for these wheels become

zero. In this situation, complete load transfer occurs, meaning that the

total normal force on the side of the vehicle remaining in contact with

the ground is equal to the vehicle’s weight m�. It is assumed that the
total lateral tyre force FyT for the wheels retaining contact are at their

maximum levels, so that FyT = µFzT = µm�.
The roll energy associated with the vehicle is composed of a poten-

tial energy part involving the energy stored in the suspension springs

as well as the height of the center of gravity, and a kinetic energy part.

The roll energy is given by:

E =
1

2
Cφφ2 −m�h(1 − cosφ) +

1

2
(Ixx +mh

2)φ̇2 (3.8)

A critical value of the roll energy, Ecritical can now be found, which

represents the minimum possible roll energy in the critical situation

of wheel lift-off.
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3.5 Methods for Rollover Detection

For rollover to occur, the total moment around the roll axis due to

the motion of the center of gravity must be greater than the moment

due to the normal force from the tyres still in contact. The critical sit-

uation can then be defined by an inequality involving moments acting

on the vehicle.

FzT l < FyT r0 + Cφφ + Kφφ̇ (3.9)

The critical roll energy Ecritical is found by minimizing (3.8) over φ and
φ̇ , subject to (3.9) (with the inequality replaced by an equality).
In [Johansson and Gäfvert, 2004], a normalized rollover warning

(ROW) measure is introduced, defined as:

ROW =
Ecritical − E

Ecritical

The critical situation can thus be reached for ROW ≤ 0. Switching
is then accomplished by setting a threshold value of ROW (greater
than zero),which can be found experimentally, and switching on the
controller when ROW ≤ ROWthreshold.

Lateral Acceleration-based Methods

As has been indicated in this chapter, the root cause of the rollover

problem can be seen as the D’Alembert pseudo-force may acting at the

centre of gravity and giving rise to a roll moment. Since the lateral

acceleration ay is usually measured in vehicles equipped with ESP sys-

tems, its use in rollover detection is attractive. The lateral acceleration

limits (3.1) and (3.2) could be used as a starting point for obtaining
a switching algorithm based on the lateral acceleration measurement.

However, these limits are based on greatly simplified models. The limit

in (3.2), obtained from a slightly more complex model that the limit
in (3.1), gives a lower value for the maximum allowable lateral ac-
celeration. Increasing the complexity of the model will in general re-

sult in increasingly smaller values. In addition, the situation becomes

more complex when the suspension dynamics are accounted for. In this

case, the state of the vehicle suspension system determines the rollover

threshold. This is easily explained in physical terms; when the vehicle

begins a turn at a time when the suspension is in steady state, energy
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is stored in the springs and more lateral acceleration is required for

rollover. On the other hand, if energy is stored in the springs, and the

vehicle is then subject to an acceleration in the opposite direction, the

subsequent release of energy from the suspension will result in a lower

value of lateral acceleration required for rollover. The lateral accelera-

tion could be used in either a threshold-based switching strategy or a

dynamic one. A threshold-based strategy could take the form:

FxT =

{
0 if payp ≤ ay,threshold

−max,max if payp > ay,threshold
(3.10)

which is similar to (3.6). A dynamic switching strategy could take a
form similar to (3.7). However, care should be taken when implement-
ing the time derivative of measured signals. The presence of noise

means that filtering must be performed. To approach the problem more

rigorously, the detection algorithm can be considered in the context of

PD control.

PD Control A proportional-plus-derivative (PD) controller can be
described by:

u(t) = K

(

e(t) + Td
de(t)

dt

)

(3.11)

where u(t) is the control signal and e(t) is the tracking error. The
derivative time constant Td can be interpreted as the prediction hori-

zon of the controller. In practice, (3.11) cannot be implemented directly
because the derivative action greatly amplifies the noise. A common

modification is to introduce a low-pass element into the transfer func-

tion for the derivative part. This may be seen as approximating the

original transfer function:

sTd (
sTd

1+ sTd/N
(3.12)

where N is a parameter used to limit the high frequency gain.

A PD structure may be used to obtain a switching condition. Let

ây(t) denote the signal on which the switching is performed. Using the
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modified PD law, ây(t) may be obtained using the filter:

Ây(s) = K

(

Ay(s) +
sTd

1+ sTd/N
Ay(s)

)

(3.13)

where Ay(s) and Ây(s) are the Laplace transforms of ay(t) and ây(t)
respectively. This can be seen as a predicted value of ay in Td seconds

in the future when K = 1. A switching law could then take the form:

FxT =

{
0 if pây(t)p ≤ ay,threshold

−max,max if pây(t)p > ay,threshold
(3.14)

Dynamic or predictive switching of this type may be useful for compen-

sating for actuator dynamics. For example, braking systems typically

have rate constraints which means that desired braking forces are not

reached until after a certain rise time. The derivative time constant

Td may be used to compensate for these dynamics.

Summary

In this section a number of methods for rollover detection have been

reviewed. In selecting an appropriate method it is necessary to take

into account not only the potential effectiveness of the method but

also practical considerations such as the availability of the informa-

tion required by the algorithms. Algorithms based on energy and load

transfer, for instance, require either measurements or good estimates

of a number of variables. In addition,a number of vehicle parameters

are required for the energy-based methods. Apart from these consid-

erations, it is possible to group the methods into ‘cause-based’ and

‘effect-based’ methods. Energy considerations and load transfer can be

seen as effects of a rollover event, while lateral acceleration may be

seen as the cause. For these reasons, the methods of detection based

on lateral acceleration are chosen for use in the switching algorithm.

In the following chapter control designs based on these methods will

be developed.
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Controller Design

4.1 Introduction

As can be seen from Chapter 2, the equations governing the vehicle

dynamics and tire characteristics are complex. The plant can be con-

sidered as a nonlinear multiple-input multiple-output (MIMO) plant
with a number of important input constraints. These constraints are

due to the limitations of the actuators (only negative forces may be
applied) as well as the complex tire characteristics. Any control strat-
egy must handle these constraints explicitly. Figure 4.1 illustrates the

structure of the vehicle models derived in Chapter 2.

Control Allocation: Motivation

In traditional control design, the control signal is assumed to be the

actual input to the system. This input could be a valve position, a volt-

age or current, or any number of other physical quantities. Although

this assumption is reasonable in most cases, there exist control design

tasks which are less well suited to this approach. This is particularly

true in the case of vehicle control. Road vehicles, aircraft and ships

typically have large number of actuators, which often affect the vehi-

cles’ dynamics in complex ways. Aircraft have many control surfaces

which can be used in different ways to produce movement.

A key issue is redundancy: the same control action can be produced

in many different ways using different combinations of the actuators.
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Tire Model

Vehicle States

Chassis Model

δ

Fzi

Fy

Fx

MT

FxFL

FxFR

FxRL

FxRR

α

Slip Angles

Load Transfer
Unmodeled Dynamics

Figure 4.1 Block diagram representation of the two-track vehicle model, con-

sisting of a tire model and a chassis model. The actuator inputs are the four

braking forces, as well as the steering angle. The outputs of the system are the

vehicle states.

It is clear that the ‘control action’ being referred to here is some ab-

stract quantity. Because of this it is attractive to perform control design

based on control signals which are not the same as the actual inputs to

the system. For model-based control design, it is often easier to work

with models describing the response of the system to external forces

and moments, rather than actuator positions or voltages. In the air-

craft example, the dynamic model of the system uses resultant forces

and moments acting on the aircraft, rather than actuator positions. In

vehicle control for instance it is very common to use resultant forces

and moments acting on the vehicle as control signals, rather than ac-

tuator positions. The control design task is effectively split into two

parts. In the first part, standard control design methods are used to

obtain ‘virtual’ control signals. The second part consists of transform-

ing these virtual control signals into actual control signals which may

be applied to the process to be controlled. This is illustrated in Fig-

ure 4.2, in which the controller generates the virtual controls v, which

are transformed by the control allocator into actual controls u

Although the mapping between actuator inputs and generalized

forces and moments may usually be considered static, there are a num-

ber of good reasons for not using the actual control signals directly.

Control allocation is typically used for over-actuated systems, in
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which there are more actuator inputs than ‘virtual’ control inputs. Re-

turning to the aircraft example, the virtual controls or generalized

forces consist of three forces and three moments. However, depending

on the aircraft configuration, there may be a large number of differ-

ent actuators which may be used to obtain these resultant forces and

moments. These could include elevators, ailerons, canard foreplanes,

thrust vectoring and more. Similarly, for a road vehicle, resultant forces

and moments may be achieved by using individual wheel braking, ac-

tive steering, and active suspension. This is illustrated in Figure 4.3.

Additional complications arise when constraints are imposed on the ac-

tuators, as is practically always the case in applications. In this case the

control allocator must choose a combination of actuator inputs which

give the desired result while satisfying the constraints. Control alloca-

tion will be studied in more detail in Chapter 5.

4.2 Control Strategy

The control task consists of two parts. Primarily, vehicle rollover must

be prevented. Secondly, the yaw rate must be stabilized, and should

track a reference. This secondary control objective is important, since

the extreme maneuvering giving rise to a potential rollover may be

necessary to avoid an obstacle, or remain on the road. Restriction of

the vehicle sideslip angle β (the angle between the vehicle-fixed x-axis
and the velocity vector) is also important, but this can be accomplished
through appropriate yaw rate control [Tøndel and Johansen, 2005].

Controller
Control

Allocator
Actuator Dynamics

Controller Plant

r uv y

Figure 4.2 Control system structure with control allocation. The plant is split

up into an actuator part and a dynamics part. The controller is similarly split

into a controller which generates the virtual controls v, and a control allocator,

which maps the virtual controls to actual controls u.
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Individual

Wheel

Braking

Active

Steering

Active

Suspension

Engine

Torque

Control

Actual 

Control

Inputs

Dynamics

Total Forces

and Moments Outputs
Σ

Figure 4.3 Block diagram illustrating the separation of actuator contributions

and vehicle dynamics.

For the design, the generalized forces and moments, or virtual con-

trols v = ( FxT FyT MT )
T
will be used. The task of obtaining the

individual braking forces from given virtual controls is performed by

the control allocator, described in the following chapter.

Many previous approaches to rollover prevention are based on pre-

vention of wheel lift-off [Johansson and Gäfvert, 2004]. While this is
sufficient to prevent rollover, it may not be necessary, since roll stabil-

ity may be maintained even after the loss of contact of a wheel. This

approach may lead to conservative controllers which restrict maneu-

vering performance more than necessary. This is clearly undesirable in

situations where extreme maneuvering is required to avoid an obstacle.

The strategy for roll control adopted here is to define a maximum

allowable roll angle φmax and design a controller to ensure that this
limit is never exceeded. The choice of φmax could come from an analy-
sis of the dynamics of rollover such as that presented in the previous

chapter, or could be chosen via experiments. Once a value of φmax is
decided, a corresponding limit on the total lateral force FyT may be

determined. From the friction ellipse, it can be seen that FyT can be

influenced by varying the total longitudinal (braking) force FxT . The
choice of FxT constitutes the first part of the control design task. Yaw

motion must then be controlled via the total moment MT .
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4.3 Roll Control

A bound on the roll angle may be translated into a bound on FyT in

the following way. From (2.25), the roll dynamics can be described by:

Ixxφ̈ + (Cφ −m�h+ (Izz − Iyy)ψ̇
2)φ + Kφ φ̇ =FyTh

for small values of the roll angle φ . For reasonable values of the yaw
rate ψ̇ and the moments of inertia Izz and Iyy the term (Izz − Iyy)ψ̇

2

is much smaller than the term Cφ − m�h and may be neglected. The
physical interpretation of this approximation is that the contribution

to the roll angle of the motion of the vehicle about the z axis is much

smaller than that of the rotation around the centre of curvature of the

trajectory.

When this approximation is made, a scalar linear system is ob-

tained. The transfer function from lateral force FyT to roll angle φ is
given by:

Groll(s) =
h

Ixxs2 + Kφ s+ Cφ −m�h
(4.1)

with corresponding impulse response �roll(t). The roll angle φ is given
by:

φ(t) =

∫ ∞

0

FyT (t− τ )�roll(τ )dτ (4.2)

≤ ppFyT pp

∫ ∞

0

p�roll(τ )pdτ

︸ ︷︷ ︸

ppGroll ppL1

(4.3)

If the maximum allowable roll angle is given by φmax, then the following
inequality is obtained:

ppFyT pp ≤
φmax

ppGroll ppL1
(4.4)

This may be regarded as a dynamic lateral acceleration limit for a given

maximum roll angle. Depending on the choice of φmax, this relation will
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4.3 Roll Control

give a lower limit for the lateral acceleration (or lateral force) than
the static limits obtained in the previous chapter, which ignore the

suspension dynamics.

Recalling the idea of the friction ellipse, it is possible to limit FyT
by choosing FxT sufficiently large. By considering a friction ellipse for

the entire vehicle, and ignoring the effects of steering, the following

approximate relation is obtained:

FxT ( FxT ,max

√

1−

(
FyT

FyT ,max

)2

(4.5)

where FxT ,max and FyT ,max are the maximum attainable generalized

forces. Substituting the condition (4.4) into (4.5) gives:

pFxT p ≥ FxT ,max

√

1−

(
φmax

FyT ,maxppGroll ppL1

)2

(4.6)

Proportional Control with Threshold-based Switching

A proportional controller may now be dimensioned using (4.6) which
ensures that the maximum allowable lateral force is never exceeded.

It should be noted that some tuning may be required if the bound

(4.4) is too conservative. The total lateral force itself cannot be used
for feedback as it is not measurable, but the lateral acceleration is

measured and may be used. Assuming the sensor is positioned at the

origin of the vehicle coordinate system, the lateral force is given by

FyT = may. The total longitudinal force FxT is regarded as the virtual
control signal, and the control law is given by:

FxT = −Kxmpayp (4.7)

The gain Kx can be chosen so that the maximum allowable lateral

force results in a control action satisfying (4.6). The control law may
be combined with one of switching strategies presented in the previous

chapter. As the control law is based on the lateral acceleration, it is

natural to choose a switching method based on the same variable. The

simplest algorithm is given by (3.10). A smoothing function is required
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to provide smooth transitions between on and off modes. Using this

strategy, the control law becomes:

FxT =

{
−Kxϒmpayp payp ≥ ay,threshold

0 payp < ay,threshold
(4.8)

where ϒ is a suitable smoothing function.

Constant Control with Dynamic Switching

An alternative strategy, similar to that proposed in [Odenthal et al.,
1999], is to use a constant value for FxT , which satisfies (4.6). This
could for example be combined with the PD-type switching strategy

(3.13). To prevent chattering, hysteresis may be used. The resulting
control law could take the form:

FxT =

{
−mpadx p if controller on

0 if controller off
(4.9)

where adx is the desired longitudinal acceleration. The controller is

switched on when ây ≥ â
on
y and off when ây ≤ â

o f f
y , where â

on
y > â

o f f
y

are predefined thresholds.

4.4 Yaw Control

Attention may now be directed at controlling the yaw rate aψ̇ . From
(2.23), it can be seen that the yaw rate can be influenced by both the
total moment MT and the total longitudinal force FxT . Since the desired

value of FxT is given by the roll controller derived in the previous

section, this can be assumed fixed, and MT can be seen as the control

variable for the yaw dynamics.

The purpose of the controller is to track a yaw rate reference signal,

denoted ψ̇ re f . The generation of this reference will be discussed later
in the chapter. Since the yaw dynamics are nonlinear, it is appropriate

to use a nonlinear control design methodology. A powerful tool often

used in nonlinear control design is Lyapunov stability theory.
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4.4 Yaw Control

Lyapunov Theory

Lyapunov stability theory is a commonly used tool for analysis of non-

linear systems, as well as for the design of controllers. The theory

allows the stability of particular solutions of a nonlinear system to be

analyzed without solving the differential equations. In this section the

main ideas of Lyapunov stability theory will be briefly presented. The

reader is referred to [Slotine and Li, 1991] for an introduction to Lya-
punov theory, and to [Khalil, 2002] for a more detailed treatment. The
use of Lyapunov theory for control design is presented in [Kristić et al.,
1995].

Autonomous Systems Consider the system:

ẋ = f (x) (4.10)

Assume without loss of generality that the system has an equilibrium

point at x = 0.

DEFINITION 4.1

The equilibrium point x = 0 of (4.10) is:

• stable, if for each ǫ > 0 there exists δ = δ (ǫ) > 0 such that:

ppx(0)pp < δ =[ ppx(t)pp < ǫ, ∀t ≥ 0

• unstable if not stable

• asymptotically stable if it is stable and δ can be chosen such that:

ppx(0)pp < δ =[ lim
t→∞
x(t) = 0

Lyapunov’s method relies on the analysis of the properties of a

scalar function V (x), known as a Lyapunov function, to determine the
properties of the solution of the system. This is commonly referred to

as Lyapunov’s direct method, or second method, and is summarised by

the following theorem.
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THEOREM 4.1

Let x = 0 be an equilibrium point of (4.10). Let V : Rn → R be a

continuously differentiable function such that:

• V (0) = 0

• V (x) > 0, ∀x ,= 0

• ppx(0)pp → ∞ =[ V (x) → ∞

• V̇ (x) < 0, ∀x ,= 0

then x = 0 is globally asymptotically stable.
Proof:

For a proof see [Khalil, 2002, ch. 4].

Theorem 4.1 applies to autonomous systems. For the case of nonau-

tonomous systems, this cannot be used directly, but corresponding the-

orems exist.

Nonautonomous Systems Consider the nonautonomous system:

ẋ = f (t, x) (4.11)

The system has an equilibrium point at x = 0 at time t = 0 if:

f (t, 0) = 0, ∀t ≥ 0

DEFINITION 4.2

The equilibrium point x = 0 of (4.11) is:

• stable, if for each ǫ > 0 there exists δ = δ (ǫ, t0) > 0 such that:

ppx(t0)pp < δ =[ ppx(t)pp < ǫ, ∀t ≥ t0 ≥ 0 (4.12)

• uniformly stable if, for each ǫ > 0 there exists δ = δ (ǫ) > 0
independent of t0 such that (4.12) is satisfied

• unstable if not stable

• asymptotically stable if it is stable and there exists a positive

constant c = c(t0) such that x(t) → 0 as t→∞ for all ppx(t0)pp < c

56



4.4 Yaw Control

• uniformly asymptotically stable if it is uniformly stable and there
exists a positive constant c, independent of t0, such that for all

ppx(t0)pp < c, x(t) → 0 as t → ∞ uniformly in t0; that is, for each
η > 0, there exists a T = T(η) > 0 such that:

ppx(t)pp < η, ∀t ≥ t0 + T(η), ∀ppx(t0)pp < c

THEOREM 4.2

Let x = 0 be an equilibrium point for (4.11) and D ⊂ Rn be a do-
main containing x = 0. Let V : [0,∞) $ D → R be a continuously

differentiable function such that:

W1(x) ≤ V (t, x) ≤ W2(x) (4.13)

�V

�t
+
�V

�x
f (t, x) ≤ 0 (4.14)

∀t ≥ 0 and ∀x ∈ D, where W1(x) and W2(x) are continuous posi-
tive definite functions on D. Then x = 0 is uniformly stable. If the
inequality (4.14) is strengthened to:

�V

�t
+
�V

�x
f (t, x) ≤ −W3(x) (4.15)

where W3(x) is a continuous positive definite function on D, then x = 0
is uniformly asymptotically stable.

Proof:

For a proof see [Khalil, 2002, ch. 4].

An important condition in Theorem 4.2 is that the Lyapunov function

V (t, x) must be decrescent, that is, it must be upper bounded by some
function W2(x).

Lyapunov-based Design for Yaw Rate Control

The task of the yaw rate controller is to track a given yaw rate reference

trajectory ψ̇ re f . The aim of the control design is therefore to render
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ψ̇ − ψ̇ re f = 0 a stable solution of the yaw dynamics. Since the yaw
dynamics are given by a scalar system, a suitable Lyapunov function

candidate is:

V =
1

2
(ψ̇ − ψ̇ re f )

2 (4.16)

The yaw rate reference ψ̇ re f = ψ̇ re f (t) is a function of time, so the
Lyapunov function is time-dependent. The time derivative of V is given

by:

V̇ =
�V

�t
+
�V

�ψ̇

dψ̇

dt
(4.17)

= −(ψ̇ − ψ̇ re f )
dψ̇ re f
dt

+ (ψ̇ − ψ̇ re f )
dψ̇

dt
(4.18)

Introducing the yaw dynamics from (2.23) gives:

V̇ =(ψ̇ − ψ̇ re f )

(

MT − FxTh sinφ − 2φ̇ψ̇ (Iyy − Izz) sinφ cosφ

Iyy sin
2 φ + Izz cos2 φ

−

)

− (ψ̇ − ψ̇ re f )ψ̈ re f (4.19)

The virtual controls FxT and MT may now be chosen such that the

Lyapunov derivative becomes:

V̇ = −Kr(ψ̇ − ψ̇ re f )
2 (4.20)

where Kr is a positive constant. By Theorem 4.2, the equilibrium ψ̇ =
ψ̇ re f will then be uniformly asymptotically stable. Since FxT is given
by the roll control law (4.8), MT can be found from:

MT =(−Kr(ψ̇ − ψ̇ re f ) + ψ̈ re f )(Iyy sin
2 φ + Izz cos

2 φ) + FxTh sinφ

+ 2φ̇ψ̇ (Iyy − Izz) sinφ cosφ (4.21)

Yaw Rate Reference Generation

A yaw rate reference ψ̇ re f is required for the yaw rate controller de-
signed in the previous section. There are a number of ways of gener-

ating this. One approach is to use a simple vehicle model, such as a
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linearized bicycle model as in (2.12). This approach is well suited to
control applications used during steady state driving conditions, since

the model is based on a number of approximations valid for small

steering and slip angles. It is however of limited use in more extreme

maneuvering.

Another simple approach, described in [Kiencke and Nielsen, 2000]
is to define a maximum allowable yaw rate ψ̇max, and to obtain the
yaw rate reference as:

ψ̇ re f =

{
ψ̇ pψ̇ p ≤ pψ̇maxp

±ψ̇max pψ̇ p > pψ̇maxp

This approach is appropriate for controlling yaw rate alone, since the

controller is inactive when the yaw rate is within the allowed inter-

val. However, it is less attractive in the context of the proposed con-

trol strategy, where the controller is switched on in order to prevent

rollover. Another approach to reference generation is to calculate a de-

sired radius of curvature, based on the current vehicle speed, and then

to calculate a yaw rate reference based on this. Ignoring the effects of

vehicle sideslip, the minimum achievable radius of curvature ρmin is
given by:

ρmin =
u2

ay,max

where u is the longitudinal velocity and ay,max is the maximum achiev-

able (or allowed) lateral acceleration. The value of ρmin can be calcu-
lated each time the controller is activated, and can then be used to

generate a yaw rate reference:

ψ̇ re f =
u

ρmin
(4.22)

This method of reference generation thus provides a yaw rate reference

which corresponds to a minimum radius of curvature, and it therefore

well suited to extreme maneuvers which may be caused by the need to

avoid obstacles.
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4.5 Summary

In this chapter, control design methodologies for obtaining the virtual

control signals FxT and MT have been developed. These laws may be

combined with the detection and switching methods presented in the

previous chapter. In the following chapter, control allocation methods

for conversion of these virtual controls into the actual control signals

will be presented. Clearly, a large number of possible combinations of

switching algorithms, control designs and control allocation methods

exist. In the remainder of this thesis, the emphasis will be placed on

those methods deemed most promising. In particular, the roll control

strategy outlined in Section 4.3, along with the yaw rate control law

(4.21) will be used. The resulting control law is outlined in Algorithm
4.1.

Algorithm 4.1: Control algorithm for generation of the virtual

controls

Choose aony , a
off
y , Kr, a

d
x ;

while driving do
Filter ay to obtain ây using (3.13);
if controller off & ây ≥ â

on
y then

controller on ;

ustart := u;
Calculate ρre f from ustart;
Calculate ψ̇ re f from ρre f ;
Calculate FxT = −ma

d
x ;

Calculate MT from (4.21);

else if (controller on & ây ≤ â
off
y ) p (controller off &

ây < â
on
y ) then

controller off;

else
Calculate ψ̇ re f from ρre f ;
Calculate FxT = −ma

d
x ;

Calculate MT from (4.21);
end

end

end
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Control Allocation

5.1 Introduction

In the previous chapter, control design was carried out using general-

ized forces. These desired generalized forces must be converted to ac-

tual control signals in some way. This conversion is known as control

allocation, and can be performed in a number of ways. In this chapter,

control allocation based on convex optimization will be presented.

5.2 Problem Formulation

The role of the control allocator is to obtain actual controls which will

give rise to the desired virtual controls. In general, the relationship

is v(t) = �(u(t)) where v(t) ∈ R
k are the virtual controls, u(t) ∈ R

m

are the actual controls and � : R
m → R

k is the mapping from actual

to virtual controls, where m > k. The majority of the literature deals
with the linear case [Härkegård, 2003], where the actual and virtual
controls are related by a control effectiveness matrix B:

v(t) = Bu(t) (5.1)

The control allocation problem is an under-determined, and often con-

strained problem. A wide variety of methods exist for solving allocation
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problems, many of which are reviewed in [Härkegård, 2003]. A com-
mon approach is to formulate an optimization problem in which the

magnitude of the allocation error:

ǫ = ppBu(t) − v(t)ppp, p = 1, 2, . . .

is minimized, subject to constraints and possibly additional costs on

actuator use.

An important requirement imposed on the control allocation algo-

rithm is that it must be implementable in a real-time environment.

This is particularly important in automotive contexts, where sample

times are typically of the order of 10ms. Algorithms with high lev-

els of computational complexity are therefore not well suited to the

application. Another requirement, particularly relevant to automotive

applications, is that the number of sensors must be kept to a mini-

mum. It is therefore desirable to use the minimum possible number of

signals in control design.

5.3 Convex Optimization

In order to use optimization for control allocation, it is natural to con-

struct convex optimization problems. Such problems posses many at-

tractive properties, and efficient solvers exist for a wide range of prob-

lem formulations. Additionally, a very large number of problems can be

posed as convex optimization problems. In this section, a number of dif-

ferent problem formulations will be outlined. In the following section,

methods for solving these types of problems will be reviewed.

The general form of a convex optimization problem is:

minimize f0(x)

subject to fi(x) ≤ bi, i = 1, . . . ,m

in which the objective function f0(x) and the constraints fi(x) ≤ bi are
convex functions. The feasible set P of the optimization problem is the

region in which the constraints are satisfied. The optimum x∗ is the

point in the feasible set where the objective function (also called cost
function) is minimized. A number of sub–classes of convex problems
exists, a number of which are outlined below.
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P

x∗

−c

Figure 5.1 Interpretation of the solution of an LP problem, showing the ac-

tive set P and the level curves of the objective function, which are hyperplanes

orthogonal to c.

Linear Programs

Linear Programs (LP) are convex problems in which both the objective
and constraint functions are affine. They have the form:

minimize cT x + d

subject to Gx ≤ h

Ax = b

The feasible set of an LP is a polyhedron, and since the objective func-

tion is linear, the level curves are given by hyperplanes orthogonal to

c. The feasible set and level curves of a general LP are illustrated in

Figure 5.1.

Quadratic Programs with Linear Constraints

In Quadratic Programs (QP), the objective function is convex quadratic.
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P

x∗ −∆ f0(x∗)

Figure 5.2 Interpretation of the solution of an QP problem, showing the active

set P and the level curves of the objective function.

When linear constraints are present, the problem has the form:

minimize
1

2
xTPx + qT x + r

subject to Gx ≤ h

Ax = b

Figure 5.2 gives a graphical interpretation of a linearly-constrained

quadratic programming (LCQP) problem.

Quadratic Programs with Quadratic Constraints

Another class of QPs are those in which the both the objective function

and the constraints are convex quadratic:

minimize
1

2
xTP0x + q

T
0 x + r0

subject to
1

2
xTPix + q

T
i x + ri ≤ 0, i = 1, . . . ,m

Ax = b

This type of problem is referred to as a quadratically-constrained quadratic

programming (QCQP) problem.

5.4 Solving Convex Optimization Problems

Posing control allocation problems as convex optimization problems is

attractive since there is a wide variety of efficient solvers for different
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types of problems. Two classes of methods are of particular interest

to the optimization problems considered in this chapter, Interior Point

and Active Set methods.

Interior point methods can be used for convex problems that include

inequality constraints, such as QCQP problems. A detailed presenta-

tion of interior point methods can be found in [Boyd and Vandenberghe,
2004].
Active set methods are based on finding the active constraints and

solving simpler equality-constrained problems. These methods are par-

ticularly suitable for control allocation, for several reasons. Primarily,

active set algorithms have the appealing property that a feasible so-

lution is available after each iteration. For applications in a real-time

environment this is particularly useful, since it means that if the algo-

rithm must be interrupted, a feasible (albeit suboptimal) solution will
always be available. In addition, active set methods become much more

efficient when a good estimate of the active set is available. For control

allocation purposes, a good estimate of the active set is usually given

by the active set from the previous sample. In order to maximize effi-

ciency, the structure of the problem must be utilized to select the most

effective solver. Active set methods for control allocation are discussed

in more detail in [Härkegård, 2003].

5.5 Control Allocator Design

The control laws derived in the previous chapter use the generalized

forces FxT , FyT and MT as virtual controls. The aim of the control allo-

cator is to obtain actual control signals which give rise to the desired

virtual controls, while respecting certain constraints. The actual con-

trol signals in this case are taken to be the longitudinal tire forces.

In reality the control commands are the brake pressures, but a sim-

ple relationship exists between these quantities. In this section, two

methodologies for control allocator design are presented. The first is

based on [Johansson and Gäfvert, 2004], and the second is a new ap-
proach.

Method 1: Formulation of a QCQP Allocation Problem

In this approach, both the longitudinal and lateral tire forces Fxi and
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Fyi are regarded as actual controls, with:

u =
(

F
f l
x F

f r
x Frlx Frrx F

f l
y F

f r
y Frly Frry

)T

Define the vector of virtual controls as:

v =






FxT

FyT

MT




 (5.2)

The virtual and actual controls are related by the control effectiveness

matrix:

Bu = v

Control Effectiveness Matrix Derivation The control effective-

ness matrix is then given by:

BT =


















cosδ sinδ (a sinδ + l cosδ )

cosδ sinδ (a sinδ − l cosδ )

1 0 l

1 0 −l

− sinδ cosδ (a cosδ − l sinδ )

− sinδ cosδ (a cosδ + l sinδ )

0 1 −b

0 1 −b


















(5.3)

Constraints A number of constraints are present. The control sig-

nals are purely braking forces, giving rise to the constraint:

Fxi ≤ 0 (5.4)

The maximum allowable braking force is determined by the coefficient

of friction µ between the tire and the road, as well as the vertical wheel
load Fz, which can be expressed as:

Fxi ≥ −pµFzip (5.5)
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The lateral force must act in the correct direction (the same direction
as the maximum force Fyi,max). This can be expressed as:

FyiFyi,max ≥ 0 (5.6)

Finally, there are the constraints arising from the friction ellipse:

(
Fy

Fy,max

)2

+

(
Fx

Fx,max

)2

≤ 1 (5.7)

These constraints can be expressed as norm constraints, on the form:

ppWiupp ≤ 1 (5.8)

where the matrices Wi have the form:

WFL =


















1
FyFL,max

0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 1
µFzFL

0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0


















(5.9)

If a convex optimization problem is posed using the equality con-

straint (5.1), the presence of the other constraints may make the prob-
lem infeasible (no solution exists which satisfies all the constraints).
To avoid this, a slack variable γ is introduced. Replacing the equality
constraint (5.1) with the inequality:

ppBu − vpp ≤ γ (5.10)
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allows the optimization problem can be written as:

minimize γ (5.11)

subject to ppBu − vpp ≤ γ

ppWiupp ≤ 1

FyiFyi,max ≥ 0

Fxi ≤ 0

Fxi ≥ −pµFzip

This is a quadratically-constrained quadratic program (QCQP). This
particular case of a linear objective function together with quadratic

inequality constraints is known as a second order cone programming

(SOCP) problem. Second order cone problems may be solved using in-
terior point methods.

Method 2: Formulation of a LCQP Allocation Problem

The second order cone problem posed in (5.11) can be solved efficiently
with interior point methods, but it is unlikely that the solution can

be found sufficiently quickly to allow real-time implementation. It is

clear that some simplification of the problem may be advantageous.

Regarding the computational complexity of the algorithm, a key is-

sue is the type of constraints present. The constraints derived from

the friction ellipse are quadratic, which increases the complexity of

the problem and requires greater computation time for calculating the

solution. In addition, the sideslip angles of the wheels α i and the nor-
mal tire forces Fzi must be known in order to calculate the values of

Fyi,max used in the constraints in (5.11). This represents additional in-
formation which must be either measured or estimated. It is therefore

proposed to make approximations which both simplify the constraints

and reduce the amount of extra information required.

Since the controller will be operating exclusively in the limits of the

vehicle’s driving regime, it is reasonable to make approximations which

are valid during these conditions. The first approximation is that the

slip angles of all of the wheels are large enough such that the maxi-

mum lateral tire forces saturate, and are thus given by Fyi,max = µFzi.
This is attractive since the slip angles are no longer required in order

to compute the maximum lateral forces. The resultant force on each
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Fy,max

Fx,max Fx

Fy

µmax

µmin

νFy = (σ µFz + Fx)sign(δ )

Figure 5.3 The friction ellipse with linear approximation, showing the uncer-

tainty regions arising from the uncertainty of µ . Note that the linear approxi-

mation is only valid for −σ µFz ≤ Fx ≤ 0. The approximation must therefore be
used with constraints to obtain reasonable results.

wheel can now be seen as a function of the applied braking force and

the normal force. However, the function is still nonlinear (the friction
ellipse becomes a circle when Fyi,max = Fxi,max), so a further approx-
imation is suggested to simplify the constraints. The friction ellipse

can be approximated in each quadrant by a linear function, as in Fig-

ure 5.3. This approximation can be justified by considering that there

will be a large amount of uncertainty in the radius of the friction circle.

In particular, µ is highly uncertain. The linear approximation can be
thought of as lying within circles defined by upper and lower bounds

of the radius µFz. The approximation may be refined by introducing
tuning parameters to alter the gradient and position of the linear ap-

proximations, giving a relationship on the form:

νFy = (σ µFz + Fx)sign(δ ) (5.12)

The sign(δ ) factor is required to ensure that the resultant force acts
in the correct direction. This approximation has the attractive prop-

erty that the constraints are convex. In the formulation (5.11), it is
assumed that the resultant force lies within the ellipse, rather than on
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the boundary, in order to obtain convex constraints. Using these sim-

plifications, a new control allocation problem can now be formulated.

Replacing Fy with the linear approximation (5.12), and defining
∆ = sign(δ ), the relationships between braking forces and the gener-
alized forces become:

FxT =(cosδ −
∆

ν
sinδ )(F f lx + F

f r
x ) −

σ µ∆ sinδ

ν
(F f lz + F

f r
z )

+ Frlx + F
rr
x (5.13)

FyT =(
∆

ν
cosδ + sinδ )(F f lx + F

f r
x ) +σ µ∆(Frlx + F

rr
x )

+
σ µ∆ cosδ

ν
(F f lz + F

f r
z ) +

σ µ∆

ν
(Frlz + F

rr
z ) (5.14)

MT =(
∆

ν
(a cosδ + l sinδ ) + a sinδ − l cosδ )F f lx

+ (
∆

ν
(a cosδ − l sinδ ) + a sinδ + l cosδ )F f rx

+
σ µ∆

ν
(a cosδ + l sinδ )F f lz +

σ µ∆

ν
(a cosδ − l sinδ )F f rz

+ Frlx (−l − b
∆

ν
) + Frrx (l − b

∆

ν
) −
bσ µ∆

ν
(Frlz + F

rr
z ) (5.15)

This may be written in vector form as:

FxT =( (cosδ − ∆
ν
sinδ ) (cosδ − ∆

ν
sinδ ) 1 1 )u

−
σ µ∆ sinδ

ν
(F f lz + F

f r
z ) (5.16)

FyT =( (
∆
ν
cosδ + sinδ ) ( ∆

ν
cosδ + sinδ ) ∆

ν
∆
ν
)u

+
σ µ∆ cosδ

ν
(F f lz + F

f r
z ) +

σ µ∆

ν
(Frlz + F

rr
z ) (5.17)

MT =( b
1
M b2M (−l − b∆

ν ) (l − b∆
ν ) )u

+
σ µ∆

ν

(
a cosδ (F f lz + F

f r
z ) + l sinδ (F f lz − F

f r
z ) − b(F

rl
z + F

rr
z )
)

(5.18)
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with u =
(

F
f l
x F

f r
x Frlx Frrx

)T
, and where:

b1M = (
∆

ν
(a cosδ + l sinδ ) + a sinδ − l cosδ )

b2M = (
∆

ν
(a cosδ − l sinδ ) + a sinδ + l cosδ )

The virtual controls v can now be expressed as:

v =






(cosδ − ∆
ν sinδ ) (cosδ − ∆

ν sinδ ) 1 1

( ∆
ν cosδ + sinδ ) ( ∆

ν cosδ + sinδ ) ∆
ν

∆
ν

b1M b2M (−l − b∆
ν ) (l − b∆

ν )






︸ ︷︷ ︸

B

u

+







−σ µ∆ sinδ
ν

(F f lz + F
f r
z )

σ µ∆ cosδ
ν (F f lz + F

f r
z ) +

σ µ∆
ν (Frlz + F

rr
z )

σ µ∆
ν

(

a cosδ (F f lz + F
f r
z ) + l sinδ (F f lz − F

f r
z ) − b(Frlz + F

rr
z )
)







︸ ︷︷ ︸

d

This gives the desired linear relationship between actual and virtual

controls:

v(t) = Bu(t) + d (5.19)

This can be transformed into the required form in (5.1) by defining
new virtual controls v′(t) = v(t) − d. The vector d depends only on the
normal forces Fzi, and is constant at each sample time. The constraints

are now given by:

−pσ µFzip ≤ Fxi ≤ 0 (5.20)

These constraints have the form of ‘box constraints’:

u ≤ u ≤ u (5.21)

This type of constraint allows the formulation of an optimization prob-

lem with a special structure, which allows rapid computation.
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Optimization Problem A linearly-constrained quadratic program-

ming problem may be formulated. Such problems may take the form:

u = argmin
u∈Ω

ppWu(u− ud)pp2

Ω = arg min
u≤u≤u

ppWv(Bu − v
′)pp2

(5.22)

where Wu and Wu are diagonal weighting matrices, ud is a desired ac-

tual control value, and u and u are constraints on the actual controls.

This type of problem is known as Sequential Least-Squares (SLS),
since the solution is computed in two steps. First, the weighted alloca-

tion error ppWv(Bu− v
′)pp is minimized. If feasible solutions are found,

then the ‘best’ solution is obtained by minimizing ppWu(u − ud)pp.
A faster algorithm can be obtained by approximating the SLS for-

mulation as a Weighted Least-Squares (WLS) problem:

u = arg min
u≤u≤u

(
ppWu(u − ud)pp

2
2 + γ ppWv(Bu − v

′)pp22
)

(5.23)

Here, the solution is calculated in a single step. The parameter γ is
typically chosen to be very large in order to emphasize the importance

of minimizing the allocation error.

Calculating the Solution Active set methods for the solution of the

optimization problems (5.22) and (5.23) are presented in [Härkegård,
2003]. These methods will be briefly reviewed here.
Consider the least squares problem:

min
u
ppAu− bpp (5.24a)

Bu = v (5.24b)
(
I

−I

)

︸ ︷︷ ︸

C

u ≥

(
u

−u

)

︸ ︷︷ ︸

U

(5.24c)

The principal idea of active set methods is that in each step, some of

the inequality constraints are taken to be equality constraints, while

the remainder are ignored. Denote with W the working set, which
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Algorithm 5.1: Active set algorithm

Let u0 be a feasible starting point, satisfying (5.24c) ;
for i = 0, 1, 2, . . . do
Given suboptimal iterate ui, find the optimal perturbation p,

considering the inequality constraints inW as equality

constraints and ignoring the remainder. This is done by

solving:

min
p
ppA(ui + p) − bpp

Bp = 0

pi = 0, i ∈W

if ui + p feasible then
Set ui+1 = ui + p ;
Compute Lagrange multipliers as:

AT(Au− b) = ( BT CT0 )

(
µ

λ

)

where C0 consists of the rows of C corresponding to the

constraints in the active set ;

if λ ≥ 0 then
ui+1 is optimal solution;

Return u = ui+1

else
Remove constraint corresponding to most negative λ
from the working setW ;

end

contains all of the active constraints. Algorithm 5.1 outlines an active

set method for finding the solution of the least squares problem above.

The weighted least squares problem may now be solved using Al-

gorithm 5.2.
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Algorithm 5.2: Solution of the WLS control allocation problem

(5.23)

Obtain the initial working setW from the active set from the

previous sampling interval ;

Obtain the starting point u0 from the optimal point from the

previous sampling interval ;

Rewrite the cost function as:

ppWu(u − ud)pp
2
2 + γ ppWv(Bu − v

′)q22 =

∥
∥
∥
∥

(
γ
1
2WvB

Wu

)

︸ ︷︷ ︸

A

u −

(
γ
1
2Wvv

Wuud

)

︸ ︷︷ ︸

b

∥
∥
∥
∥

2

Use Algorithm 5.1 to solve:

u =argmin
u
ppAu − bpp

u ≤ u ≤ u

Parameter Selection Since only FxT and MT are used as virtual

controls, FyT may effectively be removed from the allocation problem

by making the corresponding weight in the matrix Wv small relative to

the other weights. The relative magnitudes of the remaining weights

can be used to determine which virtual control is given priority, in

cases where both cannot be satisfied simultaneously. For example, FxT
is the most critical virtual control for prevention of rollover, so the

corresponding entry in Wv can be chosen to be larger than the others.

The desired actual control vector ud can be chosen in a number of

ways. One possibility is to choose it as the actuator position that would

be obtained in the absence of constraints:

ud = B
†v′

where B† is the pseudo-inverse of B.

The weighting matrix Wu can be used to influence the distribution

of the control actions among the actuators. It is most useful in cases
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where different types of actuators are present and preference should

be given to a particular type. In this thesis the actuators are all of the

same type so the choice of Wu is not critical.

Rate Constraints

Rate constraints in the actuators (in this case the braking system) may
be taken into account in the control allocation problem by modifying

the constraints at each sample time. Let the rate constraints be given

by:

rmin ≤ u̇(t) ≤ rmax (5.25)

Approximating the derivative with the backward difference method:

u̇(t) (
u(t) − u(t − Ts)

Ts

where Ts is the sampling period allows the rate constraints to be rewrit-

ten as position constraints. The maximum allowable deviations of the

positions from one sample time to another are given by:

∆min = rminTs

∆max = rmaxTs

The new constraints are given by:

u∗(t) = max{u,u(t− Ts) + ∆min} (5.26)

u∗(t) = min{u,u(t− Ts) + ∆max} (5.27)

The rate constraints present in the control problem are the brake pres-

sure rising and falling slew rates. These are summarized in Table 5.1.

Since the braking forces are negative, the maximum rising slew rate

corresponds to the minimum rate of change rmin, and the maximum

falling slew rate corresponds to rmax. The brake pressure slew rates

are converted into force rates of change using the appropriate scaling

factors.
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Max. rising slew rate 200 bar/s

Max. falling slew rate 1000 bar/s

Table 5.1 Brake pressure rate constraints

Warmstarting

The active set algorithm provides both the solution to the QP problem,

as well as the current active set. The active set is the set of constraints

which are currently active for the given solution. In control allocation,

where the QP problem is solved at each sample time, it is very common

that the active set obtained at a given sample time will also be the op-

timal active set at the next sample time. This implies that the previous

active set and optimum point found in one sample time may be used as

the starting point for the optimization problem in the following sam-

ple time, thereby reducing the number of iterations required to find

the new solution. The use of the previous sample’s solution and active

set as the starting point for the next optimization is sometimes called

‘warmstarting’, and may significantly reduce the average computation

time required to solve the control allocation problem.

The use of the previous optimum and active set is included in Al-

gorithm 5.2. However, problems can occur in the case of time varying

constraints. In the control allocation problem presented here, the con-

straints depend on the normal forces Fzi, which are time dependent.

Time variations of the constraints also occur when rate constraints are

incorporated. This time variation presents two problems:

• The previously calculated optimum u(t − 1) may no longer be
feasible at time t and can thus no longer be used as a starting

point for the algorithm

• Elements of the optimum u(t− 1) that were saturated (meaning
that their corresponding constraints were active) may no longer
be saturated at time t. The active set at time t− 1 may therefore
no longer be valid at time t and may require updating.

To avoid these problems, the algorithm for the solution of the WLS

problem may be modified to include a feasibility check for the starting

point of the algorithm as well as updating of the active set. Algorithm
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5.3 includes these modifications.

Algorithm 5.3: Solution of the WLS control allocation problem

(5.23)

Let u0 be the optimal point obtained at time t− 1, andW 0 be

the corresponding active set ;

if u(t) < u0 < u(t) then
Remove any active constraints fromW 0;

else

Saturate the infeasible elements of u0 and update the initial

working setW 0;
Rewrite the cost function as:

ppWu(u− ud)pp
2
2 + γ ppWv(Bu − v

′)q22 =

∥
∥
∥
∥

(
γ
1
2WvB

Wu

)

︸ ︷︷ ︸

A

u−

(
γ
1
2Wvv

Wuud

)

︸ ︷︷ ︸

b

∥
∥
∥
∥

2

Use Algorithm 5.1 to solve:

u =argmin
u
ppAu− bpp

u ≤ u ≤ u

Summary

The control allocation methods presented in this chapter are used to

convert the virtual control signals into actuator inputs. By making ap-

propriate approximations, a linearly constrained quadradic program-

ming problem has been posed. The problem has a special structure

which allows rapid solution. This is imperative since the algorithm

must be used online.

An additional element present in the control loop is the Anti-lock

Brake System (ABS). The ABS system is used to prevent wheel lock,
and may alter the outputs of the control allocator when active. Control

design for ABS is not considered in this thesis; the reader is referred

to [Solyom, 2004; Johansson and Rantzer, 2003].

77



6

Results

6.1 Introduction

To fully evaluate the performance of any vehicle control algorithm,

experiments with real vehicles are required. Initial design evaluations

are however typically carried out with the help of simulations. Modern

computing tools allow the use of very advanced vehicle simulations,

which accurately reproduce the behaviour of actual vehicles. Testing

via simulation is therefore an important step in the development of

new algorithms. In this chapter, simulation results of the proposed

strategies are presented.

Simulation Environment

The simulations presented in this chapter were carried out in Mat-

lab/Simulink using DaimlerChrysler’s CASCaDE (Computer Aided Sim-
ulation of Car, Driver and Environment) software. CASCaDE is an ad-
vanced vehicle simulator, incorporating accurate tire models and full

degree-of-freedom chassis models. In addition to the vehicle dynamics,

the simulator includes other control systems such as Anti-lock Brak-

ing Systems (ABS). This is extremely important since these subsys-
tems affect the control system outputs, in this case the braking forces.

The vehicle used in the simulations was a commercial van with a gross

weight of roughly 3500kg. A number of test maneuvers were simulated.

These will be described in the next section.
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6.2 Test Maneuvers

Due to the dangerous nature of rollover accidents, a number of vehicle

safety organisations have evaluated the performance of production ve-

hicles to assess their safety. In order to obtain a common measure, a

number of standardized maneuvers have been developed. The National

Highway Traffic Safety Administration (NHTSA) has developed vari-
ous standard maneuvers, including the so-called fishhook and J-turn

maneuvers, which are described here.

Fishhook

The fishhook maneuver is an important test maneuver in the context

of rollover. It attempts to maximize the roll angle under transient con-

ditions and is performed as follows, with a start speed of 80km/h1:

• The steering wheel angle is increased at a rate of 720deg/sec up
to 6.5δ stat , where δ stat is the steering angle which is necessary
to achieve 0.3g stationary lateral acceleration at 80km/h

• This value is held for 250ms

• The steering wheel is turned in the opposite direction at a rate

of 720 deg/sec until it reaches -6.5δ stat

Figure 6.1 illustrates the driver input during a Fishhook maneuver.

No brake or accelerator commands are given during the maneuver.

J-Turn

The J-turn is a simple step in the steering wheel angle driving the

vehicle towards the physical limits. This maneuver can cause a roll

over of vehicles with critical load. The speed of the vehicle just before

the step input to the steering wheel angle is 60 mph (approximately 96
km/h). After releasing the accelerator pedal the steering wheel angle
is increased at a rate of 1000deg/sec until it reaches 8 times the value
δ stat (the steer angle which is necessary to achieve 0.3g stationary
lateral acceleration at 50mph (approx. 80km/h) . The steering input
for this maneuver is illustrated in Figure 6.2.

1The original specification from the NHTSA is given in imperial units and states a

start speed of 50 mph. Metric conversions will be used in this thesis.
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Figure 6.1 Driver input during the fishhook maneuver.

Roll Rate Feedback Fishhook

A modified version of the fishhook maneuver, known as the roll rate

feedback fishhook maneuver, can also be specified. This maneuver is

optimized for producing maximum vehicle roll. The sequence of events

is similar to the standard fishhook, but the second steering angle

change is performed only after the roll rate becomes small (that is,
when the roll angle reaches its maximum). The maneuver is performed
as follows, with a start speed of 80km/h:

• The steering wheel angle is increased at a rate of 720deg/sec up
to 6.5 times δ stat

• This value is held until the roll rate drops below 1.5 deg/sec

• The steering wheel is turned in the opposite direction at a rate

of 720 deg/sec until it reaches -6.5δ stat
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Figure 6.2 Driver input during the J-turn maneuver.

6.3 Simulation Results

In this section simulation results relating to the fishhook and J-turn

maneuvers are presented. The control strategies were found to work

well for a large number of different test maneuvers, but priority will be

given here to the fishhook and J-turn, as they are standard maneuvers,

specifically intended for the investigation of both roll and yaw stability.

The results presented here use the control strategy outlined in Al-

gorithm 4.1, and the control allocation strategy in Algorithm 5.3. The

control allocation problem was solved using the Quadratic Control Al-

location Toolbox (QCAT) for Matlab written by Ola Härkegård, which
contains implementations of the algorithms described in [Härkegård,
2003].
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Fishhook Maneuver

The fishhook maneuver described in the previous section and illus-

trated in Figure 6.1 was the primary test maneuver used for evaluat-

ing and tuning the control strategies. The standard vehicle setup used

in the simulations was a vehicle with an additional load of 420kg. The

vehicle parameters used in the fishhook simulations are summarized

in Table 6.1. The controller parameters used in all the simulations are

summarized in Table 6.2

Controller Inactive Figure 6.3 shows the effect of the fishhook

maneuver when the controller is inactive. Rollover occurs after ap-

proximately 4.5 seconds, just after the maximum value of the second

steering action is attained. The severe instability of the roll dynamics

can clearly be seen. The roll rate increases faster than linearly, which is

consistent with the analysis in Chapter 3 which predicted increasingly

unstable roll dynamics as the roll angle increases.

Controller Active Figure 6.4 shows the states of the vehicle when

the controller is active. The roll angle limit used was 0.1 radians. It

can be seen that this limit is not exceeded during the maneuver.

The yaw rate tracking is reasonable, although the reference is not

followed exactly. One of the aims of performing yaw rate control is the

limitation of the sideslip angle β . A maximum value of β can be defined
as [Kiencke and Nielsen, 2000]:

βmax = 10
○ − 7○

(u2 + v2)

(40)2

This maximum value of the sideslip value is illustrated in Figure 6.4.

It can be seen that β remains within the allowed range throughout the
maneuver.

Control Allocation Figures 6.5, 6.6 and 6.7 show the desired vir-

tual controls FxT , MT and FyT , as well as the generalized forces that

were obtained using the resulting braking actions. The ‘predicted’ or

expected generalized forces are also shown. These are calculated in the

control allocation algorithm and are given by:

vo = Buo
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where vo are the expected generalized forces, uo are the actual controls

obtained by the control allocator and B is the control effectiveness

matrix. It is interesting to examine these signals to ascertain whether

model used in the control allocation algorithm is accurate.

It can be seen that both of the virtual control commands FxT and

MT are met to a good degree of accuracy. In addition, the general-

ized forces calculated with the model used by the control allocation

algorithm agree closely with the actual generalized forces that were

obtained.

Constraints Figure 6.8 shows the forces acting on each of the tires.

As expected, due to the load transfer the rear right tire loses contact

with the road for a time during the simulation. Since the control strat-

egy is based on limitation of the roll angle and not on prevention of

wheel lift-off, this is acceptable behaviour.

Figure 6.9 illustrates the desired and actual brake pressures during

the simulation. The importance of rate constraints in the control allo-

cation algorithm can be seen by comparing Figure 6.9 with Figure 6.10,

in which the rate constraints have been deactivated.

Switching Figure 6.11 shows the lateral acceleration during the

simulation. Figure 6.12 shows both the lateral acceleration and the

filtered version ây, given by (3.13), which is used for switching. It is
clear that incorporating gradient information allows earlier switching,

which gives improved performance.

Trajectory following The trajectories of the vehicle during the fish-

hook maneuver with and without control are shown in Figure 6.13. It

can be seen that the vehicle follows the desired fishhook trajectory

when the controller is active. A comparison of the entire trajectory

between the controlled and uncontrolled vehicles is difficult since the

uncontrolled vehicle rolls over during the maneuver. Under the as-

sumption that the maneuver is performed for collision avoidance, it

can be seen that the radii of curvature achieved by the controlled ve-

hicle are comparable to or better than the uncontrolled vehicle.
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Figure 6.3 Vehicle states during the fishhook maneuver with the controller

inactive. The severe instability of the roll dynamics is clearly visible. The rapid

growth of both the roll angle and roll rate is evident. The simulation ceases to

run after rollover occurs.
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Figure 6.4 Vehicle states during the fishhook maneuver with the controller

active. The dashed lines are the yaw rate reference, maximum allowed roll angle

and maximum sideslip angle respectively.
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Figure 6.7 Total lateral force FyT during the fishhook maneuver. The total

lateral force is not used as a virtual control signal in this strategy. The virtual

control command is set to zero, and the corresponding weight in the control

allocator is chosen to be small. It is however interesting to observe that the

predicted value of FyT calculated by the control allocation algorithm (dotted
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Figure 6.8 Tire forces during the fishhook maneuver with the controller ac-

tive. The solid lines are the normal forces Fzi which, scaled with the friction

coefficient µ , correspond to the maximum available force.
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Figure 6.9 The brake pressures for each wheel during the fishhook maneuver.

The dotted line is the commanded brake pressure, and the solid line is the

achieved brake pressure.
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Figure 6.10 The brake pressures for each wheel during the fishhook maneu-

ver, without rate constraints in the control allocator. The discrepancies between

the commanded and achieved pressures are clearly seen.
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Symbol Description Value Unit

me Vehicle mass (empty) 2800 kg

he CG height (empty) 0.79 m

mb Load mass 420 kg

hb Load height 1 m

hb Load distance from front axle 4.2 m

Ixx MI about x–axis 2275 kgm2

Iyy MI about y–axis 13400 kgm2

Izz MI about z–axis (with load) 16088 kgm2

a CG distance from front axle 1.58 m

b CG distance from rear axle 1.97 m

l Half track width 0.8126 m

Cφ Roll stiffness 221060 Nm/rad

Kφ Roll damping 12160 Nms/rad

µ Friction coefficient 1 n/a

Table 6.1 Vehicle parameters used in the simulations

J-Turn Maneuver

The control algorithm was tuned using the fishhook maneuver. To test

the resulting algorithm, the J-turn maneuver was used. The vehicle

states for the J-turn maneuver with the nominal load of 420kg with

the controller inactive are shown in Figure 6.14. With the given loading

conditions, rollover does not occur, but yaw instability occurs, resulting

in a skid (as can be seen from the sideslip angle plot). The vehicle
states for the same maneuver with the controller active are shown in

Figure 6.15. Both the roll angle and the sideslip angle remain within

the desired limits.

This result shows that the proposed VDC system is successful not

only in preventing rollover, but also in stabilizing the yaw dynamics

for maneuvers in which yaw instability arises without rollover.
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Symbol Description Value

Kr Yaw rate controller gain 1

adx Desired longitudinal deceleration 0.4�

âonx Threshold for controller switching 7

âoffx Threshold for controller switching 5

σ Tuning parameter in (5.12) 1

ν Tuning parameter in (5.12) 1

Wv Weighting matrix in (5.23) [1 100 30 ]

Wu Weighting matrix in (5.23) [1 1 1 1 ]

γ Parameter in (5.23) 106

Table 6.2 Controller parameters used in the simulations

Trajectory following Figure 6.16 shows the trajectory of the vehicle

during the J-turn maneuver, with and without control. When the con-

troller is active, the vehicle is able to perform a turn with a smaller

radius of curvature than the uncontrolled vehicle, which skids. This

could be critical in cases when extreme maneuvering is required for

collision avoidance.

Robustness In order to test the robustness of the system to uncer-

tainty n the loading conditions, simulations were made using a larger

load of 860kg located at a height of 1.3m over the roll axis. The load

parameters in the controller were left unchanged. The additional mass

and greater height of the load increases the propensity for rollover. Fig-

ure 6.17 shows the states of the vehicle with the new loading conditions

during a J-turn without control. The greater load causes a rollover to

occur. The effects of using the controller (without the correct load pa-
rameters) can be seen in Figure 6.18. The controller is capable of pre-
venting rollover, and the yaw dynamics are stabilized. The roll angle

is maintained within the desired limits, although the sideslip angle

exceeds its limits for a time.
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Figure 6.14 Vehicle states for the J-turn maneuver with the controller inac-

tive. The instability of the yaw dynamics and of the sideslip angle is clearly

seen.
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Figure 6.15 Vehicle states for the J-turn maneuver with the controller active.

Both the roll angle and the sideslip angle remain within the prescribed limits.
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Figure 6.16 Vehicle trajectory in the inertial xy plane during the J-turn ma-

neuver. The solid line corresponds to the trajectory of the vehicle when the

controller is active. The controller succeeds in reducing the radius of curvature

obtained by the maneuver, as well as stabilizing the yaw dynamics and sideslip

angle. This could be extremely important, in the cases when the maneuver is

performed in order to avoid an obstacle.
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Figure 6.17 Vehicle states for the J-turn maneuver with additional load with

the controller inactive. Rollover occurs in this case due to the presence of the

additional load.
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Figure 6.18 Vehicle states for the J-turn maneuver with additional load with

the controller active. Rollover is prevented, and the roll angle remains within the

prescribed limits. The sideslip angle is stabilized, although it does not remain

within the given limits. The behaviour of the sideslip angle in the final second of

the simulation is caused by the vehicle coming to rest, and thus may be ignored.
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6.4 Discussion

The simulation results presented in this chapter indicate that the pro-

posed algorithms perform well in a number of situations. In this section

the peculiarities, merits and drawbacks of the proposed algorithms are

discussed.

Rollover Detection and Switching

The proposed PD-based switching method using the lateral accelera-

tion measurement was found to work well. The early detection of an

oncoming rollover event is vital to the performance of the overall control

system. It was observed that even very small delays in the activation

of the controller lead to degraded performance. In particular, the de-

sired values of both the braking force FxT and the total moment MT
can not be met simultaneously. The explanation for this can be found

by considering Figure 3.9. As the roll angle, and thus the load transfer,

increases, the forces that may be generated by the tires on the inside

of the turn decrease. This limits the range of values that may be ob-

tained simultaneously for FxT and MT . The control allocator attempts

to minimize the allocation error for these virtual controls, according to

their respective weights, but if the load transfer becomes too large it

may be impossible to achieve both desired values at the same time.

Control Strategy

The strategy based on using a threshold value of the lateral accelera-

tion for switching and a P controller for the total braking force, as de-

scribed in (4.7), is presented in [Schofield et al., 2006]. It was successful
in preventing rollover, although oscillations were observed in the con-

trol signal. The modified strategy in (4.9) using a constant braking
command coupled with the PD detection scheme exhibited better per-

formance. It is conceivable that a more advanced control methodology

could be applied to the problem in order to increase the performance.

However, more complex strategies are likely to be more dependent on

models, and therefore vehicle parameters. Since a reliable scheme for

obtaining the necessary parameters has not yet been developed, the

design of more complex strategies may be unnecessary.

The yaw rate controller is rather more complex that the roll con-

troller. In simulations it has performed very consistently, the main
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problem being the coupling with the total longitudinal force FxT . The

desired value of FxT is used for decoupling, which implies that the yaw

controller may work poorly in cases when the allocation error is large,

that is, when the desired virtual controls cannot be achieved.

Control Allocation

Tire Force Approximation The proposed control allocation strat-

egy, based on the use of linear approximations of the tire force charac-

teristics, worked remarkably well. The approximation, given by:

νFy = (σ µFz + Fx)sign(δ )

originates from the assumption that tire forces are permanently sat-

urated when the controller is active. This implies that the maximum

achievable lateral forces depend only on the friction coefficient and the

normal force, and not on the slip angles. This is useful since the slip an-

gles are not measurable. Although this constitutes a major assumption,

it was found that this assumption appeared to be valid. Figures 6.5, 6.6

and 6.7 show that the values of FxT , FyT and MT that were obtained

closely match the values predicted by the model used in the control

allocator. In fact, the tuning parameters ν and σ were not required;
the algorithm worked very well with both parameters set to one. This

is of course related to the fact that the friction coefficient was assumed

to be known.

Warmstarting The use of the optimal point and active set from the

previous sample time as a starting point for the next sample time was

found to be very useful in reducing the computation time necessary

for obtaining the solution of the control allocation problem. A C-code

implementation of the weighted least squares control allocation strat-

egy from the QCAT toolbox was used in the simulations. Information

about the computation times required for computing the solution of the

control allocation problem is shown in Table 6.3. The data relates to a

fishhook maneuver, and the simulation was performed on a computer

with a 1.83GHz Core Duo processor and 1Gb RAM.

The mean execution time is two orders of magnitude smaller than

the sampling time of 10ms, and the maximum execution time is one
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Mean execution time 0.1965 ms

Maximum execution time 0.8976 ms

Standard deviation 0.1805 ms

Table 6.3 Execution time data for the control allocation solver. The data re-

lates to a fishhook maneuver.

order of magnitude smaller. Although a powerful computer was used in

the simulations, it is clear that real-time performance can be obtained

with reasonable hardware.

Summary

In this chapter simulation results have been presented which confirm

the operation of the proposed vehicle dynamics control algorithm. Stan-

dard test maneuvers relevant for rollover prevention have been used

as test cases. Although simulation by itself cannot conclusively demon-

strate the effectiveness of the algorithms, the advanced nature of the

simulator used ensures a high level of realism, and negates many is-

sues such as unmodeled dynamics. Nevertheless, it is important to be

conscious of the fact that problems such as parameter uncertainties

may present themselves in real-world experiments.
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Conclusions and Future

Work

7.1 Summary

In this thesis a control strategy for a vehicle dynamics control system

has been presented. The primary aim of the system is the prevention of

vehicle rollover, but the system also has similar functionality to today’s

Electronic Stability Program (ESP) systems in terms of yaw control.
This follows the current trend in automotive control design towards

the integration of control systems.

The control strategy is based on the use of control allocation, where

the control design is performed with respect to generalized forces or

virtual controls, which are then mapped to actuator commands. This

mapping is nontrivial, since a number of constraints must be taken

into account. The control allocation strategy uses convex optimization

to obtain an optimal mapping from virtual controls to actuator com-

mands, guaranteeing that the constraints are not violated. The use of

convex optimization in this context requires careful formulation of the

problem in order to obtain an algorithm suitable for real-time imple-

mentation.
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7.2 Conclusions

The strategy has been shown to work well in simulations with a highly

realistic vehicle model. The algorithm was observed to be capable of

robustly preventing rollover, and relatively little tuning was required

to obtain good performance.

Control Allocation

The linear tire force approximation, which was important for the for-

mulation of a suitable quadratic programming problem in the control

allocation strategy, was shown to be valid. The resulting QP problem

can be solved fast enough to allow real-time implementation, and the

control allocator was shown to be capable of accurately reproducing the

desired generalized forces.

The strategy has a number of advantages over existing methods,

which typically use rule-based algorithms to determine how braking

force should be distributed. All of the wheels are used as actuators,

rather than only the front wheels. The tuning parameters are few in

number and are intuitive to understand. It was observed that relatively

little tuning of the control allocator was required in order to achieve

good performance.

7.3 Future Work

Vehicle trials

Although the algorithm performs well in simulations, experiments are

required in order to confirm the operation of the algorithm in a real

vehicle. It is intended to test the algorithm in an actual vehicle within

the near future. It is expected that issues such as knowledge of vehicle

parameters, the coefficient of friction, and the quality state estimation

will be important factors in the experiments.

Adaptation

The current algorithm assumes knowledge of a number of important

parameters, such as the friction coefficient and loading conditions. Al-

though information is sometimes available about these parameters, it

104



7.3 Future Work

is likely that performance could be improved through the use of adap-

tation. For example, the tuning parameters in the linear tire force

approximation used in the control allocator could be obtained using

some form of direct adaptive scheme based on a performance criterion.

Additionally, the loading conditions could be estimated online. Such a

strategy would most likely run continuously, independent of the con-

troller. A common problem with adaptation in automotive applications

is the issue of persistency of excitation, which cannot be guaranteed.

Robustness

As previously stated, the strategy has been observed to be robust in the

simulations, in the sense that rollover is prevented for a wide range of

parameter values and operating conditions. However, it is concievable

that more could be done in the control design to guarantee robustness.

The use of nonlinear damping to counteract the effects of uncertainty

in the yaw rate control design is an example of this.

Control Allocation

Since control allocation is most often based on the formulation of op-

timization problems, there are many different options available. Ex-

amples of other methods that could be used include multiparametric

nonlinear programming [Tøndel and Johansen, 2005], as well as adap-
tive dynamic control allocation [Tjønnås and Johansen, 2005].
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