
LUND UNIVERSITY

PO Box 117
221 00 Lund
+46 46-222 00 00

Perplexing Protein Puzzles

Lindman, Stina

2010

Link to publication

Citation for published version (APA):
Lindman, S. (2010). Perplexing Protein Puzzles. Department of Biophysical Chemistry, Lund University.

Total number of authors:
1

General rights
Unless other specific re-use rights are stated the following general rights apply:
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors
and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the
legal requirements associated with these rights.
 • Users may download and print one copy of any publication from the public portal for the purpose of private study
or research.
 • You may not further distribute the material or use it for any profit-making activity or commercial gain
 • You may freely distribute the URL identifying the publication in the public portal

Read more about Creative commons licenses: https://creativecommons.org/licenses/
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove
access to the work immediately and investigate your claim.

https://portal.research.lu.se/en/publications/3ae300b7-16be-40de-b278-7948e2539a3c


 

 
 

Perplexing Protein Puzzles 
 
 
 

Stina Lindman 
 

Doctoral thesis 
Department of Biophysical Chemistry 

Lund University, 2010 
 
 
 
 
 

 
 
 

Akademisk avhandling för avläggande av filosofie doktorsexamen vid 
tekniska fakulteten vid Lunds universitet, att offentligen försvaras i 
hörsal B, Kemicentrum, fredagen den 26 februari 2010, klockan 10.00. 
Fakultetsopponent är Professor Torleif Härd, Sveriges lantbruks-
universitet, Uppsala, Sverige. 





 iii 

 
 

Perplexing Protein Puzzles 
 
 
 

Stina Lindman 
 

Doctoral thesis 
Department of Biophysical Chemistry 

Lund University, 2010 
 
 
 
 
 

 
 
 

 
 
 
 
 
 



 iv

 
 
 
 
Front cover: PGB1 illustrated as a perplexing jigsaw puzzle 
 
 
 
 
 
 
 
 
 
Supervisor:  Sara Linse 
 
 
Examination committee: Professor Bo Jönsson 
 Dept. of Theoretical Chemistry, Lund University 
 
 Professor Cecilia Emanuelsson 
 Dept. of Biochemistry, Lund University 
 
 Assistant Professor Birthe Kragelund 
 Dept. of Biology, University of Copenhagen 
 
 
 
 
 
 
 
Perplexing Protein Puzzles 
Copyright © 2010 Stina Lindman 
 
Department of Biophysical Chemistry 
Lund Institute of Technology (LTH) 
Lund University, Lund, Sweden 
 
ISBN 978-91-628-8020-0 
 
Printed by Media-Tryck, Lund 2010 



 v

 

PREFACE 
 

Ever since childhood I loved jigsaw puzzles; putting a piece in the right place is very 
rewarding. The same feeling applies to finding pieces in the protein puzzle. Unlike a 
jigsaw puzzle the number of pieces to complete the protein puzzle is undefined and 
there is no template to follow. Rather, the more we understand about proteins the 
more there is to study. The title of this thesis is broad and hence it is impossible to 
provide an answer to all questions it imposes. Therefore, this thesis will be far from 
completing the protein puzzle; nevertheless I feel that interesting results have been 
obtained in the fields of protein electrostatics and stabilization. 

The past five years I have devoted to the fascinating world of proteins. I have studied 
protein interactions within different proteins, between different proteins, between 
proteins and ligands using a wide range of methods. The introductory part of this 
thesis provides the background to my work at biophysical chemistry and should aid in 
reading the appended papers. The first part contains a general introduction to protein 
structure, folding and stability followed by the protein systems and methods used. In 
the last part I will briefly introduce you to the seven papers forming the basis of this 
thesis. 

I hope you will enjoy reading about some pieces in the perplexing protein puzzle! 
 
 

Stina Lindman 
January 2010, Lund, Sweden 
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POPULÄRVETENSKAPLIG SAMMANFATTNING 
PÅ SVENSKA 

Proteiner är uppbyggda av aminosyror sammankopplade enligt en förutbestämd mall 
till långa kedjor. Mallen är den genetiska koden där all information om hur proteinet 
skall se ut finns. När den långa kedjan av aminosyror bildats ”veckar” proteinet ihop 
sig till en specifik tre-dimensionell struktur. Proteinveckning kan liknas med att lägga 
pussel fast där bitarna sitter som på ett pärlband. Pusselbitarna, aminosyrorna, finns i 
20 olika varianter med olika form, storlek och laddning. Innan proteinet ”veckat” sig 
finns det många sätt att lägga ut bitarna på men när pusslet är lagt och bitarna 
pusslats ihop för att passa varandra perfekt finns det bara ett sätt att lägga pusslet. Till 
skillnad från ett pussel är proteiner flexibla och är inte fast i det ”veckade” pusslet 
utan kan till olika grad veckla upp och ihop sig hela tiden. Alla proteiner byggs upp av 
samma 20 sorters pusselbitar men varje protein får i det färdiglagda pusslet en unik 
tre-dimensionell struktur för att kunna utföra en specifik funktion.  

Ibland har det blivit fel i den genetiska koden så att pusselbitar bytts ut mot andra, 
det har skett en mutation. När detta inträffar kan strukturen drastiskt förändras; om 
viktiga mittenbitar bytts ut finns det risk för att hela pusslet förstörs men om 
kantbitarna ändras blir konsekvenserna sällan lika förödande. I många fall är det just 
mutationer som orsakar sjukdomar eftersom proteinet har tappat eller fått en annan 
funktion. Proteinforskare introducerar ofta mutationer i proteiner för att se vilken 
effekt de får i det färdiglagda pusslet och ibland förbättrar faktiskt utbytta pusselbitar 
proteinet. Det är inte bara proteinets funktion som påverkas av hur pusslet är lagt 
utan även dess stabilitet. Ett proteins stabilitet beror inte bara av hur väl pusselbitarna 
passar ihop i det lagda pusslet utan det är skillnaden mellan det olagda och lagda 
pusslet som ger stabiliteten. För att stabilisera ett protein kan man således antingen 
gynna det lagda pusslet eller missgynna det olagda pusslet. En mutation som ger 
samma effekt i lagt och olagt pussel stabiliserar därmed inte proteinet. I den här 
avhandlingen har i främsta hand proteinstabilitet studerats, dels för att förstå vilka 
krafter som bidrar till stabilitet dels för att utveckla en metod för att stabilisera 
proteiner. 

Hur väl pusselbitarna passar och hur hårt de sitter ihop jämfört med att vara 
utspridda, protein stabilitet, kan förändras med olika tillsatser. Till exempel kan vissa 
pusselbitars laddning förändras om man ändrar pH (vätejonkoncentrationen) i 
provet. När pusselbitarna ändrar laddning kan vissa aminosyror attrahera eller 
repellera varandra mer eller mindre än tidigare och stabiliteten av pusslet förändras. 
Jag har i artiklarna I-IV studerat hur stabiliteten av ett visst protein förändras när 
specifika pusselbitar ändrar laddning. Vidare har jag med hjälp av kärnmagnetisk 
resonans (NMR) spektroskopi bestämt hur varje negativt laddad pusselbit ändrar sin 
laddning som funktion av pH. Utifrån detta har växelverkan mellan laddade 
pusselbitar kunnat utredas. Det vi såg var att proteinets stabilitet påverkas mycket av 
förändring i pH och att samma typ av pusselbit men med olika position i proteinet 
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har olika laddning och olika benägenhet att laddas upp. Vi tittade även på 
pusselbitarnas laddning i det utvecklade proteinet, det olagda pusslet, och såg att här 
var det mycket mindre skillnad i laddning och benägenhet att bli uppladdade. Utifrån 
laddningarna på varje pusselbit i lagt och olagt pussel kunde även stabiliteten av det 
lagda pusslet förklaras. 

I artiklarna VI och VII har pusslet utvecklats genom att pusselbitar från två olika 
proteiner fogades ihop. Här delades aminosyrasekvenserna av grönt fluorescerande 
protein (GFP) och ett kalciumbindande protein (calbindin) upp i två delar. En del 
från GFP sammanlänkades sedan med en del av calbindin och den andra delen av 
calbindin länkades ihop med den andra delen av GFP. Nu var pusslet inte bara en 
enda kedja av pusselbitar från ett protein utan två kedjor av pusselbitar från två olika 
proteiner. Pusslandet av dessa proteinsekvenser studerades och kunde verifieras med 
hjälp av att GFP blir grönt vid korrekt pusslande. Resultaten visade att intensiteten av 
det gröna ljuset från GFP kunde sammankopplas med hur väl pusslet var lagt vid 
olika förhållanden. Detta faktum möjliggör att använda metoden för att stabilisera 
proteiner och utnyttjades i studien som presenteras i artikel VII. Här visade vi att 
utifrån en stor samling mutanter med olika stabilitet kunde de stabilaste mutanterna 
plockas ut baserat på starkast grönt fluorescerande ljus. 

Trots att man vet mycket om proteiner idag så kan man fortfarande inte förutsäga 
från en utvecklad pusselsekvens hur det färdiglagda pusslet kommer att se ut. Sådan 
kunskap skulle kunna hjälpa till att förstå varför vissa mutationer är 
sjukdomsalstrande eller hitta botemedel mot sjukdomar. Mina resultat har ökat 
förståelsen för vilka krafter, främst mellan laddningar, som håller samman ett protein 
i det pusslade tillståndet och nya sätt att analysera interaktioner mellan laddningar. 
Vidare har vi skapat grunden för en lovande metod att optimera proteinpussel och 
stabilisera proteiner. 
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1. BACKGROUND: PROTEIN STRUCTURE 
 AND INTERACTIONS 

1.1 Introduction to proteins 
Proteins are one of the macromolecules of life. They are responsible for memory, 
learning and other higher functions such as enzymatic activities, signaling, transport, 
control of gene expression and immune response (1). Largely diverse yet so similar, all 
proteins are built from the same 20 building blocks: the amino acids. The delicate 
and fine choice between different amino acids creates structures that are functional in 
very different environments such as oily cell membranes or salty environments where 
halophilic bacteria live.  

The amino acid sequence for a given protein is encoded in our genes. The three letter 
code from DNA, transcribed into RNA, is translated at the ribosome into amino 
acids to generate polymers of very specific length and sequence. This specific sequence 
folds into a well ordered three-dimensional structure with biological activity. In 
Figure 1 the primary (amino acid sequence) and tertiary structures of a 56-amino 
acids protein are shown. 
 

 
 
 

 
 
 
Figure 1. Proteins are made of amino acids that are linked through peptide bonds to form 
polypeptides. This polypeptide chain folds into a well-defined three-dimensional structure. A 
56-amino acid protein is shown where the structure of a dipeptide unit is explicitly shown. 
The denatured state to the left (with unknown structure) is in equilibrium with the native 
state to the right (with known structure). 
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The word protein has been around since 1838 when the Swedish scientist Jöns Jacob 
Berzelius coined the word (2). In 1819 the first amino acid (leucine) was discovered 
and by 1900 it was a general knowledge that proteins were built from amino acids 
(2). Since then significant knowledge has been obtained about proteins but still these 
polymers are mysterious in several respects. For example, it is not yet possible to 
predict the structure of a given amino acid sequence. Therefore, further knowledge 
about proteins is still required and crucial in many areas. For example, we know that 
there are many diseases such as Alzheimer’s, Parkinson’s and Huntington’s diseases 
that are associated with misfolding of proteins but we do not know the underlying 
mechanisms (3). Furthermore, the number of therapeutical proteins is growing. For 
the development of cures for diseases or finding new drug targets detailed 
understanding of the forces involved in proteins is essential.  

1.2 Protein folding and stability 
If folding of a polypeptide chain was the search through all possible conformations it 
would take longer than the age of the universe to find the native state. Since proteins 
can fold on a microsecond time scale (4), this is not the case. These contradictory 
statements were declared 40 years ago is the Levinthal paradox and it was realized that 
proteins do not go through all conformations in the search of the native state (5, 6). 
Protein folding is the search for the free energy minimum and all the information 
needed to fold into the native state is inherent in the amino acid sequence (7, 8). 
Today the protein folding free energy landscape is regarded as more rugged than in 
the early studies, however, many proteins are still considered to fold fast and without 
intermediates while we know that other proteins fold slowly with many intermediates, 
getting stuck in kinetic traps or needing chaperones to fold (9-12). After folding into 
the native state the protein is still highly dynamic with flexibility to be functional in 
biological processes (13). Protein folding mechanisms, kinetics, pathways and 
dynamics are enormous fields that are beyond the scope of this thesis, which more or 
less exclusively deals with equilibrium thermodynamics. 

Proteins appear to be in either of two states, the native or denatured (Figure 1), while 
partially folded structures are rare. The residues are acting together to favor either the 
native or the denatured state so that protein folding is a highly cooperative process. 
The stability of a protein is defined in terms of the difference in free energy between 
the denatured (D) and native (N) states, ∆Go

DN. The denatured state is in 
equilibrium with the native state but has a very low population under native 
conditions. Little is known about the structure of the denatured protein, but has a 
crucial role in stability since the free energy of the native state is always compared to 
the free energy of the denatured state. The native state has many stabilizing non-
covalent interactions but they are offset by large conformational entropy in the 
denatured state (see section 1.5). Hence, there are large opposing entropy and 
enthalpy terms called entropy-enthalpy compensation which is due to a large 
∆Co

p,DN. When summed together the free energy difference is normally small, only 
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10-60 kJ/mol, meaning that most proteins are only marginally stable under 
physiological conditions (14, 15). This is, however, enough to ensure that almost all 
protein molecules are in the native state under biologically relevant conditions. 
Subtracting two large terms to give one small net result also introduces a large 
uncertainty that is one reason why it is hard to calculate protein stability accurately. 

Establishing the framework of protein stability the easiest and most widely used 
model is to assume that the protein is in equilibrium between only two states (12): 

 
native  denatured (1) 
 
where the free energies of the two states are 
 
GN= Go

N+RTln([N]/1M), GD= Go
D+RTln([D]/1M)  (2) 

 
and the free energy difference is 
 
GD-GN=∆GDN =∆Go

DN + RTln([D]/[N])= ∆Go
DN + RTln(K) (3) 

 
At equilibrium, the free energy difference (∆GDN) is zero, and then the standard free 
energy difference is: 
 
∆Go

DN=-RTln(K) (4) 
 
Expressed in this way, ∆Go

DN is a positive number under conditions where the 
protein is in the native state. The free energy minimum is always a balance between 
the lowest enthalpy (H) and highest entropy (S) (Equation 5). To be more correct, 
any process always seeks to find the highest entropy but this can be achieved by 
increasing the entropy in the system or in the surroundings. When minimizing the 
enthalpy in the system, heat is given off that will increase the entropy in the 
surroundings and hence the entropy is increased in the overall process. ∆Go is 
introduced as a concept to take care of both the system and the surroundings at the 
same time and is smaller than 0 for a spontaneous process.  
 
∆Go

DN= ∆Ho
DN-T∆So

DN (5) 
 

For proteins, the enthalpy lies in the non-covalent intramolecular interactions while 
the entropy lies in the number of conformations the polypeptide chain can adopt and 
is much larger for the unfolded peptide due to the flexibility of the chain. As one can 
see already from this expression, ∆Go

DN depends on temperature. If ∆Ho
DN and 

∆So
DN are positive numbers and ∆Ho

DN > ∆So
DN (as in the case for the comparison 

between denatured and native protein) one can see that on increasing the 
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temperature, the T∆So
DN term will eventually become larger than ∆Ho

DN. At this 
temperature ∆Go

DN will change sign and the protein unfolds. To make things more 
complicated ∆Ho

DN and ∆So
DN are not constant but change with temperature 

according to:  
 
∆Ho

DN (T)=  ∆Ho
DN,ref+ ∆Co

p,DN·(T-Tref) (6) 
 
and 
 
∆So

DN (T)=  ∆So
DN,ref+ ∆Co

p,DN·ln(T/Tref) (7) 
 
where ∆Co

p,DN is the heat capacity at constant pressure. The heat capacities for the 
native and denatured states are not constant but the difference between them varies 
much less so ∆Co

p,DN is usually assumed to be constant with temperature. ∆Ho
DN,ref 

and ∆So
DN,ref are the enthalpy and entropy at a given reference temperature. If 

choosing the unfolding temperature, Tm, as the reference temperature and 
recognizing that ∆Go

DN=0 at this temperature, ∆Go
DN can be written as: 

 

( ) ( ) ⎥
⎦

⎤
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⋅∆+⎥

⎦

⎤
⎢
⎣

⎡
∆=∆

m
m

o
DNp,

m
m

o
DN

o
DN T

T
lnT-T-TC

T

T
-1THTG  (8) 

 
 

 
 
Figure 2. Temperature dependence of a) ∆Ho

DN (solid line), T∆So
DN (dashed line) and b) 

∆Go
DN for PGB1-QDD at pH 5. The figure is generated using values determined in paper I 

(∆Ho
DN =233 kJ/mol, ∆Co

p,DN = 1.8 kJ/(mol·K), Tm=75.5oC). The cold and heat 
denaturation points are indicated but for this protein the cold denaturation occurs at an 
extremely low temperature and is just a hypothetical point. Note the different scales of the y-
axis in a and b and that the curve in b arises from the small difference between the curves in a.  
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From Figure 2 one can see that both ∆Ho

DN and T∆So
DN are large terms and show 

significant temperature dependence. However, the terms give opposite effects so that 
∆Go

DN has less temperature dependence and lower magnitude. Moreover, there are 
two temperatures where ∆Ho

DN =T∆So
DN and ∆Go

DN =0 corresponding to cold and 
heat denaturation. Above the heat denaturation temperature and below the cold 
denaturation temperature, respectively the entropy term becomes larger than the 
enthalpy term so that the denatured state is favored. 

1.3 Protein denaturation 
Richard B. Anfinsen was one of the pioneers in showing that many proteins can be 
reversibly denatured (reviewed in (7)) and denaturation studies are still very common 
ways to study protein stability. In protein denaturation one starts with the native 
protein and then changes the properties to favor the denatured state. The fractions of 
native (FN) and denatured (FD) protein are 
 

[ ]
[ ] [ ] K1DN

N
FN +

=
+

= 1
, 

[ ]
[ ] [ ] K1

K

DN

D
FD +

=
+

=  (9) 

 
where K=[D]/[N].  

Common methods for denaturation studies are circular dichroism (CD) spectroscopy, 
fluorescence spectroscopy and differential scanning calorimetry (DSC). For 
denaturation studies with these methods, the baselines before (YN) and after (YU) the 
actual unfolding are commonly assumed to be straight lines. 
 
YN = kN ⋅ X + bN (10)  

 

YD = kD ⋅ X + bD (11)   

 

kN and kD are the slopes, bN and bD are the intercepts and X is the changing variable. 
Y is the measured signal, ellipticity (for CD), fluorescence or Cp (for DSC). Thermal 
and solvent denaturations are two common ways to denature a protein and are 
discussed in sections 1.3.1-2.  

All the equations and concepts described above and in the following sections apply 
only to reversible unfolding. In some cases proteins are irreversibly denatured, which 
usually consists of unfolding followed by aggregation and many times is due to a 
local, rather than a global unfolding (16). Even though no thermodynamic 
parameters can be extracted, irreversible denaturations can still be useful and give 
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stability indications when for example comparing the apparent melting temperature 
of different mutants of the same protein. 
 

1.3.1 Thermal denaturation 

Changing the temperature is an easy and common way to denature a protein (Figure 
3) where increased temperature favors the denatured state as a consequence of the 
larger conformational space the protein can explore. From Figure 2 one can see that 
there are two temperatures where the entropy term (T∆So

DN) becomes larger than the 
enthalpy term and the protein is half way unfolded. Using Equations 4, 9, 10 and 11 
the following equation is fitted to thermal denaturation data measured with CD or 
fluorescence spectroscopy: 
 

RT)/)T(G(-

RT)/)T(G(-
DDNN

obs
DN

o

DN
o

e1

e)bXk()bXk(
Y

∆

∆

+

⋅+⋅++⋅
=  (12) 

 
The temperature dependence of ∆Go

DN
 is described in Equation 8. From fitting these 

equations to experimental data, the midpoint temperature, Tm, can be derived. At 
this temperature half of the molecules are denatured so FN=FD. kN, kD , bN, bD and 
∆Ho

DN are variables in the fit. The heat capacity, ∆Co
p,DN, is either left as a variable 

in the fit or determined by, for example, calorimetry. 
 

 

 
 
Figure 3. Hypothetical 2-state thermal denaturation using the same parameters for Tm, 

∆Ho
DN and ∆Co

p,DN as used in Figure 2 and fictive baselines. The cooperative transition is 
apparent where the molecules are either native or denatured; this is due to the collection of 
non-covalent interactions favoring the native state that are overcome by the large 
conformational entropy at temperatures above Tm.  
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From the midpoint temperature one can extrapolate back to physiological conditions 
and from that derive the stability (∆Go

DN) under these conditions. Thermal 
denaturations at several pH values and salt concentrations are presented in paper I. 
For thermal denaturation with DSC the unfolding is monitored through the heat 
capacity of the system (see section 3.4). 
 

1.3.2 Chemical denaturation and salt effects 

Another straight-forward way to denature a protein is to, in a stepwise manner, add a 
chemical to the protein solution that favors the denatured state. Examples of such 
denaturants are urea or guanidine hydrochloride (GdnHCl). These chemicals are 
preferred solvents for the peptide groups and hence favor the solvent exposed 
denatured state (17). Urea has the disadvantage that a high concentration (several 
molar) is needed to unfold a protein while GdnHCl is a salt so that electrostatics 
cannot be studied at the same time. When studying chemical denaturation almost the 
same approach and equations are used as for thermal denaturation. CD, fluorescence 
and UV spectroscopy are common methods to study the denaturation process. If 
there is a reversible two-state unfolding and assuming that the free energy of 
unfolding by denaturant is linear, then: 
 

( ) ( ) [ ]denaturantmOHGdenaturantG 2DN
o

DN
o ⋅−∆=∆  (13) 

 
Using Equations 4, 9, 10, 11 and 13 the following equation can be fitted to data: 
 

( ) [ ]

( ) [ ] RT)/)denaturantmOHG((-

RT)/)denaturantmOHG((-
DDNN

obs
2DN

o

2DN
o

e1

e)bXk()bXk(
Y

⋅−∆

⋅−∆

+

⋅+⋅++⋅
=

 (14) 
∆Go

DN (H2O) is the free energy of unfolding in pure water, the m-value is related to 
the change in solvent accessible surface area upon unfolding where a large m-value 
indicates a large increase upon unfolding (18). Cm is the denaturant concentration at 
the transition midpoint and is obtained when ∆Go

DN(denaturant)=0 so that 
Cm=∆Go

DN (H2O)/m. A hypothetical urea denaturation is shown in Figure 4. 
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Figure 4. Hypothetical 2-state urea denaturation where ∆Go

DN(H2O)=19.4 kJ/mol, m=2.9 
kJ/(mol·M) and T=298.15 K. 
 
 
Changes in pH are also used effectively to modulate the stability of proteins where 
protonation/deprotonation changes the free energy differentially in the native and 
denatured state. pH-dependent stability is discussed further in section 1.5.5. 

Salt is not usually considered as a denaturant, but modulates protein stability. 
Addition of salt to a protein solution usually increases the solubility at low 
concentration, but at higher concentrations the salt normally causes the protein 
molecules to aggregate (19, 20). The first phenomenon is called salting-in and the 
second salting-out where salting-out depends on the nature of the salt. The 
Hofmeister series (reviewed by Baldwin (21)) describes the effect of various salts.  

1.4 Stabilization of proteins 
Denaturation, aggregation and proteolytic degradation are problems associated with 
many proteins used as therapeutics or in other biotechnical applications. The 
therapeutic and technical importance of these proteins may therefore increase if their 
stability can be improved. Most proteins are not optimized for stability, but rather for 
functionality. Spontaneous mutations are mostly destabilizing and hence proteins are 
only sufficiently stable to maintain function. This opens up the possibility to optimize 
protein stability by protein engineering. Methods to stabilize proteins are important 
tools in biotechnology but can also uncover the principles important for protein 
folding and stability 

Small changes in the amino acid sequence are usually tolerated without disrupting the 
fold of the protein, but different mutants can have very different stability. Popular 
methods to identify stabilizing mutations are structure-guided design and comparison 
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to thermostable analogs (22), computational design (23-25) or directed evolution 
(26-29). These studies have shown that it is often difficult and complex to predict the 
stability effect of a certain mutation and that random libraries commonly give the 
best results (28). The problem to face is, however, to limit the sequence space and a 
combination of the three methods mentioned above generally gives stability 
improvement (29). General results from stability optimizations are that the core is 
usually well packed and not easily improved (30, 31) unless several substitutions are 
made or buried charges are replaced by hydrophobic residues (32). Mutations at 
boundary positions (23) and at the protein surface have in several cases given fruitful 
stabilization effects (26, 33, 34). There are also studies showing that introduction of 
proline residues and disulphide bonds can improve protein stability (22, 35-37) .  

1.5 Intramolecular forces  
The largest free energy terms involved in protein stability are the hydrophobic effect 
and conformational entropy. These terms are much greater than ∆Go

DN,max, but are 
opposing and similar in magnitude and hence leave importance to other non-covalent 
interactions. Therefore, the three-dimensional structures of proteins are governed by 
non-covalent interactions. These interactions are much weaker than covalent bonds 
and the contributions from each residue are small and go in different directions. 
However, by accounting for all the residual components for a whole protein the 
interactions add to a significant number and are responsible for the cooperative 
nature of protein folding. 
 

1.5.1 Hydrogen bonding 

Hydrogen bonds are attractive interactions between two electronegative atoms that 
share a hydrogen atom. It is a dipole-dipole interaction that becomes exceptionally 
strong due to the small size of the proton whose electron density is easily depleted by 
the donor and acceptor atoms (38). The hydrogen still remains closer to the donor 
atom (~1 Å) than the acceptor atom (>1.5 Å) and the interaction is primarily of 
electrostatic origin. The strength of the hydrogen bond depends on the 
electronegativity and the orientation of the atoms but in general the energy of a 
hydrogen bond lies in the order of 10-40 kJ/mol and is much stronger than van der 
Waals interactions (~1 kJ/mol) but weaker than Coulombic interactions (~500 
kJ/mol) (38).  

Almost all N-H and C=O groups of the protein backbone are involved in hydrogen 
bonds and are responsible for the regular secondary structural elements such as α-
helices and β-sheets. The nitrogen is the donor atom, the oxygen is the acceptor atom 
and the hydrogen is shared between the two. There are also hydrogen bonds between 
side-chains and between side-chains and back-bone in the protein interior; some of 
which are very strong (39, 40) and highly conserved (41). 
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Hydrogen bonding is not the driving force for protein folding but rather a means for 
polar groups in the protein interior to deal with the unfavorable hydrophobic 
environment. The protein has hydrogen bonding capacity both in the native state 
(between peptide groups) and denatured state (between peptide groups and water). 
However, it seems that all hydrogen bonds have to be satisfied in the protein because 
unsatisfied hydrogen bonds in the protein interior give a large unfavorable 
contribution to the stability (42). 
  

1.5.2 Hydrophobic effect 

The hydrophobic effect is the tendency for nonpolar molecules to form aggregates of 
like molecules in aqueous solution. In a regular solution the mixing of two 
components is driven by the increase in translational entropy upon mixing, while 
usually the enthalpy increases. For this system, the entropy not included in the 
translational entropy is usually very small. Both the entropy and enthalpy are more or 
less temperature independent and the free energy is governed by the magnitude of the 
enthalpy change. In contrast to this simple solution, the signature of the hydrophobic 
effect is that both the enthalpy and excess entropy are largely temperature dependent. 
The reason for the large temperature dependence is a large ∆Co

p,DN. At low 
temperatures the free energy of transferring a non-polar molecule into water is 
signified by a decrease in entropy. One contribution to this decrease is due to the fact 
that the water molecules have to order themselves around the non-polar molecule in 
order not to lose hydrogen bond possibilities. At high temperature, an increase in 
enthalpy gives a large contribution to the free energy of transfer. At this temperature 
the molecules are not ordered so the entropy loss is small but rather, water loses 
hydrogen bonding possibilities. 

Protein folding and stability show many similarities to the hydrophobic effect where 
in the native state the hydrophobic residues are clustered into a densely packed 
hydrophobic core excluded from water. Moreover, proteins show unfolding 
enthalpies and entropies that are temperature dependent due to a large ∆Co

p,DN. This 
also results in that proteins exhibit two temperatures where ∆Go

DN is zero; one high 
and one low temperature corresponding to cold and heat denaturation temperatures, 
respectively (Figure 2). Moreover, most proteins exhibit a maximum stability around 
room temperature where the solubility of non-polar molecules is expected to be the 
lowest. Due to these similarities with the hydrophobic effect, it is hypothesized that 
hydrophobic interactions are the major driving force for protein folding, first 
suggested by Kauzmann (43) and further discussed by Dill (44). For more discussions 
in the subject, see the following references (43-46). 
 

1.5.3 Van der Waals interactions 

Van der Waals interactions exist between all atoms and molecules and are therefore 
non-specific. These close-range interactions are a collection of forces that arise from 
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dipole-dipole interactions, dipole-induced dipole interactions and interactions 
between two induced dipoles. Commonly van der Waals interactions in combination 
with exchange repulsion are modeled as a Lennard-Jones potential energy function, 
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where εLJ is the depth of the potential well and σLJ is the point of zero potential. The 
1/r6 term is the collection of attractive van der Waals forces while the 1/r12 term 
accounts for the exchange repulsion. 

Even though van der Waals interactions are not dominant forces in protein folding 
they play an important role in the packed and optimized hydrophobic core. These 
forces can be calculated for model systems but their contributions to protein stability 
are not easily predicted (45). 
 

1.5.4 Conformational entropy 

Upon folding a protein into the restricted native state there is an enormous loss in 
conformational entropy. The loss in conformational entropy is the major force 
opposing protein folding and has a large impact on the free energy difference between 
the native and denatured states. The magnitude of the conformational entropy seems 
to be residue dependent and is not easily determined (45). However, there are studies 
trying to calculate the conformational entropy for different residue types (47). 

Disulphide bonds are introduced by nature to restrict the number of conformations 
of the denatured state. By lowering the conformational entropy of the denatured state 
the relative stability of the native state is increased (1). However, there are studies 
indicating that disulphide bonds also lower the enthalpy of the native state (48, 49). 
 

1.5.5 Electrostatic interactions 

Electrostatic interactions are long-range forces that play a key role in proteins. They 
are responsible for many of the functions that proteins display and tune protein 
folding and stability (50-54). Charges direct proteins and substrates to their correct 
location, regulate enzyme activity and are important for ion binding (55-63). 
Moreover they prevent aggregation by improving protein solubility (52, 64, 65).  

Electrostatic framework 
All non-covalent interactions except for exchange repulsion and dispersion attraction 
are more or less of electrostatic origin and can be described as the interaction of point 
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charges. Coulomb’s law describes the interaction between point charges which is very 
large in vacuum.  

ij0
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ij0

qq
ij r4r4

U
ji

2
ji

πεπε
==  (16) 

 

where qi and qj are the charges of residue i and j respectively, r the distance between 
them, e=1.602·10-19 C is the elementary charge, ε0=8.854·10-12 F/m the permittivity of 
vacuum and z is the charge number. As obvious from Equation 16 the interaction 
decays as 1/r and is therefore long-range compared to, for example, the van der Waals 
interactions described above.  

Coulomb’s law describes the interaction of charges in vacuum, but in solution the 
description is complicated due to the solvent-charge interactions. In a polar or 
polarizable solvent the solvent molecules will orient themselves around the charges, 
which will result in a decreased effective charge, depending on the polarity or 
polarizability of the solvent. Polarization means that the charge distribution changes 
in an external electric field and polarizability refers to how easily the charge 
distribution of the system changes. It is very hard to calculate all interactions for the 
individual solvent molecules and instead the solvent molecules have been averaged out 
to one macroscopic constant. This constant is called the dielectric constant (εr) and 
gives a measure of the polarizability of the solvent compared to vacuum. A solvent 
described with a dielectric constant is referred to a dielectric continuum where the 
interaction between two charges is written as: 
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Due to the temperature dependence of εr the energy in Equation 17 is a free energy 
because it also accounts for the entropy. For the interaction between two charges of 
same sign in a solvent with a low dielectric constant it is enthalpically unfavorable to 
bring the charges together while in a solvent with a high dielectric constant it is 
entropically unfavorable to bring the charges together (38). As apparent from 
Equation 17 the effective interaction energy is reduced by 1/εr. For water εr is 78.5 at 
25oC (38) and hence charge-charge interactions in water have only 1.3% of the free 
energy of interaction in vacuum. Even though the dielectric constant is a macroscopic 
property there are many attempts to define εr of the protein interior without a general 
consensus (66, 67).  



 13

Introducing salt into the system screens charge-charge interactions and in dilute salt 
solutions the Debye- Hückel theory (68) can describe the interaction energy between 
two charges: 
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where κ=1/D and D=3.04/I½ Å in water at 25oC. 

Protein charges and titrations 
In proteins there are seven residues that are potentially charged depending on the pH, 
the ionic strength and the local electrostatic environment. As many as 29% of the 
amino acids in proteins are titratable (69). pKa values are used to describe the charge 
state of a given residue. When pH=pKa it is equally probable for this particular 
residue to be protonated as deprotonated. The pKa values for individual amino acid 
types have been measured several times and are referred to as model pKa values since 
there are no other charges in the vicinity affecting the values. The model values for 
charged residues occurring in proteins are reported in Table 1. As seen from the table 
several residues carry a charge at neutral conditions where most proteins function.  
 
Table 1. Model pKa-values of the charged groups in proteins. The structure of the side-chain 
under physiological conditions is shown. Values from Nozaki and Tanford (70). 

Residue type pKa,model Structure at neutral pH 

Asp 4.0 -CH2-COO- 

Glu 4.4 -CH2-CH2-COO- 

Tyr 9.6 -CH2-phenol 

Cys 10.8 -CH2-SH 

C-terminus 3.8 -COO- 

Lys 10.4 -CH2-CH2-CH2-CH2-NH3
+ 

Arg 12.0 -CH2-CH2-CH2
-NH=C=(NH2)2

+ 

His 6.3 -CH2-imidazole-(NH) 2
+ 

N-terminus 7.5 -NH3
+ 

 
 
The acid/base equilibrium is described as:  
 
HA  A-+H+  
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with the acid dissociation constant, Ka 
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with the assumption γA- = γHA = 1 the acid dissociation constant can be written as: 
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where pH = –log10(aH+) and pKa = –log10Ka. 
For a negatively charged group the fractional deprotonation as a function of pH is: 
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This equation is called the Henderson-Hasselbalch equation and describes many pH 
titration events that are not affected by other charges. In proteins there are multiple 
charges affecting each other (Figures 5 and 6). Many times a modified version of 
Equation 21 is used to improve the fit to data (71): 
 

)pHpK(nA
aH

F −−
+

=
101

1
 (22)

  
The Hill parameter (nH) also has a physical meaning (see paper II) and tells about the 
electrostatic coupling in the system. Most charges in a protein are surface exposed and 
facilitate interactions with charged molecules of opposite sign and prevent aggregation 
between similarly charged proteins.  

Determination of electrostatic interactions experimentally 
Compared to other non-covalent interactions in proteins it is rather easy to study 
electrostatic interactions. The importance of a specific charged residue can be 
investigated by mutagenesis. Removal or introduction of a charge can give very 
insightful information (15, 24, 26, 53, 72-77). Moreover, electrostatics can be 
investigated by means of pH titrations, which can give information of the charge state 
of the protein as a whole (78-80) or for specific residues in the protein (50). Salt 
efficiently screens electrostatics in a protein and can be used as an additional tool to 
mutagenesis and pH titrations (81-84).  
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Figure 5. Hypothetical titration of aspartate. Residue specific pH-titrations can give 
manifestations of different interactions. a) Electrostatic interactions in proteins are commonly 
observed as elongated titration curves (dashed line) compared to the ideal case following 
Equation 21 (solid line). b) Titration processes with highly shifted pKa values can stem from 
desolvation of the charge (upshift, dashed line) or strong hydrogen bonds involving the 
carboxylate (downshift, dotted line). 
  
 
By the use of NMR spectroscopy one can get residue specific information about the 
electrostatics in the protein (see papers II-IV). By monitoring the chemical shift as a 
function of pH the pKa values of each titrating residue in the protein can be obtained 
(for a review about pKa values obtained by NMR see (85)). Comparing the pKa values 
obtained in this way with the values in Table 1 can give insight into the electrostatic 
coupling and other interactions in the protein. A downshifted pKa value usually 
reports on a favorable electrostatic interaction (86) or strong hydrogen bond (39) 
while an upshifted pKa value reports on either unfavorable electrostatic interactions 
(74) or a buried charge (71, 87, 88) (Figure 5). Electrostatic interactions between 
surface exposed residues normally give pKa values with relatively small shifts. pKa 
values of buried residues, on the other hand, can generate pKa values that are shifted 
by several units (87). From the pKa values the pH dependent stability of the protein 
can be calculated. 
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where qD and qN are the charges of residue i in the denatured and native states 
respectively and are calculated from the pKa values in the denatured and native states:  
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where z is +1/-1 for basic and acidic residues respectively. The main obstacle here is to 
obtain pKa values in the denatured state, but this can be circumvented by measuring 
pKa values of protein fragments (see paper IV). 

The net charge of the protein as a function of pH can be obtained from pH titrations 
of the whole protein or by summing up the charges in the protein. The pH where the 
net charge is zero is called the isoelectric point (pI). At the pI the protein still contains 
charges but the negative and positive charges are balanced. Due to the zero net charge 
the protein is normally least soluble and most aggregation prone at this pH (52, 89, 
90) but for some proteins the highest thermodynamic stability is observed at this pH 
(91). The net charge of the protein can be calculated according to: 
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The first term gives the net charge of all the negative residues in the protein and the 
second term gives the charge of the positive residues in the protein. An example of 
calculated net charge for a small protein is shown in Figure 6a. 
 
 
 

 
 
Figure 6. a) The net charge in PGB1-QDD as a function of pH. The net charge determined 
from residue specific pKa values in low salt (solid line) and 0.5 M NaCl (dashed line) 
calculated using Equation 25. The dotted line represents the net charge calculated according 
to the model values presented in Table 1. The pKa values of the lysines could not be 
determined and hence the model values were used. b) The proton binding capacitance of 
PGB1-QDD as a function of pH determined from the negative derivative of the curves in a). 
For a real protein at low salt the proton binding capacitance curve is extended due to 
electrostatic coupling and pKa shifts.  
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Contribution of electrostatic interactions to stability 

The contribution of electrostatic interactions to protein stability is not understood. 
There are several studies trying to solve this problem but the general conclusion is 
that electrostatic interactions are very context dependent and hence can be stabilizing 
in some cases and sometimes destabilizing. However, it is generally believed that 
proteins contain charges for other reasons than to improve the stability. 

Surface exposed charges are not as large in magnitude due to the efficient screening 
from the surrounding water and generally give quite low effect on protein stability as 
exemplified in a study where 18 surface charges were removed without affecting the 
stability (73). However, other studies have shown that surface salt bridges can stabilize 
the protein (76) or that surface charge removal can give fruitful stability enhancement 
(92). As a fact it has been proposed that protein stability can indeed be increased by 
optimization of surface electrostatics (24, 72).  

When only considering charge-charge interactions of opposite sign, in the protein 
interior with a low dielectric constant, these are stabilizing. However, there is a large 
desolvation penalty accompanied with bringing a charge to a medium with a low εr. 
It is argued that to have a single charge completely buried in the protein would be so 
unfavorable, as to unfold the protein and hence all charges inside proteins are 
surrounded by local protein dipoles and internal water molecules (66). However, it 
was recently shown that a stable protein has high tolerance for introduction of 
ionizable residues in the protein interior but with major shifts in pKa-values (93). In 
the same protein a buried valine was replaced by aspartate and glutamate to illustrate 
the pKa shifts accompanied with desolvating charges. The Asp had a pKa of 8.9 and 
the Glu had a pKa value of 8.8 which are +4.9 and +4.4 pH units higher than the 
intrinsic pKa values of these residues (78, 87). These large shifts are rarely seen in 
proteins which indicates that single charges seldom are buried to that extent and that 
buried residues can have normal pKa values due to local flexibility and water 
penetration (94). In contrast, it is believed that a protein can have two oppositely 
charged residues buried. This ion couple is sometimes called a salt-bridge and can 
have large functional importance (86). However, the contribution of salt bridges to 
protein stability is sometimes stabilizing and other times destabilizing (53). 

1.6 The denatured state 
As pointed out in section 1.2 the denatured state is of great importance for protein 
stability and is thus briefly discussed below. The denatured state is in equilibrium 
with the native state and has a very low population under native conditions which 
makes it hard to study. Numerous studies have tried to picture the denatured state 
and there are indications that for many proteins this state is not completely unfolded 
(95-97). Moreover, there are several studies suggesting that the denatured state adopts 
conformations with dominant contributions from polyproline II structures (reviewed 
in (96)). Interactions persisting in the denatured state can have profound effects and 
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drastically stabilize or destabilize the native state. Studies have showed that 
electrostatic interactions in the denatured state destabilize the native state (98, 99). 
Introducing disulphide bonds, prolines or changing glycine to alanine stabilizes the 
native state by increasing the free energy of the denatured state (22). 

It is of large interest to model the denatured state accurately in order to calculate 
protein stability. There are different indirect ways to study the denatured state such as 
mutational studies (98, 100) and more direct ways where the residual structure is 
investigated by hydrogen exchange of acid denatured protein (101). Moreover, large 
fragments of the protein have been used to model the denatured state ((102-104) and 
paper IV) as well as unfolded monomers of folded heterodimers (105). 
 

1.6.1 The Gaussian-chain model 

One way of treating the denatured state is to model it as a flexible polymer where the 
distance between any two residues (r) is not fixed but varies according to (106): 
 

)/2d3rexp()d(3/2r4p(r) 223/222 −= ππ  (26) 
 
where the root mean square distance between residues (d) is dependent on the 
number of peptide bonds separating the two residues (n), the effective bond length 
and a shift (s) to account for that side-chains are stretching out from the back-bone: 
 
d=bn1/2+s  (27) 
 
The mean electrostatic interaction energy between two residues can be calculated 
according to the Debye-Hückel theory using numerical integration. This model has 
been very useful to account for local and non specific electrostatic interactions in 
unfolded proteins. In a number of studies the pH-dependent stability calculated using 
the Gaussian chain model was shown to better reproduce stability data compared to 
using model values or a native-like model (106, 107).  
 
 

 
 
Figure 7. Visualization of the Gaussian chain model where b=7.5 Å and n=1 between i and j 
and n=2 between i and k. To account for that the distance of interest is between two side-
chains the shift s (5 Å) is added according to Equation 27.  
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1.7 Intermolecular interactions 
Interactions between molecules are governed by the same noncovalent molecular 
forces as in the intramolecular case. The understanding of inter molecular interactions 
is crucial in deciphering many biological aspects. For example it is crucial when 
optimizing a therapeutic protein that binds to a receptor (108) or when trying to 
characterize the interactions between proteins and nanoparticles (109-112). One 
difference between intramolecular and intermolecular interactions is configurational 
entropy. Configurational entropy has to do with the number of possible 
configurations of the molecular system and is the opposing force for assembly of 
molecules. This is the reason for the concentration dependence of association where a 
high concentration drives assembly. 

There are several techniques to identify protein intermolecular interactions such as 
isothermal titration calorimetry (ITC), nuclear magnetic resonance (NMR) and 
surface plasmon resonance (SPR). One technique used and described in more detail 
in section 3.6 is Bimolecular fluorescence complementation (BiFC) and in particular 
a split GFP method.  

1.8 Ligand binding 
There is no difference between the models describing protein-ligand binding and 
protein-protein association. The ligand has a broad definition and can be a small ion 
(113), another protein (114) or a large nanoparticle (111). Affinity is a concept to 
describe how strongly the ligand is bound and is shown in the equilibrium constant. 
Usually the inverse of the association constant (dissociation constant) is reported and 
gives a measure of the free ligand concentration needed to reach half saturation 
(Figure 8a). 

The simplest binding model is where the protein (P) binds only one ligand (L). 
Consider the following equilibrium: 
 
P + L  PL (28) 
 
If choosing the standard state to be 1 M the association constant is 
 

[ ]( )
[ ][ ]LP

M 1PL
K A =  (29) 

 
and the standard free energy is 
 
 ∆Go=-RTln(KA) (30) 
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Note here that the equilibrium constant and the standard free energy are dependent 
on the standard state. The complex is formed according to: 
 

[ ] [ ][ ] [ ]PLkLPk
PL offon −=
dt

d
 (31) 

  
At equilibrium the complex concentration is constant so that: 
 

[ ][ ] [ ]PLkLPk offon =  (32) 
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The degree of saturation is: 
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Usually one only knows the total ligand concentration, [L]tot, and if stating the degree 
of saturation in terms of the [L]tot instead the equation becomes more complicated: 
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By following a binding reaction (e.g. using spectroscopy) with known total protein 
and ligand concentrations and fitting Equation 36 to data the dissociation constant 
can be determined. An example of a hypothetical binding curve using Equation 36 is 
shown in Figure 8b. Using the definition of the association and dissociation constants 
defined in Equation 29, KA is dimensionless and is the more rigorous way of writing. 
However, using Equation 33 and 34 or ignoring the standard state in Equation 29, 
KA and KD have units in terms of M-1 and M respectively. This way of writing aid in 
knowing the free ligand concentration required to reach half saturation and is used 
frequently in the biological literature. 
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Just as for protein folding, the free energy of association is a balance between the 
lowest enthalpy and the highest entropy and association reactions display the same 
enthalpy-entropy compensation. Upon association the molecules lose configurational 
entropy but might gain in enthalpy and solvent entropy by the release of water from 
the binding site (reviewed in (13)). There are also studies showing that the 
conformational entropy of a protein upon binding a ligand can actually increase 
(115). 

In many cases the protein has many binding sites for ligands and the binding of one 
ligand affects the binding of subsequent ligands. In these instances it is of interest to 
determine microscopic and macroscopic binding constants and the cooperativity of 
binding (116, 117). In the case of proton binding to ionizable groups there are 
usually too many ligands to obtain microscopic binding constants but the 
cooperativity can be observed in the shapes of the binding curves (see paper II). 

 
 

 
 
Figure 8. Hypothetical ligand binding obtained by using Equation 35 (a) and 36 (b) with 
KD=100 µM and [P]tot=300 µM.  

1.9 Protein reconstitution 
The phenomenon of protein reconstitution, or fragment complementation, was 
observed over 50 years ago for ribonuclease by Richards (118) and refers to the ability 
of dissected proteins to reassemble a functional protein with the same fold as the 
intact protein. It is now observed for many proteins (119, 120) and is thought to be 
an intrinsic property of proteins (119). The same molecular forces, described above, 
are involved in protein reconstitution as in folding of the intact chain. The main 
difference is the configurational entropy associated with assembly of molecules. Due 
to this close correlation between folding and reconstitution it is believed that there is 
a correlation of the affinity between fragments and the stability of the intact chain. 
This has been shown in a few cases (54, 121, 122) where the affinity between 
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reconstituting fragments of mutants is correlated with the stability of the intact chain 
of the same mutants. The correlation suggests that protein reconstitution can be a 
model to study the relative strength of different kinds of interactions contributing to 
protein stability under native conditions. Moreover, it proposes that by optimizing 
the affinity, the stability is also enhanced. The main advantage of protein 
reconstitution is that the contributions to the affinity between fragments can be 
measured under conditions where the protein is maximally stable. This is in contrast 
to denaturation studies that are investigated far from physiological conditions. 

Fragment complementation is observed for all proteins used in this thesis (Figure 11) 
even though the affinity between the fragments span over several orders of magnitude. 
Experimentally, reconstitution can be studied using a wide range of biophysical 
methods such as NMR spectroscopy, CD spectroscopy, fluorescence spectroscopy, 
absorbance spectroscopy, SPR technology, ITC and gel electrophoresis. A detailed 
review about protein reconstitution is found in paper V. 

 
 

 
 
Figure 9. Visualization of reconstitution for PGB1-QDD using CD spectroscopy. The 
spectrum for the N41 fragment (dashed line), C16 fragment (dotted line), the sum (dash- 
dotted line) and the mixture of equimolar of each fragment (solid line). The inset shows the 
spectrum of intact PGB1-QDD. The figure was adapted from (123). 
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2. PROTEIN SYSTEMS SELECTED 

The results presented in this thesis were obtained mainly using three proteins that will 
be described briefly in the following sections. These proteins were selected for their 
characteristics to fulfill the needs of each project. 

2.1 Protein G B1 
Protein G is an immunoglobulin G (IgG) binding, multidomain cell surface protein, 
found in certain strains of Streptococcus and belongs to the same class of bacterial IgG 
binding proteins (124) as proteins A and L1. Protein A and G bind competitively to 
the same part of IgG even though there is little sequence or structural homology 
between the IgG binding domains (114). The coating with antibodies on the bacterial 
surface is thought to be a means for the bacteria to evade the host immune system 
(125). 

Protein G has at least two domains, called B1 and B2 (abbreviated as PGB1 and 
PGB2), that bind the constant fragment of IgG with high affinity. The binding site 
on PGB1 was investigated and is thought to involve strand 3 and the helix (114, 126, 
127). PGB1 is a 6.2 kDa protein consisting of 56 amino acids with a β-grasp fold2 as 
determined both by NMR and crystallography (128, 129) (Figure 11). The protein 
has two β-hairpins (two antiparallel β-strands connected by a turn) and a parallel 
sheet formed by the N- and C-terminal strands. Altogether, the strands are grasping 
the helix. The protein has a buried tryptophan but contains no prolines or cysteines 
and is easy to express and purify. Due to its characteristics it has been one of the most 
widely used model proteins in biochemistry and biophysics. 

The protein is thought to fold according to a two-state model, is very stable to high 
temperatures and denaturant concentration and is folded over a wide pH range (129, 
130). The thermodynamic properties of the protein are well-characterized revealing a 
low ∆Co

p,DN. This is believed to be the reason for the high melting temperature 
despite a low ∆Go

DN at room temperature (130). The folding of PGB1 is initiated by 
the second β-hairpin (131) but the order of folding can be changed if the first hairpin 
is stabilized (132). The pKa values of the acidic groups in the protein were determined 
by proton NMR spectroscopy (133) and their possible ion-pairing to lysines (134). 

                                                                                                                                      
 
1 Protein A and L: IgG binding cell surface proteins found in Staphylococcus aureus and 
Peptostreptococcus magnus respectively. 
2 Two-layer alpha+beta architecture in which four beta-strands form a mixed beta-sheet. 
Strands 1 and 4 are parallel and an alpha-helix connects strands 2 and 3 to form a right-
handed beta-alpha-beta unit. 
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PGB1 can reconstitute between fragments comprising residues 1-40 and 41-56 even 
though with low affinity (135-137). Moreover, it is shown that the C-terminal β-
hairpin folds at low temperatures and high salt concentration (123, 135, 138-140). 

In the wild type (wt) protein N-terminal cleavage is observed but is minimized in the 
T2Q mutant (141). Asparagines followed by a glycine are very deamidation prone, 
especially at high temperatures and pH (142). In order to avoid mixtures of several 
species due to deamidation, asparagines 8 and 37 were mutated to aspartate. The new 
variant of PGB1 hence has the following mutations T2Q, N8D and N37D and is 
called PGB1-QDD. This variant is used in all PGB1 studies in this thesis. 
The sequence and characteristics of PGB1-QDD are given in Figure 10 and Table 2.  
 
 

 

 
 

Figure 10. Sequence and topology of PGB1-QDD. The mutated residues are in bold. 
 
 
Table 2. Characteristics of PGB1-QDD. Thermodynamics and affinity to IgG of intact 
protein determined at pH 7.5 and low salt (150 mM for IgG binding studies). ∆Go was 
extrapolated back to 25oC or 0 M urea for thermal and urea denaturations respectively. ∆Ho 
was determined at Tm or Cm and ∆Co

p was obtained from global fit (91). The isoeletric point 
was determined from residue specific pKa values (143). The affinity between fragments was 
determined at pH 5.5, low salt and 25oC (123). 

Tm* ∆Go† ∆H o† ∆Co
p

‡ Cm
| ∆Go† m§ pI 

log KA 
QDD•IgG 

logKA 
N41•C16 

56.3 16.2 198.9 1.8 4.1 12.1 2.9 4.3 7.74 4.3 

Units expressed as * oC, † kJ/mol, ‡ kJ/(K·mol), | M, § kJ/(mol·M) 

2.2 Calbindin D9k 

Calbindin D9k is a mammalian calcium binding protein that is expressed in many 
organs such as the small intestine and kidney where calcium is taken up. The protein 
is believed to be involved in calcium uptake, buffering and transport. Bovine 
Calbindin D9k (8.5 kDa) consists of 75 amino acids structured into two EF-hands 
which bind one calcium ion each (144) (Figure 11). Many of the residues are charged 
at neutral pH; 13 Glu, 4 Asp and 10 Lys; which give the protein a net negative 
charge. The protonation behaviors for most charged residues were investigated and 
are presented in references (145-147). The calcium binding occurs without any large 
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conformational change and is very strong and cooperative (148). Calbindin D9k is 
highly stable with a melting temperature of 85oC for the calcium free form (149). 

The proline at position 43 has a significant cis-trans isomerization (150, 151). To 
avoid a mixture of protein structures a mutant is commonly used, where the P43M 
variant is a frequent choice. This variant also facilitates cyanogen bromide cleavage to 
obtain two fragments. These fragments reconstitute with high affinity and in a 
calcium dependent manner. The effect of hydrophobic core mutations was 
investigated and shown to be important for the affinity (121) while electrostatic 
interactions showed smaller effects on the affinity (152). 

2.3 Green fluorescent protein  
Green fluorescent protein (GFP) comes from the jellyfish Aequorea victoria and as the 
name implies fluoresces in green. Three scientists, Osamu Shimomura, Martin 
Chalfie and Roger Tsien were awarded the Nobel Prize in 2008 for the discovery and 
development of GFP. The discovery was made in the 1960’s and today the use of 
GFP is widespread and applied in many areas of science and medicine (153).  

The 27 kDa protein consists of 238 amino acids that fold into a β-barrel structure3 
made of 11 β-strand with a single α-helix crossing the interior (154, 155) (Figure 11). 
The astonishing aspect of this protein is that the green fluorescence is intrinsic in the 
amino acid sequence. Residues 65, 66 and 67 build up the chromophore that is 
located in the central helix. When the protein has folded into a near native structure 
these residues undergo an autocatalytic cyclization, with the use of molecular oxygen, 
to form a 4-(p-hydroxybenzylidene)-5-imidazolinone (154-156). The chromophore 
of wt GFP from A. victoria, comprising Ser65, Tyr66 and Gly 67, alternates between 
two ionization states with different excitation peaks at 395 and 475 nm. The different 
states, however, have similar emission peaks at 508 and 503 nm. By mutating serine 
65 to threonine or cysteine the anionic species is favored and absorption occurs solely 
at 475 nm (157, 158). The GFP studies in this thesis, paper VI and VII, use a S65C 
variant with excitation at 475 nm and emission at 505 nm. The folding and stability 
of GFP has been investigated in depth. GFP can be reversibly denatured and the 
protein folds quickly but chromophore formation is slow (156, 157). However, GFP 
is found to misfold and aggregate and it is found that the protein folds better below 
37oC (157). 

There are several GFP variants with different properties. Mutating, mainly the 
chromophore residues, the protein could fluoresce in different colors from blue to 
yellow (155, 159). By optimizing another fluorescent protein, DsRed from the coral 

                                                                                                                                      
 
3 several β-strands forming a closed structure in which the first strand is hydrogen bonded to 
the last 
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Discosoma striata, the red part of the spectrum was incorporated (159, 160). There are 
also mutants of GFP that have changed the properties of the protein rather than the 
color. There are variants with increased solubility, stability and improved fluorescence 
intensity (64, 65, 155, 157, 161)). 

 
 

 
 
Figure 11. All proteins used in this thesis can reconstitute from fragments (GFP needs a 
fusion partner to reassociate) and the N- and C-terminal fragments are shown in green and 
blue respectively. The affinities between PGB1 and calbindin fragments were determined in 
(121, 137) respectively, but not determined for GFP. The figure was prepared using the pdb 
files 1pgb (PGB1), 4icb (calbindin D9k) and 1ema (GFP) and MOLMOL (162). 
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3. METHODS 

3.1 Circular dichroism spectroscopy 
Circular dichroism (CD) arises from the fact that chiral molecules (with 
chromophores) absorb left- and right-circular polarized light to different extents. It is 
the difference in absorbance between the two components that is measured and hence 
the signal can be both positive and negative. A drawback is that it has much lower 
sensitivity compared to regular absorbance since it measures a difference.  

According to Beer-Lamberts law, the absorbance is: 
 
A=ε·c·l (37) 
 
ε is the absorption coefficient (M-1cm-1), c is the concentration (M) and l is the sample 
pathlength (cm). CD is the difference in ε between left (L) and right (R) polarized 
light according to:  
 
∆ε=εL-εR (38) 
 
The molar ellipticity, [θ] (given in deg·cm2/dmol), is related to ∆ε: 
 
[θ]=3298· ∆ε (39) 
 
Briefly, in the CD spectrometer a light-source first produces high energy light that is 
passed through a monochromator to produce linearly polarized monochromatic light. 
The light goes through a photoelastic modulator to produce alternating left- and 
right- circular polarized light. The detector measures the light after the sample and if 
the sample contains chiral molecules the left- and right circular-polarized light will be 
absorbed to different extents. The voltage difference for the two components is 
measured and transformed into millidegrees of ellipticity. 

Proteins are made by L-enantiomeric amino acids with a chiral Cα (except for Gly) 
and will absorb left and right polarized light to different extents. In the far-UV CD 
region (250-170 nm) the peptide backbone is the chiral chromophore that gives rise 
to the CD signal. The far-UV CD signal depends on the secondary structural 
elements where the peptide bonds are located, but cannot except in rare cases, give 
information about the amino acids building up the structures. The secondary 
structural elements have characteristic spectra, but in a protein with a mixture of 
elements this will be reflected in the total signal (Figure 12a). Hence the CD 
spectrum can be used to determine the secondary structure of a protein, but with 
uncertainty. In α-helices there will be a synergy effect giving rise to strong signals. 
The far-UV signal is sensitive since all peptide bonds contribute. 
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In the near UV CD region (350-250 nm) information about the tertiary structure can 
be obtained. The chromophores are the aromatic residues (Phe 250-270 nm, Tyr 
270-290 nm and Trp 280-300 nm) and disulphide bonds (broad signals throughout 
the near UV-spectrum). Moreover, this region can, in combination with the far-UV 
region, give information about whether the protein has a well folded tertiary structure 
or simply secondary structural elements. The near-UV signal is very insensitive and a 
high protein concentration is usually needed.  

CD is commonly used to observe structural differences between mutants and 
structural differences upon binding. Moreover, CD is frequently used to study 
protein denaturation (see section 1.3.1 and Figure 12b). For a recent review about 
CD see Kelly et al. (163). 
 
 

 
 
Figure 12. a) Comparison of far-UV CD spectra for PGB1-QDD at 20oC (solid line) and 
95oC (dotted line). b) Thermal denaturation as observed from the loss in signal at 218 nm 
(solid circles) and fitting Equation 12 to data (solid line).  

3.2 Fluorescence spectroscopy 
Normally at room temperature molecules are in the electronic ground state. Upon 
absorption of photons, the electrons become excited to higher energy levels. In 
general the molecules are excited to higher vibrational levels as well. The excitation 
event is very fast but is followed by a slow vibrational relaxation to the lowest 
vibrational level in the excited state. The energy lost in this process is radiationless 
and the energy is lost as heat. For some molecules the following return to the ground 
state is accompanied by release of a photon, where this phenomenon is called 
fluorescence. The emitted photon always has lower energy than the incoming one. 



 29

Proteins contain three amino acids that fluoresce, tryptophan, tyrosine and 
phenylalanine4. Of these intrinsic fluorophores Trp dominates the fluorescence in 
most proteins. Moreover, the Trp fluorescence can be vastly different when located in 
different environments. A buried tryptophan usually has higher fluorescence than 
when solvent exposed, where collisions with the solvent quench the fluorescence. The 
emission wavelength can also shift significantly since the fluorescence is sensitive to 
the polarity of the environment with a shift towards longer wavelengths in a more 
polar environment. This makes Trp fluorescence suitable for protein denaturation 
studies (Figure 13). 

There are also proteins with intrinsic fluorescence that does not stem from Trp, Tyr 
or Phe. The most widely known example is the green fluorescent protein (GFP) that 
shows green fluorescence (see section 2.3). The fluorophore is encoded in the protein 
sequence and is composed of three amino acids that make a cyclization reaction in the 
protein core (155, 159, 160). More examples of proteins with intrinsic fluorescence 
are DS red and derivatives thereof (160, 164). 

 
 

 
 
Figure 13. Urea denaturation of PGB1-QDD following the tryptophan fluorescence. Trp 43 
is buried in the protein core in the native state but changes fluorescence drastically when the 
tryptophan becomes solvent exposed in the denatured protein.  

 

                                                                                                                                      
 
4tryptophan λmax (abs)= 280, λmax (em)= 348, tyrosine λmax (abs)= 274, λmax (em)= 303 and 

phenylalanine λmax (abs)= 257, λmax (em)= 282 
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3.3 Bimolecular fluorescence complementation 
Bimolecular fluorescence complementation (BiFC) is an assay based on the 
reconstitution of fragments of a fluorescent protein with the aid of interacting 
partners fused to the fragments. The method is very useful to visualize interactions in 
vivo and no exogenous components perturbing the cells are required. Many of the 
methods rely on complementation of GFP or derivatives thereof. BiFC has been 
proven to be useful to show interactions in various cells as bacteria, yeast, plants and 
mammalian cells (165-171). One major drawback of the method is the slow rate of 
the reactions required for fluorophore maturation (172). Therefore the complex 
formation cannot be studied in real-time and the complex formation is usually 
irreversible. These aspects of the methods, however, also contribute with some 
advantages in that transient and low-affinity interactions can be observed that are out 
of reach with other methods. For a review about BiFC, see for example Kerppola 
2008 and 2009 (172, 173). 
 
 
 

 
 

 
Figure 14. Vectors used in the split GFP system. The fusion partners are ligated into the 
vectors using the XhoI/BamHI and NcoI/AatII restriction sites for pET11a-link-NGFP and 
pMRBAD-link-CGFP, respectively. The figure was prepared using the vector sequences found 
at http://www.yale.edu/reganlab/publications.html and the program pDRAW32 found at      
(http://www.acaclone.com). 
 
 

3.3.1 Split GFP system 

One variant of BiFC is the split GFP method where GFP is the fluorescent protein. 
In one system developed by the group of Lynne Regan, GFP is dissected between 
residues 157 and 158 to yield two fragments. These fragments have too low affinity to 
be able to reconstitute, but if interacting partners are fused to the ends of the 
fragments the local concentration of the GFP fragments is increased and GFP 
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associates to form the native fold with chromophore development (168, 169, 171, 
174).  

The cloning into this system makes use of two different vectors (Figure 14) in order 
to control the expression levels of the different fragments (169). Moreover, the vectors 
have different cloning sites with separate restriction pairs. The two vectors have 
distinct promoters where one vector is induced by Isopropyl β-D-1-
thiogalactopyranoside (IPTG) and one with arabinose. The antibacterial resistance is 
also different with ampicillin and kanamycin resistance for pET11a-link-NGFP and 
pMRBAD-link-CGFP respec-tively. Hence, bacterial growth on a medium 
containing both antibiotics ensures incorporation of both plasmids. 

3.4 Differential scanning calorimetry 
In DSC the heat capacity, Cp, of the solution of interest is compared to the Cp of a 
reference solution and monitored as a function of temperature. The cells containing 
the solutions are kept at constant pressure in an adiabatic shield. The difference in 
applied power required to maintain the sample and reference cells at the same 
temperature is accurately monitored as a function of temperature. 

DSC is a common way of studying heat denaturation of proteins (see section 1.3.1). 
The Cp of a protein undergoing an unfolding event changes as in Figure 15. Before 
the unfolding the heat capacity of the native state, Cp,N, is displayed and after the 
unfolding the heat capacity of the denatured state, Cp,D is shown. The difference 
between the two is ∆Cp,DN.  
 
∆Cp,DN=Cp,D-Cp,N (40) 
 
where the observed heat capacity is 
 
Cp,obs=FNCp,N+Cp,exc+ FDCp,D (41) 
 
The excess heat capacity, Cp,exc, observed during the denaturation event is due to that 
the supplied energy is used to shift the protein molecule to structures with higher 
energy. Hence, during the transition more heat is required in order to increase the 
temperature of the solution. The area under the excess Cp curve is the enthalpy 
change of the denaturation, ∆Hcal.  
 

∫=∆ TCH exc
pcal d  (42) 

 
This enthalpy is model independent. If assuming a two-state model the enthalpy of 
denaturation can also be calculated using van’t Hoff’s equation  
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T

lnK
RTHvHoff d

d2=∆  (43) 

 
Comparison of the two enthalpies (∆HvHoff/ ∆Hcal) gives a measure of how well the 
denaturation follows a two state process. A ratio below one could be due to that the 
protein has intermediates or forms oligomers (175).  
 
 

 
 
Figure 15. DSC of PGB1-QDD at pH 7.5 and low salt. The raw DSC trace (after buffer 
subtraction) is shown as a solid line. The fraction denatured is shown in the dashed line and 
the melting temperature is shown with a filled circle and solid vertical line. Cp,N, Cp,D and 

∆Cp,DN are indicated to the left. 
 

3.5 Surface plasmon resonance technology 
SPR technology is a useful method to study protein interactions because it is possible 
to obtain both affinities and kinetics. Moreover, it is a general method that does not 
rely on specific chromophores and it has a broad affinity range. A drawback is that 
interactions are studied at a surface, instead of in solution, and surface effects may 
perturb the binding parameters. 

The optics of an SPR instrument consists of a metal coated prism. Electromagnetic 
radiation from a light source is used to excite surface plasmons in the metal film. The 
plasmons are only excited by light at a certain incidence angle. At this resonance angle 
the reflected light has a sharp minimum and it is this angle dependent intensity that is 
measured. The resonance angle is dependent on the refractive index of the sample 
above the metal film and association and dissociation of macromolecules on the 
surface changes the refractive index. This makes the resonance signal proportional to 



 33

the mass bound at the surface. In a typical experiment one component is immobilized 
at or close to the metal film and the other component, dissolved in the buffer of 
choice is continuously flown over the surface. The amount bound is monitored as a 
function of time and gives the association phase (Figure 16). After saturation of the 
surface, one switches to flowing buffer over the surface and then dissociation is 
measured (Figure 16). Dissociation should be concentration independent and usually 
a single exponential can be fitted to these data. Association is on the other hand 
concentration dependent so in order to extract the association rate constant from the 
equation fitted to association data one needs to know the concentration. 

 

 
 
Figure 16. Binding of PGB1-QDD to IgG as determined from SPR measurements where the 
association and dissociation phases are indicated. IgG was immobilized by amine coupling to a 
C5 chip and PGB1-QDD flown over the chip. The pH was 7.5 and the ionic strength 150 
mM. 
 

3.6 Nuclear magnetic resonance spectroscopy 
After the development of Fourier transform NMR spectroscopy (176) and 
multidimensional NMR spectroscopy (177) the method experienced an enormous 
growth in studying proteins. NMR spectroscopy is one of the few methods used to 
determine protein structures, but it is also a very useful method to provide a dynamic 
picture at atomic resolution of events going on in biological processes. For example, 
NMR spectroscopy can be used to measure ligand binding of potential drug 
candidates to a specific receptor, both in terms of affinities and which residues are 
involved (178). Moreover, it is very useful in determining kinetics and dynamics 
(179, 180). Following, will be a short section about NMR theory. For a more 
elaborate description the reader is referred to Cavanagh et al. (181). 
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All nuclei have an intrinsic angular momentum called spin which is expressed by the 
nuclear spin quantum number I. An NMR active nucleus has a nonzero I that gives 
rise to angular momentum of the nuclei. For proteins one mostly studies the nuclei 
1H, 13C and 15N that have I=½. The spin angular momentum, I, is a vector quantity, 
but due to the quantum mechanical nature of spin only one Cartesian component can 
be specified simultaneously. Normally the z-component is expressed, 
 
Iz=ћm  (44) 
 
where m is the magnetic quantum number that has 2I+1 values in integral steps  
(-I, -I+1,…,I-1, I). So for I=1/2 and m=-½, ½ the value of Iz=-½ћ, ½ћ. Nuclei with 
I≠0 also have a nuclear magnetic moment, µ, which is defined as 
 
 µ=γ· I (45) 
 

where the constant, γ, is the gyromagnetic ratio and has distinct values for different 
nuclei, for example, γ1H=26.75·107 rad·T-1·s-1, γ13C=6.73·107 rad·T-1·s-1 and γ15N=-
2.71·107 rad·T-1·s-1. Hence the magnetic moment is different for separate nuclei, even 
though they have the same spin angular momentum. 

In the absence of an external magnetic field the spin angular momentum vectors do 
not have a preferred orientation since all values of m have the same energy. In the 
presence of a magnetic field the different spins will have different energies. If just 
considering the z-components the energy is: 
 
E=- µzB0=- ћmγB0  (46) 
 
where ћ is Plancks constant (h) divided by 2π and B0 the applied magnetic field. The 
spin oriented in the same direction as the magnetic field has the lowest energy. Thus, 
in a magnetic field the 2I+1 different energy levels will have a slightly unequal 
population (according to the Boltzmann distribution) and will depend on the nuclei 
and magnetic field strength. It is this small population difference that is measured and 
is the reason why NMR spectroscopy is a very insensitive method compared to other 
spectroscopic methods.  
 

3.6.1 Chemical shift 

The NMR frequency of a nucleus in a molecule depends primarily on the field 
strength and the gyromagnetic ratio, γ, of the nucleus. For example 1H, 13C and 15N 
will be observed at very distinct frequencies since they have different γ. However, not 
all protons or carbon nuclei will be observed at exactly the same frequency but rather 
this will depend on the local environment. This slight shift in frequency is called the 
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chemical shift and is measured in parts per million (ppm) compared to a reference 
frequency of a standard molecule. The reason for chemical shift is that the actual 
magnetic field experienced by a nucleus located in a molecule is somewhat different 
compared to the magnetic field the nucleus would experience if the electrons were 
removed. The applied magnetic field induces motions of the electrons generating 
secondary magnetic fields decreasing or enhancing the applied magnetic field. The 
magnetic field observed by the nucleus is hence smaller or larger than the applied 
magnetic field and is referred to as the nucleus being shielded or deshielded with the 
shielding constant σ and the frequency of the nucleus is: 
 

2π
σ)(1γB

ν 0 −
=  (47) 

 
However, since σ depends on the applied magnetic field and is difficult to determine 
the chemical shift is measured relative to a reference compound: 
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The chemical shift differences (in ppm) measured at different field strengths can 
conveniently be compared. The reference compound is usually one with shielded 
nuclei so that this signal is observed at the low frequency end of the spectrum and 
most other nuclei of the same kind in other local environments get positive δ.  
 

3.6.2 Isotope labeling 

Proteins are mostly composed of hydrogen, carbon, nitrogen and oxygen. The natural 
isotopes of these residues are 1H, 12C, 14N and 16O. Of these it is only 1H that has a 
nuclear spin quantum number of ½ that is the most convenient spin to study. 
Therefore, when using NMR, one normally expresses proteins in media enriched with 
isotopes more suitable for NMR, where the most common isotopes are 13C and 15N.  
 

3.6.3 Two and multidimensional NMR spectroscopy 

When dealing with protein NMR spectroscopy the traditional one-dimensional 
NMR experiment is not enough to resolve all the atoms in the molecule. More 
dimensions have to be invoked to obtain a reasonable resolution. Therefore, protein 
NMR spectroscopists today mostly deal with two- or multidimensional NMR 
spectroscopy. In these experiments the chemical shift of one nucleus is correlated with 
the chemical shift of at least one other nucleus.  

One of the most common two dimensional experiments for proteins is the 15N 
heteronuclear single quantum coherence (HSQC) experiment (182) where the 
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backbone amide nitrogens and protons are correlated in a two dimensional 
experiment and gives a fingerprint of the protein. An example of a spectrum from 
such an experiment is shown in paper I, Figure 1a. In this thesis NMR spectroscopy 
has mostly been used to determine the protonation/deprotonation events occurring at 
negatively charged residues in proteins. By doing so, information about electrostatic 
interactions in proteins can be obtained at atomic resolution. Here one utilizes that 
the chemical shift is sensitive to changes in electrostatic potential at nearby atoms. 
One experiment used in these studies correlates the side-chain carboxyl carbon 
chemical shift with the β- or γ-protons for Asp and Glu respectively (183). In Figure 
17 such a spectrum is shown for PGB1-QDD.  As the carbonyl group becomes 
deprotonated the 13C chemical shift increases and can easily be determined as a 
function of pH. See paper IV, Figure 3 for an illustration of how the chemical shift 
changes with pH.  

 

 
 
Figure 17. a) The nuclei that are correlated in the spectrum (circled) for Asp and Glu. Since 
there are two β− and γ− protons for Asp and Glu respectively there can be two proton signals 
for every carbon signal stemming from that the protons can have slightly different local 
environments. b) H(C)CO spectrum for PGB1-QDD at pH 5. Signals to the right show side-
chain carboxyl groups. To the left back-bone carbonyl groups are also displayed. 
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4. INTRODUCTION TO PAPERS 

During my thesis work I have had the opportunity to study different aspects of 
various protein puzzles which has resulted in many papers where seven of these papers 
form the basis of this thesis. In Figure 18 a Venn diagram illustrates the connections 
between the presented papers. Following will be a short description of the different 
projects and papers.  
 

 
 

Figure 18. The papers in this thesis are put into categories in a Venn diagram (184) where 
connections between them are shown.  

4.1 Electrostatic interactions in PGB1; papers I, II, III 
 and IV 
Proteins have at neutral pH a high number of charges, which affect protein stability 
even though they are not introduced to improve the stability. Elucidation of 
electrostatic interactions in proteins is a highly complex matter since there are many 
charges interacting in a coupled manner. The high charge density of PGB1-QDD 
makes this an excellent protein for studies of electrostatics in proteins. The protein is 
small, stable and has many surface exposed charges; 7 Asp, 5 Glu and 6 Lys (Figure 
19). 
 

4.1.1 Paper I 

pH modulates the charge distribution in a protein and is hence a means to study the 
effect of electrostatic interactions in proteins. Introduction of salt is anticipated to 
screen most electrostatic interactions expecting the stability to be more or less pH 
independent in a salt solution. However, the net stability might be affected by salt 
because attraction and repulsion might be of different magnitudes. 
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Figure 19. PGB1-QDD is a highly charged system with 20 surface exposed charges at pH 7. 
The protein is shown in two orientations, related by a 90 degree rotation out of the paper 
where negatively and positively charged side-chains are shown in black and grey respectively. 
The figure was prepared using the pdb file 1pgb and PyMOL (DeLano Scientific) where T2Q, 
N8D and N37D were mutated into the structure. 
 
  

In paper I the pH-dependent stability of PGB1-QDD studied at different salt 
concentrations is presented. The stability was measured both by thermal and chemical 
denaturation using several methods; CD and fluorescence spectroscopy and DSC. At 
low salt concentration, the protein showed a clear pH-dependent stability with an 
optimum around pH 4.5, which is close to the isoelectric point. At high and low pH 
the stability decreased but with a larger loss at high pH indicating that the protein is 
more tolerant to acidic than basic pH.  

Due to the high charge density in the protein salt was anticipated to diminish the 
pH-dependence in the stability. At physiological salt concentration, however, the pH 
dependence was surprisingly only mildly reduced. Still at 2 M salt the stability was 
pH-dependent and the screening of charges was different at low and high pH. It was 
found that salt was able to screen electrostatic interactions at low, but not at high net 
charge. From the drastic drop in stability between pH 6 and 10 one could reason that 
there must be residues that have unequal pKa values in the native and denatured states 
persisting even at a high salt concentration. At the low pH values salt screened 
efficiently suggesting that residues titrating in this region have the same pKa values in 
the native and denatured states at a high salt concentration. In all, the results from the 
study put an interest in pKa determinations at different salt concentrations. 
 

4.1.2 Paper II  

pKa values of individual residues can give useful insight into electrostatic interactions 
and contributions of electrostatics to protein stability. By determining the pKa values 
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at different salt concentrations information about direct electrostatic interactions can 
be obtained. In order to get a better understanding of the pH-dependent stability of 
PGB1-QDD heteronuclear NMR spectroscopy was used to get residue specific pKa-
values at two salt conditions; no added salt and 0.5 M NaCl. From the 13C chemical 
shift of the carbonyl carbon of Asp and Glu residues as a function of pH the pKa 
values were determined. The results showed that there was a large spread in the pKa 
values where some residues had highly upshifted values whereas some residues had 
highly downshifted values. The titration curves were investigated in more detail and 
new tools to investigate electrostatic coupling were derived. For some residues the 
modified Henderson-Hasselbalch Equation (22) did not fit to data due to asymmetric 
titration curves so instead the data was fitted with a model taking into account 
electrostatic interactions with other residues and gave excellent agreement.  

The derivatives of the titration data were calculated to show the proton binding 
capacitance as a function of pH and this gave information of electrostatic coupling in 
the protein. An asymmetry in proton binding capacitance as a function of pH could 
also be captured. Moreover, it was observed that residues titrating in the same interval 
had extended capacitance curves while residues with highly shifted pKa values had 
capacitance curves similar to ideal Asp and Glu titrating in the absence of other 
charges. Electrostatic coupling was further investigated from the pH dependence of 
the pKa values. It was shown that for an ideal titration event, following Equation 21, 
there is no pH dependence in the pKa values while for a titration event following 
Equation 22 there is a linear dependence. 

The pKa values shifted surprisingly little with the addition of 0.5 M salt. On the other 
hand, the capacitance curves changed and were more similar to ideal. It was reasoned 
that the electrostatic coupling was largely screened by salt even though not visualized 
in shifted pKa values. Moreover, it was suggested that the highly shifted pKa values at 
low salt concentration were shifted for other reasons than direct charge-charge 
interactions. Titration data from 1H chemical shifts were also analyzed and showed 
that proton data are unreliable due to the sensitivity to other events occurring in the 
protein.  
 

4.1.3 Paper III 

The pH-dependent stability of a protein can be directly calculated from pKa values in 
the native and denatured states (Equation 23) and be compared to experimental 
denaturation data such as obtained in paper I. In paper III this comparison was 
performed; the pKa-values presented in paper II were used to calculate the pH-
dependent stability and compared to the denaturation data derived in paper I. Since 
no pKa values of the denatured state were obtained these had to be calculated and a 
Gaussian chain model (section 1.6.1) was used. Using this model for the denatured 
state and experimental values in the native state there was a discrepancy between 
calculated and measured stability. Better comparison was obtained when shifts in the 
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denatured state were introduced. The results indicated either evenly shifted pKa values 
in the denatured state or residual structure that introduced electrostatic interactions 
yielding shifted pKa values for some residues.  

From the pH dependence of 13C chemical shifts of the backbone carbonyl groups 
specific interactions could be revealed. Carbonyl groups displaying pH dependent 
chemical shifts with an apparent pKa value traced hydrogen bonding patterns. Even 
though the calculated pH-dependent stability explained major parts of the 
experimental stability curve there were still unanswered questions. The question 
marks arose mainly from the denatured protein with an urge to study this state. 
 

4.1.4 Paper IV 

Since protein stability is defined as the difference between the native and denatured 
states it is of great importance to study the denatured state. However, it is hard to 
monitor this state under native conditions due to the low population. Usually one has 
to rely on mutational studies, calculations or use denaturants to investigate 
interactions in the denatured state. In the study presented in paper IV we used 
unfolded fragments of PGB1-QDD as models for the denatured state of the protein. 
Using heteronuclear NMR spectroscopy pKa values in the unfolded fragments were 
determined and showed that most electrostatic interactions were removed. 
Calculations were performed to obtain shifts in pKa values due to cleavage and 
introduction of new termini. Based on the pKa values in the fragments (corrected for 
the cleavage) and pKa values in the native state presented in papers II and III, the pH 
dependent stability was reexamined and was found to give a good comparison to 
stability data. The result indicated that there is no residual structure in the unfolded 
state and using fragments as a representation seems to be an accurate model. 
 

4.1.5 Conclusions papers I-IV 

The protein under investigation, PGB1, is a bacterial protein functioning under 
physiological conditions; i.e. 150 mM salt and pH 7. However, the pH of optimal 
stability, 4.5 and low salt, is far from this pH and salt concentration and hence it can 
be concluded that the charges are not introduced to increase protein stability. Rather, 
the high charge density of the protein presumably prevents the protein from 
aggregation with other protein molecules of the same and different kinds.  

Other general findings from the study of electrostatics in the model protein PGB1-
QDD are that in a protein without specific ion-pairs it is hard to resolve all pair 
interactions in the protein. Rather, the protein should be seen as a network of charges 
with a wide range of pKa values. Moreover, the titration events of charges titrating in 
the same pH interval are affecting each other and give broad charge capacitance 
curves. Residues titrating in ranges where few other residues titrate have shifted pKa 
values but the titration processes are close to ideal.  
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High concentration of sodium chloride screens electrostatic interactions in the low 
pH range but only marginally in the high pH range. A possible explanation is that 
charges titrating in this pH interval (D37 and the N-terminus) have shifted pKa 
values of non-electrostatic character such as desolvation and hydrogen-bonding. The 
downshifted pKa values, on the other hand, arise due to both electrostatic interactions 
and hydrogen bonding where the former is efficiently screened by salt. The pH 
dependent stability can accurately be calculated from the pKa values in the native and 
denatured states, but better models for the denatured state are needed. Moreover, 
stability data obtained without lengthy extrapolation are necessary to move the 
accuracy forward. Possibly affinity studies under native conditions using 
reconstituting fragments can play a role here. 

4.2 Reconstitution, domain swapping and general 
 protein energetics; paper V 

4.2.1 Paper V 

Paper V is a review article and is included in the thesis because it connects the projects 
(Figure 18) and adds some thoughtful general insights into protein energetics that aid 
in reading the other papers. 

The close connection between protein reconstitution, domain swapping and folding 
of a single chain blurs the distinction between folding and binding. The concepts are 
actually manifestations of the same non-covalent interactions. Reconstitution studies 
can give valuable insight into protein folding and stability and possibly help to 
understand even higher assemblies such as amyloids.  

4.3 Split GFP in protein stabilization; Papers VI and 
 VII 

4.3.1 Paper VI 

In reconstitution, fragments of a protein reassemble and fold into the same three-
dimensional structure as the intact chain in its native state. This has been utilized in 
split GFP methods where two fragments of GFP are used as reporters for interacting 
partners. The fragments of GFP have too low affinity for one another to allow for 
spontaneous reassembly, but if two interacting partners are fused to the two GFP 
fragments GFP can be reconstituted and display green fluorescence. Hence, a green 
sample indicates interactions between fused partners.  

This method has been used many times before to detect interactions on a qualitative 
level. Here it is used on a more quantitative level to see if the fluorescence intensity 
reflects affinity differences. To investigate this, the two EF-hands of calbindin D9k 
were fused to the split GFP fragments. One fragment contained the N-terminal parts 
of GFP and calbindin, GFPN-EF1, and one fragment the C-terminal parts of 
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calbindin and GFP, EF2-GFPC. When the two fragments were expressed in E. coli 
on agar plates the resulting colonies turned green. This proved an interaction between 
the fragments. Moreover, the expression in E. coli was monitored over time in 96-well 
plates and showed stronger fluorescence intensity compared to a reference construct 
with lower affinity indicating that the high affinity between the EF-hands was 
reflected in the bright GFP fluorescence.  

The complex was also purified and studied in vitro and this showed that the complex 
was associated and folded up to higher temperature in the presence compared to 
absence of calcium as visualized from the loss in GFP fluorescence. This suggests that 
the affinity between the fragments in the split GFP system follows the same calcium 
dependence as observed for the EF-hands themselves. To test this SPR was used to 
determine the affinity between the fragments and showed that the affinity between 
the EF-hands in the split GFP system was increased drastically compared to the 
affinity between the EF-hands themselves. Moreover, the affinity showed the same 
calcium dependence as observed for the fragments themselves. 

From the results it was concluded that affinity differences resulted in fluorescence 
intensity differences. Based on this finding it is tempting to use the method to screen 
a library for variants of increased fluorescence and investigate if this in turn would be 
correlated to higher affinity between fragments and higher stability of the 
corresponding intact chains without the fusion to GFP. If this was the case the 
method would be suited for stability optimization. 
 

4.3.1 Paper VII 

The results presented in paper VI suggests that reconstitution in the split GFP 
method is suitable for optimizing protein stability. An excellent test case is PGB1-
QDD as this protein has moderate affinity between reconstituting fragments. 
Enhanced affinity would, based on the previous study, be reflected in increased 
fluorescence compared to the parent protein. Moreover, PGB1 has been stabilized 
before so that mutations with known stability enhancement could be introduced into 
the library to show proof of principle. 

As a starting point the fragments consisting of residues 1-40 and 41-56 of parent 
PGB1-QDD were cloned into the vectors containing the split GFP fragments. Co-
expression of the plasmids yielded faint green colonies and indicated successful 
reassembly of PGB1-QDD and GFP. In the next step a small and condensed library 
of the N-terminal fragment of PGB1-QDD was cloned into one of the split GFP 
vectors. The library was designed to contain mutations with stability increasing and 
decreasing effects. Due to changes in the genetic code several other mutations arose to 
generate a library of 3456 possible mutations. 

From co-expression of the plasmid containing the C-terminal part of GFP plus the 
library of residues 1-40 of PGB1-QDD with the plasmid containing the N-terminal 
part of GFP plus residues 41-56 of PGB1-QDD green colonies arose. After several 
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rounds of re-streaking of colonies and visual inspection in comparison to parent 
PGB1-QDD construct, colonies with brighter fluorescence could be identified. The 
colonies were ranked according to green fluorescence and the DNA of the split GFP 
plasmids containing PGB1-QDD 1-40 was sequenced. The selected sequences 
contained similar mutations compared to the previously reported stabilizing 
mutations.  

To test if the enhanced green fluorescence also reflected increased stability of the full-
length protein the DNA for residues 1-40 of the three top clones and the wt DNA of 
residues 41-56 was produced in expression vectors. The top three variants were 
expressed, purified and tested in mass spectrometry and gel filtration to ensure purity 
and verify that the protein was monomeric. Spectral analysis and thermal 
denaturation using CD spectroscopy at physiological conditions was performed for 
the top three variants and compared to PGB1-QDD. The spectra of the clones were 
almost identical to the parent protein. Results and analysis of temperature 
denaturation studies showed that the top three candidates all were stabilized 
compared to the parent protein. The Top1, 2 and 3 candidates showed 12, 9 and 8oC 
increase in Tm compared to the parent protein. Altogether the results showed that 
reconstitution in the split GFP method was useful to identify variants with increased 
stability. The increased GFP fluorescence reflected increased stability of the protein 
fused to the GFP fragments.  

In continuing studies it would be of interest to investigate the affinity between 
fragments constituting the top three clones and perform denaturation studies at 
different pH to see if the introduced mutations only shifted the pH optimum or are 
stabilized throughout the pH range. Based on the promising results general guidelines 
for using the method to stabilize a protein were set up. 
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5. CONCLUSIONS 

The work presented in this thesis contains detailed investigations about non-covalent 
interactions in proteins. A detailed description about the non-covalent interactions 
governing protein folding and stability are required for predicting the structure of an 
amino acid sequence. Charge interactions are crucial for proteins, but their 
contributions are complicated to calculate. The results from paper I-IV can aid in 
refining models treating electrostatic interactions in proteins.  

Protein optimization is normally used to improve the functionality of a protein. 
However, many times proteins lack stability and also need to be improved in this 
aspect. Techniques that can find stabilized variants without the need for clever design 
are useful in wide areas of research and development such as in the pharmaceutical 
industry. The results presented in papers VI and VII suggest that reconstitution in 
split GFP is a promising method to optimize protein stability. 
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