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Abstract

The world of information is literally at one’s fingertips, allowing access to pre-
viously unimaginable amounts of data, thanks to advances in wireless com-
munication. The growing demand for high speed data has necessitated the
use of wider bandwidths, and wireless technologies such as Multiple-Input
Multiple-Output (MIMO) have been adopted to increase spectral efficiency.
These advanced communication technologies require sophisticated signal pro-
cessing, often leading to higher power consumption and reduced battery life.
Therefore, increasing energy efficiency of baseband hardware for MIMO sig-
nal processing has become extremely vital. High Quality of Service (QoS)
requirements invariably lead to a larger number of computations and a higher
power dissipation. However, recognizing the dynamic nature of the wireless
communication medium in which only some channel scenarios require complex
signal processing, and that not all situations call for high data rates, allows
the use of an adaptive channel aware signal processing strategy to provide a
desired QoS. Information such as interference conditions, coherence bandwidth
and Signal to Noise Ratio (SNR) can be used to reduce algorithmic compu-
tations in favorable channels. Hardware circuits which run these algorithms
need flexibility and easy reconfigurability to switch between multiple designs
for different parameters. These parameters can be used to tune the opera-
tions of different components in a receiver based on feedback from the digital
baseband. This dissertation focuses on the optimization of digital baseband
circuitry of receivers which use feedback to trade power and performance. A
co-optimization approach, where designs are optimized starting from the al-
gorithmic stage through the hardware architectural stage to the final circuit
implementation is adopted to realize energy efficient digital baseband hardware
for mobile 4G devices. These concepts are also extended to the next generation
5G systems where the energy efficiency of the base station is improved.

This work includes six papers that examine digital circuits in MIMO wire-
less receivers. Several key blocks in these receiver include analog circuits that
have residual non-linearities, leading to signal intermodulation and distortion.
Paper-I introduces a digital technique to detect such non-linearities and cali-
brate analog circuits to improve signal quality. The concept of a digital non-
linearity tuning system developed in Paper-I is implemented and demonstrated
in hardware. The performance of this implementation is tested with an analog
channel select filter, and results are presented in Paper-II. MIMO systems such
as the ones used in 4G, may employ QR Decomposition (QRD) processors to
simplify the implementation of tree search based signal detectors. However,
the small form factor of the mobile device increases spatial correlation, which
is detrimental to signal multiplexing. Consequently, a QRD processor capable
of handling high spatial correlation is presented in Paper-III. The algorithm
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vi Abstract

and hardware implementation are optimized for carrier aggregation, which in-
creases requirements on signal processing throughput, leading to higher power
dissipation. Paper-IV presents a method to perform channel-aware processing
with a simple interpolation strategy to adaptively reduce QRD computation
count. Channel properties such as coherence bandwidth and SNR are used to
reduce multiplications by 40% to 80%. These concepts are extended to use
time domain correlation properties, and a full QRD processor for 4G systems
fabricated in 28 nm FD-SOI technology is presented in Paper-V. The design
is implemented with a configurable architecture and measurements show that
circuit tuning results in a highly energy efficient processor, requiring 0.2 nJ to
1.3 nJ for each QRD. Finally, these adaptive channel-aware signal processing
concepts are examined in the scope of the next generation of communication
systems. Massive MIMO systems increase spectral efficiency by using a large
number of antennas at the base station. Consequently, the signal processing
at the base station has a high computational count. Paper-VI presents a con-
figurable detection scheme which reduces this complexity by using techniques
such as selective user detection and interpolation based signal processing. Hard-
ware is optimized for resource sharing, resulting in a highly reconfigurable and
energy efficient uplink signal detector.
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It was not so long ago that the internet was accessible only through comput-
ers hooked up to a fixed telephone line. Data connections were expensive and
slow, often requiring minutes to download a picture or a video. Thanks to
the advances in wireless communication and semiconductor technology, cheap
smart telephones that can perform multiple functions ranging from simple text
messaging to live video streaming are now commonly used. Multiple users can
seamlessly communicate with one another using different technologies such as
Wi-Fi, Bluetooth, 3G, and 4G. The demand for high speed mobile data con-
nections is growing, and 4G networks are being deployed all over the world.
Several proposals have already been made for the next generation or 5G com-
munication systems that promise download speeds of several gigabits/s even
in crowded places such as stadiums or city centers. It is estimated that more
than seven billion mobile subscriptions are now in use and almost half of them
have internet connectivity. Although data download speeds have increased over
generations, satisfying the needs of online gaming and social media, one aspect
of the smartphone has left users dissatisfied. The battery life is woefully short,
requiring a recharge almost every day. Modern semiconductor chips consume
much less power compared to chips ten years ago, but it appears that battery
life has actually reduced over time. One of the important reason for this is the
processing algorithms that remove noise and interference from the extremely
low power signals that are received by the mobile device. Imagine sunbathing
on a good sunny day and compare it to sitting in front of a candle. The power
of the signal transmitted from the base station is similar to what you would
experience from the sun whereas what a mobile phone receives is comparable
to the power from a candle placed several kilometers away! Furthermore, other
sources of interference are continually present due to the wireless nature of the
communication medium, increasing the complexity of algorithms needed for
signal detection, and thus power consumption.

Despite these challenging conditions, 4G provides higher data rates than
previous generations. One of the techniques that has enabled these high speeds
is multi-antenna communication. Several parallel streams of data are transmit-
ted by the base station to a user. However, even more complex signal processing
is needed to recover those parallel streams compared to single antenna commu-
nication. One way of reducing this complexity is to adaptively change the pro-
cessing based on environmental conditions and user requirements. For example,
streaming data for a high-definition video when sitting at home is relatively easy
when compared to streaming data on a high speed train. Additionally, chan-
nel conditions are highly variable in mobile communication environments, and
user requirements also have a wide range. For instance, dropping a few frames
when streaming a live sporting event is acceptable, whereas downloading a file
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has to be done with almost no errors. Adaptively detecting these requirements
enables the phone to become smarter, allowing performance adjustments to be
made to conserve battery power. Hardware has to be designed to support this
adaptability, and a certain degree of reconfigurability is therefore required in
chip implementations.

This dissertation explores such adaptive processing techniques and reconfig-
urable hardware for wireless receivers that use feedback to trade performance
and power. Different methods of using awareness about operating conditions
to improve energy efficiency are presented. The focus is on algorithms and
digital implementations for wide-band multi-antenna receivers. Applications,
where the analog part of the radio receiver is optimized for performance with
the support of digital algorithms are also considered. Additionally, some of
these concepts are applied to receivers designed for 5G systems to dynamically
optimize their operation. The dissertation includes a brief introduction to the
research field and six papers that present details on the experiments. The
results show that using feedback with channel-aware adaptive techniques not
only improves energy efficiency but is often necessary to produce cost effective
mobile devices for high speed data communication.

This work was performed as part of the “Digitally Assisted Radio Evolution
(DARE)” project, funded by Swedish Foundation for Strategic Research and
chip fabrication was supported by STMicroelectronics.
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Preface
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Reduction in DFT Based Channel Estimators for OFDM systems, IEEE
NORCHIP, Vilnius, Lithuania, November 2013, pp. 1–4.



Acknowledgments

First and foremost, I would like to express my sincere and deepest gratitude
to Professor Peter Nilsson, Associate Professor Liang Liu, and Professor Ove
Edfors for their continuous support and guidance. They accepted me as a
student and I am forever thankful for their belief that I could reach this stage.

I have known Professor Peter Nilsson from my time as a master student. I
will forever be indebted to him for his guidance, encouragement and invaluable
feedback. It will be hard to find a better teacher and a more humble person. I
feel fortunate to have had the opportunity to work with him. The way Peter
interacted with students will always inspire me. His approach that no idea is
unwise, and no question is foolish, has made me comprehend what it takes to
be a good teacher. I will forever cherish fond memories of Peter.

Associate Professor Liang Liu has mentored me with clear direction and
vision through difficult times when I felt lost. He has been instrumental in
helping me understand many technical concepts, especially writing research
articles. I cannot thank him enough for not getting bored of pointing out the
same mistakes, and for having been so patient in helping me improve skills on
all fronts. I also thank him for finding time to discuss different projects, for
spending many weekends reading over reports, papers, this dissertation and
providing feedback on innumerable occasions.

I started out as a student in chip design and Professor Ove Edfors introduced
me to wireless communication, a fascinating field which I still find hard to
understand well enough. He is always full of dazzling ideas and suggestions. I
thank him for his feedback, inspiration and motivation.

I would also like to thank the seniors at the department of EIT. Associate
Professor Joachim Rodrigues recommended me for the position of a PhD stu-
dent, without whom I would probably not be here today. Professor Viktor
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Chapter 1

Motivation

Wireless communication systems have undergone a revolutionary change over
the past few decades, transforming society and heralding an era of informa-
tion exchange. New standards have emerged, and the frequency spectrum has
become crowded to cater to the increasing demand for high speed data connec-
tions. The progress in Complementary Metal Oxide Semiconductor (CMOS)
technology has been one of the key contributors to the growth of the wireless
industry and the evolution of the smartphone. The transistor, which is the
building block of semiconductor designs has shrunk in size and the number of
transistors on a chip has roughly doubled every two years, following Moore’s
predictions closely [1]. These denser integrated circuits have facilitated the im-
plementation of complex digital algorithms for a multitude of functions found
in a modern day smartphone. This increased functionality, however, comes
with the drawback of higher power consumption [2]. While this may not be an
issue in devices operated with a direct power source, it is a major concern in
battery operated devices. Furthermore, the wireless communication channel is
highly variable due to fading effects, interference and noise sources. Regardless
of the channel conditions, users desire a high Quality of Service (QoS). Tradi-
tional design methodologies with optimization of individual blocks can provide
the required QoS. But, this strategy with just in-block optimizations is not
efficient in terms of both silicon area and power dissipation. Therefore, a more
global approach which involves cross optimization of several blocks together
with local optimizations is needed to achieve energy efficiency.

To address this, chip designers and researchers have looked at different
methods of optimizing the performance of receivers with low power consump-
tion. Figure 1.1 shows a high level block diagram of a wireless receiver. The
analog front end is used to receive, amplify and filter signals transmitted from
another device. Analog to digital converters transform the output of the analog
front end into the digital domain where most of the processing is performed.
Local feedback within the signal domains with local controllers shown in Fig-
ure 1.1 is used to optimize the performance of individual blocks. Nonetheless,
to achieve the goal of high performance at low power, a more global feedback
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Figure 1.1: Digitally assisted radio receiver.

strategy is needed, where different blocks interact across these domains. This
feedback is essential for receivers implemented with the latest CMOS tech-
nologies where the design of analog blocks has become more challenging due to
increased process, voltage, temperature variations and low supply voltage head-
room. On the other hand, newer CMOS technologies have immensely benefited
digital circuits. The computational capability has increased tremendously, al-
lowing complex algorithms to run on these circuits and the supply voltage
reduction has lowered power dissipation. Though several design techniques are
used to improve the performance of analog blocks [3–5], it has become essen-
tial to harness the digital computation power to compensate for some of the
losses in the analog front end. Purely analog compensation techniques have
been proposed for intermodulation mitigation [6] and fully digital compensa-
tion methods have been employed to efficiently compensate for errors such as
Carrier Frequency Offset (CFO). A third method, which combines analog and
digital domain solutions to tune the analog component towards optimal opera-
tion may also be used. This can be performed by monitoring the performance
in the digital baseband and using a control structure similar to the one shown
in Figure 1.1. The same tuning concept can also be applied to circuits in the
digital baseband.

A mobile receiver operates in different channel scenarios with varying lev-
els of interference and noise. Algorithms used to decode signals in such con-
ditions have a significant impact on both performance and power dissipation,
with higher complexity algorithms providing better performance. The inherent
variability in the channel indicates that different levels of effort are required
to achieve a particular QoS. Thus, local feedback of channel conditions and
user requirements can be used to optimize performance of algorithms and cor-
responding circuits towards lower power dissipation. This can be achieved with
flexible hardware architectures that allow on-the-fly switching between differ-
ent algorithms at the cost of increased silicon area. Careful architectural level
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choices are thus required to minimize the area overhead while keeping flexibility
for the adaptive tradeoff between power and performance. Together with algo-
rithmic and architectural design choices, several circuit level modifications can
be used to reduce power dissipation. Dynamic voltage and frequency scaling is
a commonly used method in processors to tune performance based on run-time
requirements. Multiple power domains are used in designs to drastically reduce
power consumption in unused blocks. Features such as the back gate in Fully
Depleted Silicon on Insulator (FD-SOI) technology, provide another degree of
control to reduce static power or to dynamically increase operational frequency.
An efficient implementation of a wireless receiver requires a right balance of
local and global feedback together with algorithmic, architectural and circuit
level optimizations. A design approach with co-optimization across these dif-
ferent levels is required to achieve energy efficiency and cost effectiveness.

1.1 Scope of this Dissertation

The goal of this research is to improve the energy efficiency of high data rate
receivers by adaptively tuning performance based on operating conditions. Co-
optimization techniques are employed to achieve this goal. Namely, the explo-
ration of strategies to combine feedback, algorithms, reconfigurable hardware
architectures and corresponding circuit implementations to realize power effi-
cient receivers for current and next generation wireless devices. Multiple-Input
Multiple-Output (MIMO) communication has become the norm in high perfor-
mance receivers. The driving force behind this performance is digital baseband
processing which is the main topic of research.

MIMO technology enhances data rates and spectral efficiency but at the
cost of higher complexity and power consumption at the receiver. Although
most tasks related to MIMO are digital in nature, the interface to the outside
world is still analog. High linearity is required in these analog blocks to fully
extract MIMO gains in the digital baseband. Performance and power reduction
are on different ends of a see-saw, where reducing one may allow higher gains
in the other. This dissertation addresses the design of adaptive receivers and
aims to answer the following questions:

• How can a low complexity feedback mechanism be designed to improve
the performance of analog circuits?

• How can the complexity of digital baseband circuits be reduced by using
information about operating conditions and QoS requirements?

• How can co-optimization be leveraged to design efficient hardware with
sufficient configurability and low overhead?

• How can these concepts be applied to improve the energy efficiency of
circuits in the current and next generation wireless receivers?
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1.2 Contributions and Outline

Figure 1.2 shows a design space with multiple levels of optimizations for dif-
ferent wireless systems (standards) and two feedback strategies. The work
performed in this dissertation is mapped into this design space as highlighted.
The optimization process is divided into algorithmic, architectural and circuit
levels. The algorithmic design stage generally provides the highest flexibility
to improve performance. The architectural level exploration is used to find
efficient hardware implementations while the circuit optimizations are aimed
at reducing power dissipation and improving throughput. Although energy ef-
ficiency can be enhanced by optimizing the design at each level, higher gains
are obtained by combining all three levels. Two feedback strategies, digital to
analog (Dig.→Ana.) and digital to digital (Dig.→Dig.) are considered.

The dissertation is divided into two sections. The first section is organized
into five chapters and provides an introduction to the research field.

Chapter 1 presents the motivation and the outline of this work.

Chapter 2 provides an overview of baseband processing. A few methods
to enhance spectrum efficiency are introduced and challenges in wireless
receiver design are discussed. Properties of the channel are also examined.

Chapter 3 introduces techniques for reducing complexity and power con-
sumption in different stages of a circuit design cycle.

Chapter 4 presents the techniques in Chapter 3 in light of three example
applications. These applications are also presented in more detail in the
included papers.

Chapter 5 summarizes the research contributions and includes a brief dis-
cussion on possible improvements and future research topics.

The second part of this dissertation includes six papers that target differ-
ent standards by combining optimizations and feedback as depicted in Figure
1.2. The analog front end blocks in a radio usually have some level of re-
configurability, used to change parameters such as gains, oscillator frequencies
and resolution of Analog to Digital Converters (ADCs). Some implementa-
tions also include controls to reduce distortion and improve linearity. A system
which detects non-linearities of analog circuits in the digital domain and pro-
vides Digital→Analog feedback is presented in Paper I. The non-linearity
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6 Introduction

tuning system proposed in Paper I is optimized, implemented in a Field Pro-
grammable Gate Array (FPGA) and tested by interfacing a tunable analog
filter. These results are presented in Paper II.

In the entirely digital feedback domain, baseband circuits used in MIMO
systems are optimized for energy efficiency. Small scale MIMO systems such as
the ones in the Long Term Evolution-Advanced standard [7,8] rely on non-linear
signal detectors to fully realize spatial multiplexing gains. The QR Decompo-
sition (QRD) channel preprocessor is often used to ease the implementation of
these detectors. A high speed QRD processor capable of decoding wideband
signals is presented in Paper III. To reduce the computation count of QRD in
Carrier Aggregation (CA) scenarios, an adaptive strategy which exploits chan-
nel conditions is proposed in Paper IV. A design which incorporates this adap-
tive approach with Digital→Digital feedback is optimized on the architectural
and circuit level. The design is fabricated in 28 nm CMOS and measurement
results are presented to highlight the advantages of co-optimization in Paper
V. These concepts are extended to the next generation of communication sys-
tems based on massive MIMO [9]. An adaptive uplink detector with hybrid
detection that combines two algorithms to reduce complexity is presented in
Paper VI. Several architecture level techniques are combined with algorithmic
optimizations to result in an energy efficient, high throughput signal detector
for massive MIMO base stations.

Notation

The following notations will be used throughout this dissertation. Non-bold
letters, e.g. a, or α, will be used for scalars. Bold-upper case letters, e.g. A
will be used for matrices and bold lower case letters, e.g. a will be used for
column vectors. The Hermitian conjugate is (·)H . The transpose of a matrix or
a vector is denoted by the (·)T operator, and the complex conjugate is denoted
by (·)∗. Numbered subscripts are used for column vectors in a matrix, e.g.
a1 refers to the first column of a matrix A. Two subscripts are used when
referring to a single element of a matrix, e.g. a14 is the element on the first
row of the fourth column of a matrix A.



Chapter 2

Digital Baseband Processing

This chapter begins by presenting methods to achieve high data rates with good
reliability in communication links between a Base Station (BS) and a mobile
User Equipment (UE). The effects of the wireless channel on data reception are
examined, and methods for increasing the resilience of communication links to
channel fading while improving spectral efficiency are presented. Later, the
building blocks of a typical wireless receiver are introduced with a focus on
the tasks performed in the digital baseband. A brief introduction to proper-
ties of wireless channels and challenges in system design for cellular standards
are presented. Finally, the need for adaptive processing and techniques ex-
ploiting channel properties in order to achieve energy efficiency are discussed.
The following chapter will present optimizations of algorithms and hardware
implementation details for a few key blocks presented in this chapter.

2.1 Introduction

The demand for cellular data has increased exponentially in the past few
years and is expected to reach around 50 Exabytes/month by the end of this
decade [10]. Increasing communication bandwidth is one of the ways to increase
capacity, but the price/Hz for sub-6 GHz frequencies have reached exorbitant
numbers, a recent auction fetching $ 45 billion for 65 MHz of spectrum [11].
Thus, spectral efficiency has become critical, which has spurred researchers
into finding methods to maximize the data rate while serving an increasing
number of users in a cellular network. Time and frequency multiplexing allows
the BS to share a limited spectrum with multiple users, and spatial multiplex-
ing with multiple antennas is used to increase communication link capacity.
However, advanced signal processing algorithms are required at the receiver
to decode data and to obtain the high data rates promised by these methods.
The additional performance gains from these algorithms come at the cost of
increased power dissipation, which is a major concern in mobile devices operat-
ing on limited battery energy. Thus, the design of wireless receivers optimized
for energy efficiency has been at the forefront of research for several years.
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Today’s smartphones can communicate using different wireless standards,
for example, Bluetooth, Wi-Fi, 3G, more recently 4G or Long Term Evolution-
Advanced (LTE-A), and the next generation of 5G devices are just around the
corner. These mobile devices operate in cellular systems, where a BS transmits
and receives data from multiple devices simultaneously. The signals transmit-
ted from the BS are scattered by objects in the environment such as trees
and buildings before reaching the UEs. Thus, the signals arrive at the UE
through multiple paths, each with a different delay and attenuation. These
multi-path components vary over time, resulting in a time varying frequency
selective channel, causing small scale fading at the UE. Additionally, the move-
ment of the UEs and scatterers in the environment results in shadow fading.
The received signal also experiences a path loss in proportion to the distance
between the BS and UEs [12]. Furthermore, many network operators and mo-
bile devices may communicate with different standards in nearby frequencies,
causing interference. Nonetheless, mobile receivers are expected to operate
even with very low received signal power, in the range of −95 dBm for LTE-A
compliant devices [13]. Techniques such as increasing transmit power, data
pre-coding, choosing between modulation alphabets, spread spectrum signal-
ing [12], channel coding with interleaving [14] and diversity schemes [15] have
been introduced to increase the reliability and capacity of communication links
between the BS and UEs.

2.1.1 Wireless Access Technologies

The received signal power and the communication Bandwidth (BW) govern the
capacity of the communication link, or the data rate at which information can
be reliably exchanged. The Shannon-Hartley theorem defines an upper limit
on this data rate in an additive white-noise Gaussian channel. This rate C,
can be computed by

C = BW× log2

(
1 +

S

N

)
, (2.1)

where BW is the bandwidth measured in Hz, S is the signal power and N is the
noise power. Thus, capacity can be increased by either using more bandwidth
or increasing the signal power. The latter provides limited gains due to its
logarithmic dependency. Furthermore, the power transmitted from the BS has
to satisfy regulatory limits and also has practical limitations. Hence, increasing
BW has been the preferred choice in the cellular standardization process. A BW
of 200 kHz was used in earlier 2G systems, which has now increased to 100 MHz
in 4G systems. Though a theoretically linear increase in channel capacity
can be obtained by increasing BW, the Bit Error Rate (BER) performance,
which determines the reliability of the link, is dependent on channel properties
such as fading and interference from external sources. Strong interferers cause
problems in the Radio Frequency (RF) front end circuits in the receiver, and
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Figure 2.1: OFDM signaling.

thus require careful design for linearity. Fading can be effectively handled in
the digital baseband and some methods of reducing fading effects are presented
below.

Orthogonal Frequency Division Multiplexing

Multi-path propagation of signals with different delays causes frequency selec-
tive fading. Additionally, the mobility of the UEs results in a time varying fre-
quency selectivity. The Orthogonal Frequency Division Multiplexing (OFDM)
technique makes it easier to equalize these fading effects and has been adopted
in many wireless standards. It operates by dividing the communication BW
into multiple bands called sub-carriers, each with a much smaller BW. The di-
vision is performed by examining channels properties and the sub-carriers BWs
are chosen so that the channel’s frequency selectivity is invisible over any given
sub-carrier. More importantly, the sub-carriers are tightly spaced as shown in
Figure 2.1(a) and are orthogonal in both time and frequency. Figure 2.1(b)
depicts the time domain equivalent of the four sub-carriers, each with an in-
creasing frequency. The OFDM symbol period is chosen to include an integer
number of component sub-carriers cycles. However, a Cyclic Prefix (CP) is of-
ten necessary when operating in multi-path wireless channels, which increases
the length of the symbol.

UEs in a cell experience different levels of selectivity and fading due to
their distributed nature and dissimilar mobility. This may result in situations
where some UEs have a good channel at a frequency where other UEs do not.
The BS may exploit this phenomenon when using OFDM to distribute the
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Tranmitter ReceiverChannel

Figure 2.2: Multiple antenna communication.

full communication BW among multiple UEs with a goal of maximizing the
Signal to Noise Ratio (SNR) at each receiver [12]. Each sub-carrier can also
be individually modulated with a different alphabet, allowing the transmitter
to increase spectral efficiency with higher order modulation alphabets such
as 64-Quadrature Amplitude Modulation (QAM) or 256-QAM [16]. From a
hardware perspective, OFDM can be implemented efficiently with the Fast
Fourier Transform (FFT) algorithm, and its corresponding butterfly structures
provide a simple way to divide the communication BW among several users.

Notwithstanding these advantages, practical utilization of OFDM modula-
tion has an overhead in the form of a CP which is needed to avoid inter symbol
interference in multi-path channels. Accurate timing and carrier synchroniza-
tion are also needed, requiring analog calibration and digital compensation to
maintain orthogonality between the digitized sub-carriers. Furthermore, the
peak to average ratio of OFDM signaling is high, requiring more than a few
dBs of back-off in power amplifiers during transmission [14]. Though tight
spacing of the sub-carriers increases spectral efficiency, 10%− 40% of the BW
is not used for data transmission to minimize adjacent channel leakage. Never-
theless, OFDM has been widely adopted in several standards such as 802.11 ac
high speed Wi-Fi, LTE-A and is also considered for the next generation cellular
communication.

Multiple Antenna Communication

Although the amount of BW allocated for cellular communication has in-
creased, the number of subscribers for mobile connectivity has grown at an
even faster rate. Resource scheduling with frequency and time multiplexing
are two techniques used by network operators to share a limited BW among
multiple users. The BS can use feedback on channel conditions to schedule
downlink data transmissions, with the goal of maximizing the data rates and
QoS offered to users. The spatial domain offers a third alternative to increase
data rates and link reliability, and is exploited by using multiple antennas at
the BS and the UE [17]. These antennas can be used to either increase the
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SNR with diversity techniques or to create multiple communication streams.
Figure 2.2 depicts such a spatial multiplexing system which has four antennas
at both transmitter and receiver. A MIMO system with N transmitter and M
receiver antennas may be represented in the baseband by

y = Hx + n, (2.2)

where y = [y1, y2, ..., yM ]
T

is the received data vector, H ∈ CM×N is the com-

plex numbered channel gain matrix and x = [x1, x2, ..., xN ]
T

is the baseband
equivalent of the transmitted signal. All other sources of interference and noise
are modeled by the vector n. The receiver estimates the effects of the channel
by the use of predefined reference signals sent from the transmitter at regu-
lar intervals and informs the BS on the channel conditions during uplink data
transfer. Based on this feedback, the BS adapts the communication link by
methods such as pre-coding to cancel some of the channel effects, changing
modulation format or switching between diversity schemes to improve SNR. In
good channel conditions such as when H in (2.2) is full rank with a low con-
dition number and SNR at the receiver is high, parallel data communication
with multiple streams can take place between BS and UE. On the other hand,
diversity schemes may be employed in scenarios when the UE experiences low
SNR due to deep fading [15].

Massive MIMO

The communication link quality can be improved by increasing the number
of antennas at either the transmitter, the receiver or at both ends. However,
increasing the number of antennas at the BS is easier due to factors such as
the availability of a direct source of power and physical space. Furthermore,
FPGAs and digital signal processors can be used to implement baseband algo-
rithms instead of Application Specific Integrated Circuits (ASICs) as hardware
efficiency and power consumption are not as great a concern as in a UE. Mas-
sive MIMO systems are based on this concept and typically employ around 100
or more BS antennas to serve 10 to 20 active users [18, 19]. Such a system is
shown in Figure 2.3 where M antennas at the BS communicate with K sin-
gle antenna UEs. A large number of antennas at the BS provide high spatial
resolution which may be used to accurately precode transmit signals. This
precoding may be chosen to equalize channel effects and minimize interference,
thus simplifying baseband processing on the battery operated UEs. The high
spatial resolution also enables the full BW to be simultaneously assigned to
multiple users, increasing system capacity. Small scale fading, which degrades
the performance in small scale MIMO systems such as the ones in Figure 2.2,
can be reduced significantly with simple signal processing. The transmit power
from each of the antennas at the BS can also be reduced to the order of milli-
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Figure 2.3: A massive MIMO system with M antennas at the BS and K single
antenna UEs.

Watts [18], compared to the power in the range of tens of Watts in currently
deployed BSs [20]. Moreover, the robustness of the BS is increased as the im-
pact of failure from a few transceivers is limited. The massive MIMO system
can also be represented by (2.2), with H ∈ CM×K and an additional constraint
of M >> K, where M is the number of antennas at the BS and K is the single
antenna UE count. Furthermore, linear pre-coding and detection schemes can
be used in massive MIMO systems as the number of BS antennas are typically
much larger than the number of users.

Although massive MIMO brings several advantages; it comes with its fair
share of challenges. The data processing required at the BS increases due
to a large number of radios. A central processing unit is needed to combine
this data and process it in a timely fashion. Even though linear detection
algorithms provide good performance, the dimension of the channel matrix
H presents implementation challenges concerning processing latency and sil-
icon area. Accurate channel estimation is another problem. Time Division
Duplex (TDD) mode is often employed in massive MIMO systems and pilot
symbols from the UEs may be used to simplify channel estimation. However,
this may limit the number of users that can be simultaneously served and lead
to interference and pilot contamination between nearby cells [9]. The quality
of downlink pre-coding is directly dependent on the estimation accuracy, and
reciprocity calibration is needed in TDD systems [21]. Notwithstanding these
challenges, massive MIMO has shown promising results and is thus one of the
leading candidates for the 5G communication era [22].
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Figure 2.5: Digital baseband blocks in a MIMO-OFDM receiver.

2.2 The Digital Baseband

MIMO and OFDM presented in the previous subsection are two methods to
improve communication capacity and reliability. A practical implementation
of these techniques in low power mobile radios needs efficient hardware ar-
chitectures to maximize energy efficiency. A simplified block diagram of a
wireless receiver capable of using MIMO and OFDM is shown in Figure 2.4.
The RF signals transmitted from a BS are collected by multiple antennas at
the receiver, which are amplified and down converted to baseband frequencies
with Low Noise Amplifiers (LNAs) and mixers. Analog Channel Select Filters
(CSFs) remove interference close to the baseband and the ADCs digitize the
filtered signal. These samples are processed by the digital baseband circuits
where further filtering, equalization and signal detection are performed before
the data is used by the application software. The digital baseband also detects,
calibrates and compensates for imperfections in the analog front end. Figure
2.5 shows a more detailed view of the digital blocks. The ADCs often oversam-
ple the signals which are further filtered and converted to the baseband rate
with decimators. Synchronization is used to lock the UE to the BS followed
by detection of residual timing and frequency offsets. The analog calibration
block provides feedback to the components such as mixers to adjust carrier fre-
quencies if needed, or tunes the performance of blocks such as LNAs, CSFs and
ADCs. The digital compensation block improves the signal quality by perform-
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ing tasks such as CFO and In-phase and Quadrature (IQ) imbalance removal.
The OFDM demodulator implemented with FFTs, converts the signal into its
frequency domain equivalent. The Channel Estimation (CE) unit detects the
effects of the multi-path channel and feeds data to the channel preprocessor.
The received signals and the data from the preprocessor are used for symbol
detection followed by decoding. The combined goal of the digital baseband
blocks is to use information such as the estimates of channel gains, modulation
format and SNR to decode signals from the analog front end into a stream
of bits (symbols). The performance of the receiver while achieving this goal
may be measured by using metrics such as the Bit Error Rate (BER), which
indicates the average number of bits incorrectly detected in a long stream of
data bits. This dissertation adopts BER as one of the metrics to evaluate the
performance of baseband algorithms and corresponding hardware solutions in
different operating conditions. The next few subsections describe the function-
ality of the blocks in the MIMO-OFDM receiver in Figure 2.5 in more detail.
Some common problems in these receivers and corresponding algorithmic im-
plementations to mitigate their effects to reduce BER are also discussed.

2.2.1 Digital Front End

The digital front end performs tasks such as compensation and calibration of
analog blocks, sample rate conversion and synchronization on each stream of
data from the multiple receiver chains in a MIMO system.

Decimation

The ADC is the interface between the analog signals and the digital baseband
circuits. Different implementations of ADCs are available, and oversampling is
often employed to reduce inband noise and enhance resolution. ∆Σ ADCs are
one such implementation that provide high resolution with low power consump-
tion [23]. These ADCs require filters to remove out-of-band noise and sample
rate converters to match the output rate to the baseband rate. Oversampling
may also be used to relax decimation filter requirements and to improve timing
synchronization in the baseband [24]. Furthermore, multi-mode cellular de-
vices capable of decoding signals from different wireless standards also require
sample rate converters. The filtering process and the sample rate conversion
is usually combined into the decimation process [25]. Finite Impulse Response
(FIR) configurations are popular due to their simple architecture and half band
FIR filter implementations are used to reduce cost [26]. These filters are im-
plemented to provide configurable output rates, to match different BWs and
sample rates of corresponding standards depending on the receiver settings [27].
The decimated data is used by the synchronization block to find the reference
carrier frequency and OFDM symbol timing.
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Figure 2.6: Effects of timing errors.

Synchronization

Wireless receivers do not share a common reference with the BS and hence re-
quire both timing and frequency synchronization (Sync.). Additionally, OFDM
systems rely on maintaining the orthogonality of sub-carriers. To ease the syn-
chronization process, OFDM systems organize data transmission into struc-
tures called frames or packets by combining several data symbols and insert
special reference or training symbols at regular intervals [28]. The UE may per-
form timing synchronization using these reference signals in two steps. First,
coarse frame synchronization is done to get a rough estimate of the starting
sample of a frame [29, 30]. Next, accurate symbol start may be obtained to
find the first sample in the OFDM symbol with the cyclic prefix [24]. However,
fine synchronization may be hard to accomplish in the presence of noise and
interference. Methods such as scheduling the inputs to the FFT unit in the
right order can be used to improve the result after coarse synchronization is
achieved.

The effects of incorrect timing synchronization are shown in Figure 2.6(a),
where Inter Symbol Interference (ISI) causes a complete breakdown of commu-
nication. Figure 2.6(b) shows the constellation diagram with coarse synchro-
nization, where the ISI is completely removed and also fine synchronization
which results in an ideal 4-QAM constellation.

The second type of synchronization required is between the carrier frequen-
cies of the BS and the UE. The local oscillator at the UE needs to feed the



16 Introduction

mixers with the same carrier frequency as used by the BS to upconvert the
baseband transmit signals. Good carrier synchronization is required to avoid
inter-carrier interference, and the next subsection presents the effects of Carrier
Frequency Offset (CFO) and a method to mitigate its effect.

Digital Compensation and Analog Calibration

Designers have invented many techniques to improve the performance of com-
ponents in the analog front end. But Process, Voltage and Temperature (PVT)
variations, which cannot be completely controlled at design time, affect linear-
ity and precision. Thus, these variations must be compensated for, either with
analog techniques [4, 31, 32] or in the digital domain [33, 34]. Digital imple-
mentations are more robust to PVT variations due to the on-off nature of
digital circuits. As an example of digital compensation, consider the problem
of inter-carrier interference due to CFO. Coherent detection, used in a major-
ity of modern wireless communication systems relies on the capability of the
receiver’s oscillators to lock to the transmitter’s carrier frequency. However,
a perfect lock is not always achieved and CFO values of around 0.1 ppm are
accepted in communication standards such as LTE-A [13]. CFO causes inter-
carrier interference in OFDM systems and Figure 2.7(a) shows the effect of
150 Hz and 500 Hz offsets, corresponding to 1% and 3% of the sub-carrier spac-
ing in LTE-A, respectively [13]. There are mainly two methods of compensating
for such problems due to analog imperfections in the digital domain.

The first method uses the computation power of digital circuits to cancel
the non-linearities in the baseband and algorithms with their corresponding
hardware implementations have been proposed in literature to detect and mit-
igate the effects [35,36]. One of the choices is the use of a digital compensation
block, such as the one in Figure 2.5. For example, fractional CFO value of
+∆f , which is less than half the sub-carrier spacing in an OFDM system may
be canceled by multiplying the time domain samples by a complex sinusoid as

y(n)cfo fixed = y(n)× e−j2π∆fn
Fs ,∀n ∈ {0, 1, 2 · · ·}modBL,

BL =
Fs

∆f
,

(2.3)

where Fs is the baseband sample rate and BL is the block repetition length.
Similarly IQ imbalance from mixers may be canceled in the digital domain by
estimating the amplitude and phase imbalance [36].

The simplified baseband model of a MIMO system in (2.2) assumes linearity
of the wireless channel which is valid for all practical cellular communication
systems. Additionally, the model also relies on the linearity of the analog
front end which is difficult to achieve in all conditions, especially under PVT
variations. Non-linearities create intermodulation, increasing interference in
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Figure 2.7: Effects of analog imperfections.

the baseband, and can be modeled by

yant = Hx + n,

y =




Gyant1 + αy2
ant1 + βy3

ant1 + · · ·
· · ·
· · ·

GyantM + αy2
antM + βy3

antM + · · ·


+ n,

(2.4)

where y is the baseband signal similar to (2.2), yant1 is the baseband equivalent
of the signal at the receiver antenna 1, yantM is the baseband equivalent of the
signal at the receiver antenna M . The combined linear gain of the analog
front end is denoted by G. The scaling factors for the second and third order
non-linearity components y2

ant and y3
ant are α and β respectively. In practical

receivers, the values of α and β are much lower than G. Nonetheless, if the
signal yant contains frequency components f1 and f2, intermodulation between
these frequencies results in components at

(f1 − f2), (f1 + f2), (2f1 − f2), (2f1 − f2), (2f2 − f1), (2f2 + f1), · · · (2.5)

The second order intermodulation terms (f1− f2), (f1 + f2) are reduced to the
level of device mismatch by using differential signaling in the analog front end.
In the presence of strong interference, the third order intermodulation may af-
fect receiver sensitivity and corrupt the signals of interest. Figure 2.7(b) shows
the effects of 3rd Order Intermodulation (IM3) distortion on the baseband sig-
nal. Another important metric for receiver performance in addition to BER is
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the Error Vector Magnitude (EVM). IM3 distortion with a power 26 dB lower
than the baseband signal results in an EVM of around 5%. The maximum al-
lowed EVM is dependent on the signaling constellation and 4G systems require
the combined EVM of the analog front end to be lower than 8% for 64-QAM
modulation [37]. Additional phase noise from the oscillators [38], IQ imbalance
in the mixers, sample clock offsets in the ADCs will further increase EVM. The
variable nature of these non-linearities and dependence on external factors such
as interference signals, requires frequent monitoring and calibration to ensure
signal fidelity.

The second approach of mitigating these non-linearites, in contrast to the
first completely digital compensation technique, relies on detection and tuning
the RF components towards higher linearity. This approach may be more power
efficient as the digital circuits associated with tuning can be switched off once
the desired level of performance is achieved.

OFDM Demodulator

The data from the digital compensation block in Figure 2.5 is processed by
the OFDM demodulator. One of the key benefits of using OFDM is its low
complexity FFT based implementation. Several efficient algorithms with differ-
ent radices have been proposed with the radix-2 and radix-4 adopted in many
hardware implementations [39]. Mixed radices may also be beneficial in some
scenarios [40, 41]. The OFDM demodulator block converts the time domain
signals into their frequency domain equivalents to be used by the following
channel estimators and symbol detectors. For MIMO systems, one FFT unit
is used for each antenna port of the receiver.

2.2.2 Channel Estimation

The signal at receiver antennas is a modified and combined version of the
transmitted signals as depicted in Figure 2.2. The effects of the wireless chan-
nel on the transmitted data have to be estimated before they can be equalized.
The CE block in the baseband performs this task with the help of reference
symbols and tones transmitted by the BS at different frequencies and time
instants. Though the addition of reference signals reduces resources available
to transmit data, a certain minimum number of pilots are essential to detect
frequency selectivity and time variations in the channel. Figure 2.8(a) shows
4-QAM data received through such a frequency selective channel. The pilot
tones interspersed with data tones, are compared against a set of reference
values to estimate the effects of the channel. These estimates are then used
for equalization resulting in the constellation shown in Figure 2.8(b). It is ev-
ident from Figure 2.8 that accurate CE is necessary to recover data. Several
implementations with varying complexity based on the Singular Value Decom-
position (SVD) [42], the Minimum Mean Square Error (MMSE), the Least
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Figure 2.8: Effects of frequency selective channel.

Squares (LS) criterion [12, 43], and matching pursuit algorithms [41, 44] have
been proposed. The UE may use the CE data to provide feedback to the BS for
changing parameters such as BW, modulation and spatial multiplexing order.

2.2.3 Channel Matrix Preprocessing

The data from the CE unit is used by the symbol detector to equalize channel
effects and to decouple the spatial streams in MIMO systems. A channel pre-
processing unit is employed to re-format the data from the CE unit to ease the
implementation of these symbol detectors. This preprocessing usually involves
matrix decompositions, the results of which may also be used in the precoding
process for downlink transmission in massive MIMO systems. One of the meth-
ods proposed in [45] uses an SVD preprocessor to convert the channel matrix
into a product of two unitary and a diagonal matrix. Another preprocessor
based on QRD converts the input matrix into a product of a unitary and an
upper triangular matrix. LU decomposition may be used to solve equations of
linear systems similar to Gaussian elimination [46]. Massive MIMO systems
may use approximate matrix inversions instead of direct matrix inversions [47]
to reduce hardware cost and speed up the detection process. Cholesky De-
composition (CD), LDL decomposition [48] and Eigenvalue decomposition are
other methods which can also be used in massive MIMO systems. In this dis-
sertation, two of these preprocessing operations, namely the QRD and the CD
are considered.
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QR Decomposition

A matrix may be decomposed into a unique product of an orthonormal matrix
Q and an upper triangular matrix R (upto their signs). The channel estimates
H in (2.2) is in most cases non-singular and hence, the QRD process may be
used. Consider an estimate H in a 4× 4 MIMO system

H =




h11 h12 h13 h14

h21 h22 h23 h24

h31 h32 h33 h34

h41 h42 h43 h44


 . (2.6)

The QRD of this matrix yields

H = QR,

H =




q11 q12 q13 q14

q21 q22 q23 q24

q31 q32 q33 q34

q41 q42 q43 q44







r11 r12 r13 r14

0 r22 r23 r24

0 0 r33 r34

0 0 0 r44


 .

(2.7)

The matrix Q is unitary, i.e., QHQ = I, where I is the identity matrix and
R is upper triangular with real entries on the diagonal. Algorithms used for
QRD can be classified into two broad categories. The first category orthonor-
malizes the H matrix by a series of right multiplications with upper triangu-
lar matrices. An example of this triangular orthogonalization category is the
Gram-Schmidt (GS) process. The second category, classified under orthogonal
triangularization, convert H into an upper triangular matrix by a series of
left multiplications with orthonormal matrices [46]. The Householder Trans-
form (HHT) and Given’s rotations fall into this category. These two sets of
algorithms can be mathematically described as

Triangular Orthogonalization→ Q = HR1R2 · · ·RN , and

QM · · ·Q2Q1H = R→ Orthogonal triangularization,

where R1, R2, · · ·RN , are upper triangular matrices and Q1, Q2, · · · ,QM are
unitary matrices.

Algorithm 1 lists the GS process, and a pictorial representation of the GS
algorithm on a 2 × 2 matrix is presented in Figure 2.9. The process starts
by using the first column vector h1, of the input H matrix as the starting
reference, and q1 is obtained by normalizing the length of h1. The projection
of h2 in the direction of q1, (hH

2 q1)q1 is then subtracted from h2, resulting
in a vector orthogonal to q1. The second orthonormal vector q2 is obtained
by normalizing this result. The full Q matrix is constructed by using the in-
dividual vectors q1, q2, · · · qN . Although the algorithm is straightforward to
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Algorithm 1 Gram-Schmidt based QRD for M ×N matrix.

1: procedure GramSchmidt(H) . Multiplications

2: . Intialize Q and R to all zero matrix

3: Q← O

4: R← O

5: . Start decomposition

6: for j ← 1 to N do

7: aj ← hj

8: for i← 1 to j − 1 do

9: rij ← qH
i hj . M

10: aj ← aj − rijqi . M

11: end for

12: rjj ← sqrt(aH
j aj) . M

13: qj ← aj/rjj . M

14: . Update columns of Q

15: Qj ← qj

16: end for

17: return Q,R

18: end procedure
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Figure 2.9: Gram-Schmidt orthogonalization process.

implement in hardware, the GS process suffers from instabilities in fixed point
implementations and an alternative version of the algorithm called the Mod-
ified Gram-Schmidt (MGS) is used to improve stability [46]. The complexity
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of algorithms are often measured by the number of multiplication operations
and total multiplication count for the GS algorithms for an M ×N matrix is
obtained by

N∑

j=1

(
j−1∑

i=1

2M

)
+ 2M = MN2 +MN. (2.8)

The complexity is in the order of O(M3) for full rank square matrices of size
M ×M .

On the other hand, the HHT operates by using reflections, and an imple-
mentation of the HHT is shown in Algorithm 2. The pictorial representation of
the HHT for the same example matrix as used for the GS process is shown in
Figure 2.10. The transform starts by operating on the first column h1, similar
to the GS process. However, instead of normalizing this vector to produce q1,
the HHT reflects the vector h1 onto the X-axis to produce r1. This is achieved
by left multiplying h1 with the reflection matrix of the form

Q =

(
I − 2

vvH

vHv

)
, (2.9)

where v is a vector orthogonal to the reflection plane. There are two such
possible reflection planes, the edges of which are marked by P+ and P−. These
planes can be visualized as being perpendicular to the page on which Figure
2.10 is printed, but placed along the dashed lines marked by P+ and P−. The
HHT picks the plane which is farthest from the vector being reflected, resulting
in improved resilience to rounding errors in fixed point hardware. The reflection
matrix is applied on all subsequent columns of the input matrix, resulting in
reflected vectors as shown in Figure 2.10. For the next iteration, the matrix is
deflated by removing the first column and row of the modified H matrix and
the reflection procedure is repeated. It can be noticed from Algorithm 2 that
the HHT operates on vectors with decreasing size as j increases from 1 to N
and the computational complexity is obtained by

N∑

j=1




N∑

k=j

2c+ 2c


 ≈MN2 − N3

3
, (2.10)

where c is defined as (M + 1− j). The complexity of the HHT algorithm is also
in the order of O(M3) for full rank square matrices. Although the complexity
is lower than the GS process, it has to be noted that the Q matrix is not
explicitly computed in the HHT algorithm.
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Algorithm 2 Householder Transform based QRD for M ×N matrix.

1: procedure Householder(H) . Multiplications

2: . Intialize V to identity matrix

3: V ← I

4: . Start decomposition

5: for j = 1 to N do

6: c←M + 1− j
7: x←Hj:M,j

8: e← Ij:M,j

9: v ← sign(x1)‖ x ‖2e + x . c

10: r ← 2/(vHv) . c

11: for k = j to N do

12: Hj:M,k ←Hj:M,k − rv
(
vHHj:M,k

)
. c+ c

13: end for

14: V j ← v

15: end for

16: return V ,H

17: end procedure
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Figure 2.10: The first Householder reflection.
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Cholesky Decomposition

Cholesky decomposition (CD) may be used for decomposing Hermitian positive
definite matrices. Such matrices are used in Zero-Forcing (ZF) and MMSE
based symbol detectors. In massive MIMO systems with K single antenna
users, the linear system represented by (2.2) has a large dimension due to
the value of M (the number of antennas at the BS). This dimension may be
reduced by multiplying (2.2) from the left by the Hermitian HH , resulting in
the Gram matrix HHH of dimension K×K. Such Hermitian matrices can be
decomposed with either LDL decomposition or when they are positive definite,
by the Cholesky decomposition. Consider a Gram matrix defined as

HHH =




h11 h12 h13 h14

h∗12 h22 h23 h24

h∗12 h∗23 h33 h34

h∗14 h∗24 h∗34 h44


 . (2.11)

CD is a symmetric process that decomposes the above matrix into a product
of two matrices by triangular triangularization and can be represented as

CD(HHH) = (L1L2 · · ·LN )
(
LH

N · · ·LH
2 LH

1

)

= LLH ,
(2.12)

where L is a lower triangular matrix.
This process can be visualized as the expansion of H with a non-orthonormal

basis, which are the columns of L. Algorithm 3 shows an implementation of the
CD process and Figure 2.11 depicts its operation on a Hermitian 2× 2 matrix.
To begin with, the vector s1 is scaled by the square root of its first element
to obtain l1. The component of s2 in the direction of the first basis vector
l1 is subtracted from s2 to get the scaled version of the second basis vector
βl2. Similar to the HHT algorithm, the CD process continues by operating
on successively smaller submatrices to fully triangularize the input Hermitian
matrix. This algorithm not only requires lower memory than QRD as in-place
replacements can be performed, but also has a lower multiplication count given
by

K∑

i=1




K∑

j=1+1

(
j∑

k=i+1

1 + 1

)
+ 1


 =

1

6
(K)(K + 1)(K + 2). (2.13)
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Algorithm 3 Cholesky Decomposition for K ×K matrix.

1: procedure CholeskyDecomposition(HHH) . Multiplications

2: . Intialize L with lower triangular part

3: L← tril(HHH)

4: S ← L

5: . Start decomposition

6: for i = 1 to K do

7: d← 1/sqrt(Lii)

8: Lii ← dLii . 1

9: for j = i+ 1 to K do

10: Lji ← dLji . 1

11: for k = i+ 1 to j do

12: Ljk ← LjiL
H
ki . 1

13: end for

14: end for

15: end for

16: return L

17: end procedure

X

Y

−5 −4 −3 −2 −1 1 2 3 4 5

1

2

3

4

O

s1

s2

l1
βl2

4 2

2 3

[ ]
HHH =

4 0

2 3

[ ]
S =

β = l21

Figure 2.11: Cholesky decomposition based triangularization.
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2.2.4 Symbol Detection

Symbol detection is the process of finding an estimate of the transmitted vector
x in (2.2) with the lowest probability of error. A Maximum Likelihood (ML)
detector for a MIMO system finds an estimate xML by using the channel
estimates H and the received signal y as

xML = argmin
x̂∈S

‖ y −Hx̂ ‖2 (2.14)

where x̂ is the estimate of the transmit data vector in the set S, of all possible
transmit vectors. This set S, grows exponentially with the constellation size
and transmitter antennas leading to a high complexity for full ML detection.
The sphere decoder reduces this complexity by looking for the estimate in a
smaller subset of S, called the search space. However, choosing the search
space may not be easy and a variable amount of time is required to solve
the detection problem [49]. A modified version of the sphere decoder is the
K-Best algorithm which does not guarantee that the best candidate vector,
but has a fixed execution time. It may also be implemented with a parallel
architecture and hence is preferred for hardware implementations [50,51]. The
QRD preprocessor is often used to simplify the implementation of these K-
Best detectors. Consider (2.2) and the QRD of H = QR. Left multiplying
the received vector y in (2.2) with the Hermitian conjugate QH , results in a
rotated vector ŷ and a modified noise vector n̂ with properties similar to the
original i.i.d Gaussian noise vector n. This may be represented as

QHy = Rx + QHn

ŷ = Rx + n̂→




r11 r12 r13 r14

0 r22 r23 r24

0 0 r33 r34

0 0 0 r44


x + n̂.

(2.15)

Non-linear detectors operate on the upper triangular system in (2.15) to find
the final estimate for the transmit vector.

The complexity of the detection process may be further reduced with linear
detectors at the expense of performance loss. A linear estimate xL may be
obtained by

xL = f(H)y, (2.16)

where f(H) represents the operation performed by the linear detector. The
computationally simple Matched Filtering (MF) detector uses f(H) = HH ,
where HH is the Hermitian conjugate of the channel estimate. The MF process
maximizes SNR, and is also called maximum ratio combining when used at the
receiver, or maximum ratio transmission when used at the transmitter. The
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MF estimate of a received signal y is obtained from (2.2) by

xMF = HHy

= HHHx + HHn.
(2.17)

The ZF detection uses an f(H) = H†, where H† is the pseudo inverse of the
channel estimates and operates on (2.2) to produce the ZF estimate xZF as

xZF = H†y

= H†Hx + H†n. (2.18)

The ZF detector eliminates interference between the data streams but enhances
noise. The MMSE detector balances interference cancellation and noise en-
hancement and may be obtained when

f(H) =
(
HHH + αI

)−1

HH , (2.19)

where α is dependent on the SNR, and I is an identity matrix.

The performance of linear detectors in the presence of fading and noise
deteriorates, and thus small scale MIMO systems employ non-linear detection
schemes. However, in massive MIMO systems, channels have low correlation,
or are nearly orthogonal under favorable conditions, and linear schemes such
as ZF provide nearly optimal performance. Solving (2.18) and (2.19) in such
systems requires the inverse of matrices with large dimensions. Instead of
computing the full inverse, an approximate method based on the Neumann
series is proposed in [47, 52]. Nonetheless, accurate inverses may be needed as
number of users increases or when using higher order constellations.

2.3 Channel Properties and Adaptive Processing

A typical cellular communication system operates in an environment such as
the one shown in Figure 2.12. The signals transmitted from the BS interact
with multiple scattering objects such as trees, building and cars before reaching
the receivers. The distributed nature of the users may also result in scenar-
ios where a few of them receive higher signal power from the BS than others.
Additionally, positions of mobile UEs in a cell change over time resulting in
varying environment conditions and channel gains. Furthermore, several net-
work operators, external interference and noise sources are also present close
to the signals of interest, which degrade the quality of the desired signal. The
properties of these channels such as frequency selectivity, time variance and
interference are examined next.
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Figure 2.12: A cellular communication system.
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(a) Slow fading channel.

0
5

10
15

-150

-50

50

150

−1

0

1

Time in symbols

Frequency in subcarriers

C
h
an

n
el

ga
in

(b) Fast fading channel.

Figure 2.13: Fading channels for different environments and mobility.

2.3.1 Frequency Selectivity

The wireless channel can be modeled as a multi-tap linear filter and, like any
filter, it can be characterized by its frequency response. As an example, the
channels in 4G systems are classified into three categories based on frequency
selectivity, namely the Extended Pedestrian A (EPA), Extended Vehicular A
(EVA) and the Extended Typical Urban (ETU) models with the Power Delay
Profiles (PDPs) listed in Table 2.1. The PDPs describe the power of a received
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Table 2.1: Power delay profiles of 4G channel models.

EVA Channel EVA Channel EVA Channel

Path delay (ns) Power (dB) Path delay (ns) Power (dB) Path delay (ns) Power (dB)

0 0 0 0 0 −1

30 −1 30 −1.5 50 −1

70 −2 150 −1.4 120 −1

90 −3 310 −3.6 200 0

110 −8 370 −0.6 230 0

190 −17.2 710 −9.1 500 0

410 −20.8 1090 −7 1600 −3

1730 −12 2300 −5

2510 −16.9 5000 −7

signal in multi-path channels as a function of time [12]. The EPA channel has
the shortest PDP resulting in low frequency selectivity with a response similar
to the one in Figure 2.13(a). It can be noticed that in the frequency domain,
the channel gain changes slowly over the range of tens of sub-carriers. An EVA
channel has medium selectivity due to longer delays in its PDP of up to 2.5µs
and the ETU channel has the highest selectivity, similar to Figure 2.13(b).
The level of selectivity, or the degree of correlation between two frequencies,
can be expressed in terms of the coherence bandwidth, defined as the average
frequency difference that is required for the correlation to drop below a certain
threshold [12]. Highly selective channels have a small coherence bandwidth
and vice versa, indicating that baseband tasks such as CE can be performed
less frequently in channels with low selectivity. The coherence bandwidth of a
channel is related to the root mean square (r.m.s) delay spread of its PDP and
the largest value for the three models in Table 2.1 is 991 ns for the ETU model.
The 90% coherence bandwidth (CBW90) of this channel may be calculated by

CBW90 =
1

50× (r.m.s. delay spread)
(2.20)

and has a value of around 20 kHz [53]. The 90% coherence bandwidth for the
EPA channel is around 470 kHz.

2.3.2 Time Selectivity

The frequency response of the channel changes over time due to mobility of
UEs and scatterers such as cars. Similar to the coherence bandwidth in the
frequency domain, the rate of this change over time can be expressed by the
coherence time, defined as the duration over which the channel correlation in
time changes by a certain amount. Slow moving or fixed UEs experience smaller
changes over time, as shown in Figure 2.13(a), as opposed to a UE moving at
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Figure 2.14: 3rd order intermodulaton interference.

higher speeds as depicted in Figure 2.13(b). The variations in the channel
response over time can be attributed to Doppler frequency shifts, which are
dependent on the relative mobility between the UE and the BS, the carrier
frequency and the angle at which the UE is moving towards or away from
the multi-path components. The maximum difference in these frequency shifts
is measured with the Doppler spread. The 4G channel models capture these
changes over time with three different Doppler spreads of 5 Hz, 70 Hz and 300 Hz
corresponding to a mobility of around 2.5 km/h, 36 km/h and around 150 km/h
respectively at a carrier frequency of 2.1 GHz.

2.3.3 Spatial Selectivity

Mobile UEs are spatially distributed over a cell as shown in Figure 2.12. The
multiple antennas can be used for beamforming, to transmit or receive power
to/from a desired spatial direction. However, when the antennas are very
closely spaced, or if there are not enough scatterers around, the signals re-
ceived will be spatially correlated. This may introduce difficulties in resolving
the parallel communication links and lead to increased requirements in signal
detectors. Small scale MIMO systems where the UEs have a small form factor
are affected the most. Thus, the design of baseband algorithms for such UEs
should also consider spatial selectivity to ensure high performance. On the
other hand, in BSs like those in massive MIMO systems, the large number of
antennas allows accurate spatial selection, where even two physically close UEs
may be separated with relative ease [54].

There may also be scenarios with significant differences in channel condi-
tions, resulting in low correlation among the resolvable paths. The channels
between the BS and some UEs may be spatially well separated from another
group of UEs. Such information can be used in massive MIMO base stations
to optimize computations for reducing power dissipation by switching between
different algorithms.
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2.3.4 Interference

The reference sensitivity in wireless receivers is in the range of −95 dBm, allow-
ing them to communicate at extremely low received signal power. Furthermore,
interference influences the UE performance, especially in scenarios where the
UE is close to the cell edge. In such scenarios, the UE may use the maximum
allowed transmit power to communicate with the BS which can cause severe
interference from intermodulation in its own receiver when operating in the
Frequency Division Duplex (FDD) mode. For example, in 4G systems, band
17 in the 700 MHz range may cause IM3 distortion which falls in band 4 at
2100 MHz as shown in Figure 2.14 [13]. An off chip duplexer with attenuation
of around 50 dB is typically employed to isolate the receiver of the UE from its
transmitter. Nonetheless, a maximum transmit power of 25 dBm may act as a
strong interferer even with the duplexer, when received signal power is close to
the reference sensitivity. Furthermore, several other standards and operators
share the frequency spectrum which may result in additional interferers at the
receiver [23]. Designing highly linear analog front ends is a good way of min-
imizing the effects of external interferers. However, this is a difficult task to
achieve, especially in mobile devices operating with limited battery energy.

2.3.5 System Parameters

The Long Term Evolution (LTE) standard from the 3rd Generation Partner-
ship Project (3GPP) is designed for 4G cellular communication systems and
makes use of MIMO and OFDM techniques. There are many system parame-
ters such as BW, modulation alphabet, coding rate etc., that can be dynam-
ically changed to suit not only channel conditions, but also UE capabilities
and requirements. The coherence bandwidth and coherence time of channels
where these systems will be deployed play an important role in OFDM system
design, influencing parameters such as sub-carrier spacing, pilot placement and
CP length. The LTE standard employs pilots both in time and frequency to
ease channel estimation. To support spatial multiplexing, pilots are defined in
an orthogonal fashion for the antenna ports. Figure 2.15 shows an example
placement of these pilots. A sub-carrier spacing of 15 kHz is chosen to ensure
frequency flatness over individual sub-carriers and pilots are placed every six
sub-carrier to handle channels similar to the ETU model. In the time domain,
the symbols are around 66 µs long and a CP of 5 µs is used to minimize inter
symbol interference when operating in channels with long delay spreads. Very
high velocities of 500 km/h are supported, resulting in Doppler shifts of around
1 kHz at a carrier frequency of 2.1 GHz. At least two pilots are placed every
0.5 ms to detect these variations over the time domain. The communication
BW ranges from 1.4 MHz when using 128 sub-carriers to 20 MHz for operation
with 2048 sub-carriers per component carrier and pilots consume around 5%
of these resources. Furthermore, some of the sub-carriers are reserved for the
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Figure 2.15: Pilot structure in 4×4 LTE-A.

guard bands and only part of the full BW is used for actual data transmission.
For example, 1200 sub-carriers are used when operating in the 20 MHz BW
mode.

LTE release 10 or LTE-A is an evolved version of LTE with new features
such as 8 × 8 MIMO configuration in the downlink and Carrier Aggregation
(CA). The CA technique allows up to five component carriers to be com-
bined, increasing communication BW to 100 MHz, enabling theoretical speeds
of around 3 Gbps when used with 8 × 8 MIMO. Most of the frequency bands
used for cellular communication below 2.6 GHz have a BW less than 100 MHz.
Thus, inter-band aggregation is supported, where component carriers from dif-
ferent frequency bands may be combined. These bands can be either contiguous
or non-contiguous as depicted in Figure 2.16 and provide flexibility for network
operators to use the precious frequency resources efficiently. LTE supports
both FDD and TDD. FDD is used mainly in the lower frequency bands where
paired spectra are available, and TDD is used at higher frequencies where wider
BWs are available. When operating in the FDD mode, data is transmitted and
received simultaneously, but on two different frequency bands. In the TDD
mode, the same frequency band is used in a time multiplexed fashion for both
uplink and downlink communication. Three modulation schemes are used for
data transmission, namely 4-QAM, 16-QAM and 64-QAM. Control informa-
tion is usually modulated with 4-QAM, and channel coding is employed for
error detection and correction [14].
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Figure 2.16: Carrier aggregation in LTE-A.

2.3.6 The Need for Adaptive Processing

The previous sections introduced properties of wireless channels and interfer-
ence conditions. Some of the central functionalities of a typical MIMO-OFDM
receiver were presented and features in recent 4G standard to increase the data
rate were discussed. This subsection serves as a short review of some of the
challenges and presents the need for adaptive processing in wireless receivers.

Typically, a BS serves hundreds of users by dynamically allocating resources
to the UEs in a cellular communication system. However, applications such as
high definition video streaming and web browsing require significantly differ-
ent levels of QoS. Thus, the performance of the blocks in Figure 2.4 may be
adaptively tuned based on the QoS requirements of the application in use. For
example, the EVM requirements from the analog front end may be relaxed when
receiving 4-QAM data as opposed to when receiving 64-QAM data [37]. Ana-
log blocks in some of the many parallel receiver chains may be completely shut
down when not using spatial multiplexing. On the digital side, the baseband
sample rate may be reduced to match the BW assigned to the UE. Decimation
filters can be reconfigured, or parts of them can be completely turned off and
the resolution of the FFT block can be changed to reduce computations. When
receiving wideband signals such as in CA scenarios, higher clock frequencies or
multiple blocks may be operated in parallel. Frequency selectivity and user
mobility can also be monitored to lower computations in favorable channels.
Another solution would be to exploit properties such as coherence bandwidth
and coherence time with interpolation techniques to lower computation cost.

A baseband processor designed for the most extreme scenario of 100 MHz
BW and highly frequency selective channels which does not use adaptive tech-
niques will be expensive in terms of silicon area, will consume high power and
thus result in poor battery life. Hence, implementations optimized for the
common use case with reconfigurability to support challenging scenarios and
throughput requirements are needed. This dissertation examines some tech-
niques to achieve this goal of providing a variable but good enough QoS, while
optimizing computations in the baseband to achieve energy efficiency.
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Complexity and Power Reduction

The previous chapter described some of the building blocks in a typical wire-
less receiver. The chapter also introduced several challenges in implementing
these components and opportunities for optimization. Consequently, this chap-
ter presents methods to reduce computational complexity, thereby enabling a
tradeoff between performance and energy efficiency. This is done by adopting a
co-optimization approach between different stages of the design implementation
cycle for circuits in wireless communication.

3.1 Introduction

The design methodology for digital signal processing circuits can be divided
into three stages. To begin with, algorithms suitable for a given task, such as
CE, QRD or signal detection are evaluated, and the ones which provide the
required performance with low complexity are chosen. In the next stage, hard-
ware architectures for these algorithms are examined. Finally, an architecture
capable of meeting the throughput demands is implemented with a selected
CMOS technology. Several optimization techniques can be used throughout
this design process, and Figure 3.1 shows some of the methods available at
different stages. Although algorithmic level choices alone have a larger impact
than architectural or circuit level decisions, even higher gains can be obtained
by combining and co-optimizing across these three stages [55–57].

Digital circuit design for mobile wireless receivers follows a similar princi-
ple, with a hard requirement on energy efficiency. The wireless channel and
interference sources are highly variable, increasing the difficulty of designing
a single implementation that is energy efficient in all scenarios. Implemen-
tations for handling the worst case scenarios can satisfy the performance re-
quirements in all scenarios. But at the same time, they may lead to inefficient
hardware circuits regarding power and silicon area in good channel scenarios,
such as when operating with low time and frequency selectivity. Recogniz-
ing the variable nature of the requirements allows a more flexible approach,
where hardware may be optimized for typical scenarios, providing adequate
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Figure 3.1: Multi level cross-optimization in a wireless receiver design cycle.

QoS, with reconfigurability to handle the more extreme conditions. Hence,
flexible or adaptive algorithms that can provide a broad range of performance-
complexity tradeoffs are of interest in wireless receivers. However, flexibility
usually comes at an increased cost, for example, in terms of silicon area. The
architectural design stage should thus ensure an acceptable balance between
configurability and overhead, while at the same time satisfy throughput and
latency requirements. Techniques such as parallelism and pipelining may be
used to increase the throughput, while folding with resource sharing may be
used to reduce silicon area. Switching to newer technology nodes is another
way of improving throughput while lowering power dissipation. Additionally,
other circuit level strategies such as Dynamic Voltage and Frequency Scaling
(DVFS), clock/power gating and body biasing can be used for dynamic power-
throughput tradeoff.

It is essential to perform a system level analysis with parameters such as
typical requirements, channel conditions, available power and silicon cost to ex-
amine and co-optimize hardware implementations. For example, choosing an
algorithm which can be implemented in a parallel architecture is not only ben-
eficial for increasing throughput but also allows clock/power gating to be used
on parts of the parallel implementation when throughput requirements are low.
Another example is multi-algorithm selection that share common operations.
Choosing an algorithm with high performance, that can be adapted to provide
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intermediate performance, by omitting some computations is a good way of
achieving reconfigurability while increasing hardware efficiency. Such imple-
mentations will allow the receiver to choose among algorithms based on QoS
requirements, allowing power reduction in good channels. Feedback can then
be used as shown in Figure 1.1 to reconfigure the receiver towards better energy
efficiency. This feedback is most useful in the digital domain due to the addi-
tional computation power and easier hardware reconfigurability. Nonetheless,
a balance has to be found to ensure that overhead from feedback and reconfig-
urability is manageable in terms of complexity when weighed against possible
performance gains. Thus, hardware friendly algorithms with simple methods
of reconfiguration are desired to cover a broad range of power-performance
tuning.

This chapter investigates some of the techniques on each of the three design
stages in Figure 3.1, and evaluates their impact on performance, throughput
and power. It starts by examining algorithmic level decisions and later de-
scribes architectural and circuit level optimizations geared towards efficient
implementations of these algorithms. Some metrics such as complexity, per-
formance, reconfigurability, area, throughput and power that can be
tuned at each of these design stages have been highlighted in Figure 3.1. These
parameters will be used in the following sections in figures tailored to illustrate
the interaction between the many design optimization methods available at
each stage.

3.2 Algorithmic Techniques for Adaptive Processing

A wide range of algorithms are available to realize the functionality of the
different components in a wireless receiver. However, an algorithm suitable
for one channel scenario may be unsuitable in other scenarios. Additionally,
the QoS requirements from UEs are also variable. For example, streaming
an online video might require bursts of high speed data with longer periods
of low data rate communication. Therefore, algorithms that can adapt their
performance to match a wide range of QoS requirements and channel conditions
are of particular interest for battery operated wireless receivers.

3.2.1 Algorithm Selection

An example design space at the algorithmic stage is shown in Figure 3.2. The
goal in this stage is to choose an algorithm that can meet a target performance
while minimizing complexity and providing a large degree of adaptability. As
an example, consider an algorithm Alg. 1 that has a low complexity but does not
provide the minimum required performance. Thus, another algorithm Alg. 2,
with better performance is needed. However, the added performance comes
at the cost of increased complexity, which translates to a higher number of
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computations and a corresponding increase in power consumption. Although
the non-adaptive version of Alg. 2 is an acceptable solution from the perfor-
mance perspective, the complexity may be too high. Figure 3.2 also shows an
adaptive version of Alg. 2, which can reduce complexity for a loss in perfor-
mance and thus, would be suitable for scenarios with variable requirements.
This adaptability may come with an increased silicon cost and simple methods
for reconfigurability are also desired from a hardware architecture perspective.
Thus the algorithmic stage choices play an important role, and some examples
of improving energy efficiency are presented below.

The tasks performed by the digital baseband blocks in Figure 2.5 can be
accomplished with a plethora of algorithms. For example, the FFT operation
may be based on algorithms with different radices. Channel estimation may be
performed with channel statistics [42], pilot tones [58] or blind estimation may
be used [59]. There are also solutions that combine these techniques. Simi-
larly, different types of channel preprocessing algorithms may be used [46] and
three commonly used ones in MIMO systems are presented in subsection 2.2.3.
Symbol detection is another operation where several algorithms with varying
complexity from the simple MF to the more complicated ML algorithm are
available. The ML algorithm finds the most probable transmitted symbol,
given the received symbol, but has a large complexity and needs a considerable
amount of hardware resources. MF, on the other hand, is very simple to imple-
ment in hardware but provides adequate performance only in non-interference
limited scenarios. The ZF algorithm has a higher complexity than MF and is
often used in interference limited conditions. Choosing algorithms that share
operations increases reconfigurability in hardware implementations. For exam-
ple, some of the operations in the ZF algorithm are similar to the operations
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performed with MF. Choosing a K-Best non-linear detector with a tunable K
parameter also increases reconfigurability and offers power-performance trade-
offs. Non-linear detection schemes are needed to combat fading and are a
necessity in small scale MIMO systems whereas massive MIMO systems can
provide good performance with just linear detection schemes. This dissertation
explores the channel preprocessing and signal detection in small and massive
MIMO system, and methods of lowering complexity for these two operations
on the algorithmic level are presented below.

3.2.2 Algorithmic Approximations

Different types of optimizations such as reducing word lengths, approximat-
ing division or square root operations with a look up table, can be performed
after algorithmic selection to balance silicon cost, performance, and energy
efficiency. For example, fixed point hardware implementation has a limited
accuracy, and the quantization of the internal variables affects algorithmic per-
formance. Wider variables, represented with a higher number of bits provide
good accuracy but require larger silicon area for storage and corresponding
logic. Not all computations and variables have an equal impact, and hence
word length optimizations may be performed to ensure accurate representation
of only the critical variables while reducing widths in non-critical parts. This
requires co-optimization with the architectural level to find the right balance
between performance and silicon cost. The FFT operation implemented with
the multistage architecture requires longer word lengths towards later stages
to retain precision. Alternate implementations with a floating point unit are
also possible which may require additional hardware blocks to handle data scal-
ing [60]. Another example is the output of the division operation in QRD and
CD processes, that has a higher impact on the BER performance than other
variables. The word lengths of these units can be optimized by examining
algorithmic performance prior to implementation.

Operations in the digital baseband can be characterized as the process of
getting an estimate of a variable based on some limited information. For ex-
ample, the channel gain matrix H, at the pilot position is obtained with LS
estimation as shown in Figure 3.3(a). The pilot spacing is chosen to handle
worst case conditions in terms of frequency selectivity and time variance, and
they are placed in an orthogonal fashion in time, frequency and spatial domains
to ease CE. Interpolation is then used to obtain H at the data tones from the
LS estimates of pilot tones as shown in Figure 3.3(b). Weighted interpolation,
which considers more than two pilot estimates, has a lower error than linear
interpolation but requires larger storage and higher computations. The out-
puts of the CE unit are used by the channel preprocessor. For example, the
interpolated estimate H4 at sub-carrier 4 is used to produce the corresponding
matrices with the QRD or the CD algorithms. Such a direct implementation
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Figure 3.3: Channel estimation with interpolation.

which operates on channel estimates for every data tone will require hardware
that is capable of delivering a high throughput. Even though is an acceptable
solution for wideband systems, it may not be efficient in terms of silicon area
and power dissipation.

Recognizing that channel conditions are variable and the UEs experience
different levels of fading as depicted in Figure 2.13, allows interpolation tech-
niques to be used for QRD and CD processes to reduce throughput require-
ments in good channel conditions. For example, the QRDs Q1R1 and Q7R7 of
channel estimates H1 and H7 respectively can be interpolated to produce the
intermediate Q5i and R5i matrices, without explicitly calculating H5. This
enables the QRD processor to operate at a lower throughput, as accurate QRD
operations can be replaced by interpolation approximations. Several users share
the time and frequency resources in a cellular system, and a single user is rarely
assigned the full BW for extended periods of time. Such low BW assignment
scenarios can also be exploited to dynamically reduce QRD throughput.

Linear interpolation is a simple method to realize dynamic reconfigurability.
A single parameter, namely the interpolation distance, can control the accuracy
of interpolation. Figure 3.4 shows the variations of the columns of the Q
matrix obtained from the QRDs of channels generated from one the LTE-A
channel models in a 3 × 3 real valued MIMO system. It can be noticed that
the orthogonal vectors move along smooth curves on the unit sphere. Linear
interpolation may be used to estimate the intermediate values of the columns
of the Q matrix (q vectors) as shown in Figure 3.4. This distance over which
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interpolation can be performed may be related to how fast the columns of the
Q matrix change, which in turn can be related to the coherence bandwidth
and the coherence time of the channel. Linear interpolation of a matrix has a
complexity in the order of O(M2) compared to the accurate QRD complexity
in the order of O(M3), where M is the length of the q vector.

The error introduced by interpolating the Q and R matrices affects BER
and the QoS. In the following, an analysis of this error is presented and com-
pared to the error obtained when using linear interpolation of channel estimates
followed by their respective QRDs. Assume H1 is the channel estimate at sub-
carrier 1, and HP is the estimate at a sub-carrier located P − 1 frequency bins
from sub-carrier 1. If interpolating over a distance of P sub-carriers, define

δ , 0 :
1

P
: 1, (3.1)

αi = (1− δ(i)) ∀i = 1, 2, · · · , P, (3.2)

and let the QRD of H1 and HP be

QRD(H1) , Q1R1,

QRD(HP ) , QPRP .
(3.3)
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Define a full matrix E1 and an upper triangular matrix E2 such that

QP , (I + E1)Q1,

RP , R1(I + E2).
(3.4)

The matrix E1 represents the differences between Q1 and QP , whereas the
matrix E2 captures the differences in the corresponding R matrices. The linear
interpolated Qi and Ri of a matrix Hi, ∀i = 1, 2, · · · , P is obtained by

Qi = αiQ1 + (1− αi)QP ,

Ri = αiR1 + (1− αi)RP ,
(3.5)

and the QR product of (3.5) is

QiRi = (αiQ1 + (1− αi)QP )(αiR1 + (1− αi)RP ),

= H1 + (1− αi) (E1H1 + H1E2) + (1− αi)
2 (E1H1E2) .

(3.6)

If direct linear interpolation of channel matrices H1 and HP is used instead of
interpolating the outputs of their corresponding QRDs, then the intermediate
matrix Hi is obtained as

Hi = αiH1 + (1− αi)HN ,

= H1 + (1− αi) (E1H1 + H1E2) + (1− αi) (E1H1E2) .
(3.7)

The result of the QRD interpolation can be compared with direct channel
interpolation using (3.6) and (3.7). The error in interpolation is given by

QRDerror = αi(1− αi) (E1H1E2) . (3.8)

This error is proportional to difference between H1 and HP , represented by
E1 and E2, and can thus be controlled by choosing similar channel estimates.

A similar analysis can also be used to understand the effects of linear in-
terpolation in the CD preprocessor. Assuming that H1 and HP are positive
definite Hermitian matrices, define

CD(H1) , L1L
H
1 ,

CD(HP ) , LPL
H
P .

(3.9)

Define a lower triangular matrix T 2 that represents the difference between
channel estimates L1 and LP so that

LP , (I + T 2)L1. (3.10)



Chapter 3: Complexity and Power Reduction 43

The linear interpolated Li of a matrix Hi, ∀i = 1, 2, · · · , P is obtained by

Li , αiL1 + (1− αi)LP . (3.11)

In order to compare the error in the interpolated Li, construct the the LLH

product for (3.11) as

LiL
H
i = (αiL1 + (1− αi)LP )(αiL1 + (1− αi)L

H
P ),

= H1 + (1− αi)
(
T 2H1 + H1T

H
2

)
+ (1− αi)

2
(
T 2H1T

H
2

)
.

(3.12)

The corresponding direct linear interpolation for Hi results in

Hi = αiH1 + (1− αi)HN ,

= H1 + (1− αi)
(
T 2H1 + H1T

H
2

)
+ (1− αi)

(
T 2H1T

H
2

) (3.13)

The result of CD interpolation can be compared the interpolated Hi using
(3.12) and (3.13). The CD interpolation error is

CDerror = αi(1− αi)
(
T 2H1T

H
2

)
. (3.14)

The error term has a similar structure as the QRD error from (3.8) and
depends on the similarity of L1 and LP . The similarity can be controlled by
choosing the interpolation distance based on coherence bandwidth and coher-
ence time. The CD interpolation error is smaller than QRD interpolation error
as the number of elements in Li matrices is around 1/3 of the total number of
elements of in Qi and Ri matrices combined. Furthermore, the CD algorithm
has a lower complexity than QRD, and thus is a better algorithmic level choice
when using interpolations. Nevertheless, linear approximations in both QRD
and CD reduce complexity by an order of O(M) and allow adaptive control of
the QoS by changing the interpolation distance.

3.2.3 Adaptive Digital Signal Processing

Adaptive algorithms can be used to automatically adjust system parameters
based on feedback about receiver performance and environment. One applica-
tion for such adaptive signal processing is the configuration of analog circuits
in a radio to improve their performance. The analog components in a radio
have a very difficult task of amplifying and filtering only the wanted signals in
the presence of a multitude of interference and noise sources. This task is even
more complicated in FDD systems, where the receiver has to detect and amplify
signals with power levels of around −95 dBm. Due to the constant presence
of variable interference, the linearity of the radio front end affects the quality
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(a) A system with an adaptive filter.

(b) Least Mean Squares Algorithm

1: g ← 0

2: procedure LMS(x(n),y(n))

3: while (1) do

4: z(n)← x ∗ g
5: e(n)← z(n)− y(n)

6: xp ← xHx

7: g ← g + µeH(n)x/xp
8: end while

9: end procedure

Figure 3.5: The LMS filter and its algorithmic description.

of the wireless data link. Digital circuits have been used in traditional radios
to recalibrate these blocks towards a better operating point, corresponding to
feedback from the digital to the analog domain in Figure 1.1. For example,
automatic gain control detects the power of the signal and decreases the gain
of the LNA or the CSF when receiving a strong signal. Another example is
when the BW of a CSF is changed to match the assigned BW by using feedback
based on control channel data. Similarly, the local oscillator frequency is tuned
to match the carrier frequency using information from the baseband.

This dissertation has focused on one such application, where the non-
linearities in a CSF are detected and reduced with an adaptive algorithm.
Although the transfer function of the CSF is designed to provide good linear-
ity and a particular gain, the actual hardware implementation may deviate
from the design specification due to PVT variations. Thus, analog hardware
blocks are often implemented with a capability to adapt their performance at
runtime to offset these variations. An algorithm may be used to detect the
variations, enabling a control loop to tune the filter towards a better operating
point. Although the algorithm can be realized in the analog domain, the im-
plementation may itself suffer from PVT variations. Furthermore, extra care
is needed during the layout stage, and the analog adaptive filter may increase
noise and degrade receiver performance [6]. A fully digital solution overcomes
these problems and can be implemented with a standard digital design flow.
The variations in the CSF filter response can be detected by the use of digital
algorithms such as the Least Mean Squares (LMS) algorithm. The algorithm
is based on the stochastic gradient descent method and tracks the variations
in the transfer function of a target system [61]. Such a system is shown in
Figure 3.5, where h is the unknown transfer function, and g is the adaptive
filter based on Alg. 3.5(b). The filter operates by detecting the error between
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its own output z(n) and the unknown system’s output y(n) and evolves over
time to minimize the average error e(n).

If an analog circuit is represented by an equivalent transfer function h+h(n),
where h(n) denotes the part due to PVT variations; an adaptive filter can be
used to track these variations over time. This “digital” intelligence comes at an
increased silicon cost from the adaptive algorithm’s hardware implementation.
Nonetheless, the algorithm allows the receiver to be fine-tuned towards its best
operating point when the linearity of the front end is important, such as in
the presence of strong interference signals. The overhead can be minimized by
sharing the same control loop to tune multiple components in a time multi-
plexed fashion. The additional power dissipated from the control loop can be
controlled by switching off the algorithm once the desired level of linearity has
been reached.

3.3 Architectural Techniques for Configurability

Algorithmic level choices provide the possibility to trade complexity, reconfig-
urability and performance. The hardware architecture chosen for the actual
implementation also plays a major role in realizing this tradeoff. The primary
goal at the architectural design stage is to minimize silicon area while pro-
viding a required throughput and a certain degree of configurability. Figure
3.6 depicts the interaction between these parameters and Figure 3.1 highlights
some techniques available for hardware designers to achieve this. As an exam-
ple, consider an implementation Impl. 1 of an algorithm which has a small area,
limited configurability and a throughput lower than the minimum requirement.
Throughput can be improved with the pipelining technique which increases sil-
icon area. For example, pipelined implementations of the FIR filters may be
used to improve the throughput of the decimators [62]. On the other hand, if
latency is important, then a parallel architecture that requires higher area may
be employed [63]. The throughput can be doubled with two instances of Impl. 1
and quadrupled with four instances. These parallel blocks can be programmed
to either process data or not, providing an easy method for reconfigurability.
If silicon area is a critical parameter, folding can be used [64]. The same pro-
cessing block can be run at a higher frequency in a time multiplexed fashion
to process data faster. Careful scheduling of algorithmic operations may be
required for reusing hardware blocks. Using just one of these techniques may
not be suitable and hence these methods are often combined to reach the de-
sired target in terms of throughput and area [65]. A good example is the use
of polyphase decimation filters, which achieve parallelism with multiple filter
banks. Each of these filters may be implemented in a pipelined FIR archi-
tecture to increase operational frequency. In the following subsection, a brief
introduction to some of these techniques is presented.
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3.3.1 Pipelining

The maximum operational frequency of a digital circuit is determined by the
critical path in its hardware implementation. The maximum throughput of the
design, dependent on this frequency, can be increased by pipelining. Consider
an implementation of a function f(x) shown in Figure 3.7(a), with a maximum
clock frequency clk1, resulting in a throughput below a specified minimum
requirement, similar to Impl .1 of Figure 3.6. Dividing the operations performed
in the function f(x) into two sub-blocks f1(x) and f2(x) and adding a register
in between these functions, breaks the critical path and allows the design to
process data at a higher frequency clk2. Figure 3.7(b) highlights the original
critical path in a design before pipelining which includes three multipliers and
three adders and the shorter critical path after pipelining which consists of two
multipliers are one adder. An added advantage of pipelining is that it may
reduce dynamic power dissipation of the combinational logic by decreasing
switching propagation. Pipelining also enables reconfigurability. For example,
in Figure 3.7(a), if only the output y1 from f1(x) is required, the second part
of the pipeline, f2(x) can be turned off. On the downside, pipelining increases
latency and requires registers in non-critical paths of the design to balance
latency. Figure 3.6 shows a system level view of using pipelining which allows
the design to reach the required throughput with an increase in area cost.

3.3.2 Parallelism/Unfolding

Instantiating multiple copies of the same hardware unit is another way of in-
creasing throughput. A block level representation of such an operation is shown
in Figure 3.8(a), where the original implementation f(x) is used twice to double
the throughput. As an example, consider a matrix-vector product generator
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Figure 3.7: Pipelining hardware for increasing throughput.
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Figure 3.8: Parallelism for increasing throughput.

often used in digital baseband processing. The multiplication of 4 × 4 matrix
A, by a 4× 1 vector b, to produce a 4× 1 vector c can be represented by

c = Ab,



c1
c2
c3
c4


 =




a11 a12 a13 a14

a21 a22 a23 a24

a31 a32 a33 a34

a41 a42 a43 a44







b1
b2
bb
b4


 ,

(3.15)

where c1, the first element of c is obtained by

c1 = a11b1 + a12b2 + a13b3 + a14b4. (3.16)

Figure 3.8(b) shows an implementation of (3.16), which requires four multipli-
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Figure 3.9: Folding to reduce silicon area.

ers and three adders. The unit has to be run four times when only one instance
of the matrix-vector product generator is available, once for each element of the
output vector c. A parallel implementation of the same matrix-vector prod-
uct generator is shown in Figure 3.8(c), where four instances of the unit from
Figure 3.8(b) run together to produce all the elements of the c vector at the
same time instant. Configurability can be achieved by dynamically changing
the number of instances based on throughput requirements. This is represented
in Figure 3.6, where two versions of the parallel implementation of Impl 1 are
used. In the Unfolded by 2 (UF2), version, two instances double the through-
put, and the Unfolded by 4 (UF4) version quadruples the throughput. Parallel
architectures are also beneficial when employing supply or VDD scaling to lower
dynamic power dissipation. Furthermore, some of the parallel instances may be
completely turned off with circuit level techniques such as clock/power gating.
The cost of using parallelism is the nearly linear increase in silicon area. Feed-
back paths, data dependency, and the silicon cost may also limit the degree of
parallelism.

3.3.3 Time Multiplexing/Folding

Savings in area can be obtained with folding or time multiplexing in scenarios
where an implementation easily meets throughput requirements. Figure 3.9(a)
shows a design where the implementation of f(x) is used twice to produce
the output y. This opens up the possibility to reuse the same implementation
to perform the function of two blocks, albeit operating at mutually exclusive
time instants. Such an implementation requires lower total silicon area and
utilizes hardware more efficiently. The time multiplexed implementation of the
matrix-vector multiplier with basic building blocks such as a multiplier, an
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adder and a storage register is shown 3.9(b). This technique comes with an
overhead of increased control logic and multiplexers to schedule the operations
and additional registers to store intermediate results.

3.4 Circuit Techniques for Power Reduction

The previous section presented architectural techniques to improve throughput
and reconfigurability, and this section introduces methods to reduce power
dissipation. Figure 3.10 shows a design space for circuit level optimizations and
Figure 3.1 provides a system level view of the techniques available to achieve a
particular power/throughput goal. Variable requirements in digital baseband
circuits can be exploited to reduce power dissipation with clock/power gating
techniques, with a small cost to silicon area. Modern technologies such as
28 nm FD-SOI provide access to the back gate for forward body biasing, a
technique which can be used to increase throughput at the cost of higher power
dissipation. Traditional methods such as supply voltage and clock frequency
scaling can also be used to dynamically change the throughput, leading to a
corresponding change in power dissipation. The total power Ptot, dissipated in
a digital circuit can be expressed as

Ptot = Pdyn + Pstat, (3.17)

where Pdyn is the dynamic power and the static component is Pstat [66]. The
dynamic power is dependent on the supply voltage VDD, the operation fre-
quency of the circuit f , the switching activity α, the equivalent capacitance of
the circuit C and can be modeled as

Pdyn ∝ αCfV2
DD. (3.18)

Technology scaling has enabled transistors to operate at lower supply voltages
and has thus reduced the dynamic power dissipation due to its quadratic de-
pendence on VDD. On the other hand, a shorter transistor channel length has
lowered the threshold voltage VTH. The Pstat component has an exponential
dependence on VTH, which has led to an increase in its contribution to the total
power. This is particularly the case in memories, which often occupy around
50% of silicon area in modern day chips. Consequently, several techniques such
as transistor stacking and channel length stretching are employed to reduce
Pstat [2].

Many operations in the digital baseband processing in wireless receivers are
combinatorial in nature, involving matrix manipulations. The dynamic power
component, Pdyn is usually more dominant than the static component in these
processing blocks (not considering memory), and the following subsections in-
troduce methods to control dynamic power dissipation.
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3.4.1 Clock and Power Gating

Most of today’s digital designs are synchronous in nature and rely on a clock
signal for transitioning between different states to construct meaningful func-
tionality in a controlled manner. The clock signal is used by sequential storage
elements such as registers present throughout the design, and regular clock
buffering is required to meet the strict timing constraints. This clock signal
has the highest switching activity and often contributes to 30% to 40% of the
total dynamic power dissipation in ASICs [67]. The interconnect and clock tree
power consumption in FPGAs may be as high as 70% [68]. Hence, switching off
the clock to idle blocks in a design is one of the methods of reducing dynamic
power dissipation.

An implementation with two blocks, f(x) and g(x) operating with two
different clocks is shown in 3.11. In scenarios when the function unit f(x) is
not needed, the clock to this unit can be turned off. Extra care has to be
taken to ensure that glitches do not propagate which requires specialized clock
gating cells. Additionally, the design has to ensure that the inputs and outputs
from the gated unit are changed in an appropriate way to maintain correct
functionality when the clock is turned on again. Dynamic clock gating can
be achieved by modifying signals such as the “en1” and “en2” in Figure 3.11
which may be set in a top level control register.

Although dynamic power can be reduced with clock gating, the static power
component is still present which can be reduced by the power gating technique.
The supply voltage VDD to a particular block can be turned off via power
gating cells to eliminate both the dynamic and static power consumption. On
the downside, additional supply routing, power gating circuits and control logic
are needed, which can increase the silicon area.
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3.4.2 Dynamic Voltage (VDD) and Frequency Scaling

The dynamic power component from (3.18) shows a linear dependence on clock
frequency and a quadratic dependence on the supply voltage VDD. Thus, low-
ering clock frequency or VDD results in a corresponding reduction in power
dissipation. However, reducing VDD below the standard operating voltage of
the chosen CMOS technology slows down transistors and is detrimental from
the throughput point of view. Additionally, process variations may affect the
performance of transistors at lower supply voltages. Therefore, additional cir-
cuits are required to ensure functionality when using the VDD scaling tech-
nique [69]. The use of multiple voltage islands is another method to lower
power dissipation [70]. Different functional blocks such as memories and core
logic can be designed to operate in their own power domains with separate con-
trols for VDD scaling, enabling a finer power control. This multi-VDD technique
requires voltage conversion buffers to ensure proper signal transition between
these domains. On chip supply generators may also be required to increase the
efficiency of VDD scaling.

Frequency scaling is an easier method of reducing power dissipation, where
an almost linear decrease in power consumption may be obtained by reduc-
ing clock frequency. Modern digital design tools ensure that clock constraints
are met at the desired target frequency and the circuits are guaranteed to be
functionally correct at frequencies below this target. On the downside, clock
generation circuits for variable clock frequency are required which may increase
design complexity.

Notwithstanding some of the drawbacks in terms of increased area, dynamic
VDD and frequency scaling are commonly used in many designs [71,72]. These
two techniques are especially attractive for adaptive digital baseband blocks
that have variable throughput requirements. Furthermore, techniques such as
parallelism may be combined with DVFS to co-optimize the architecture and
circuit implementation to further lower power dissipation.
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3.4.3 Multi-VTH Transistors and Body Biasing

The threshold voltage (VTH) of a transistor determines its switching speed
and affects the maximum operational frequency of digital circuits. Lower VTH

transistors provide higher speed but also result in larger static leakage when
compared to transistors with a higher VTH. Some CMOS technologies offer
the choice of combining transistors with multiple VTH to balance operational
speed and power dissipation at design time. Modern digital design tools are
capable of optimizing the critical paths by choosing low VTH transistors to
improve speed and high VTH transistors for other parts of a design to reduce
power dissipation. Additionally, the VTH of a transistor can be dynamically
modified by the body biasing technique, where a non-zero voltage is applied
to the fourth terminal of the transistor. The 28 nm FD-SOI technology from
STMicroelectronics extends the body biasing feature by introducing a back
gate or a second gate below the channel, providing an even wider range of VTH

control [73,74]. This second gate can be biased by an additional supply voltage,
either to reduce leakage, or to dynamically boost operational speed.

From a system level perspective, consider the original design in Figure 3.10
that meets the minimum required throughput but is unable to meet the max-
imum requirement. Forward body biasing can be used to increase the circuit
throughput at the expense of increased power dissipation [75]. Combinations
of the techniques presented in this subsection can also be used to reduce power
dissipation. For example, DVFS and forward body biasing can be combined to
reduce power dissipation while increasing throughput.

All these algorithmic, architectural and circuit level techniques provide a
multitude of options for designers to examine what fits best for their applica-
tion. The key to minimizing power dissipation is to employ co-optimization
and combine methods across the different design levels in Figure 3.1. This
dissertation uses this approach to perform algorithmic-architectural-circuit co-
optimizations to increase hardware efficiency while providing the necessary re-
configurability to allow dynamic power-performance tradeoff. The next chapter
describes specific examples in light of the methods presented in this chapter.



Chapter 4

Applications in Digitally Assisted
Radio Receivers

The previous chapter described methods to perform optimizations across dif-
ferent layers in a receiver design cycle. Techniques to balance adaptability
and complexity at an algorithmic level were introduced and architectural level
options to increase throughput and reduce area were discussed. Circuit level
design choices to balance power and throughput were reviewed. Some examples
of exploiting these methods in scenarios that have a variable QoS requirement
were also described. This chapter briefly describes the application of all these
techniques with a co-optimization strategy that relies on feedback on operat-
ing conditions to reduce power dissipation and improve energy efficiency. The
chapter begin with a description of a system that uses the Dig.→Ana. feed-
back from Figure 1.1 to fine-tune a CSF towards higher linearity. Later, power
reduction with Dig.→Dig. feedback for baseband circuits in small scale and
massive MIMO systems are presented.

4.1 Non-linearity Mitigation for Analog Circuits

Cellular communication standards such as 3GPP LTE support FDD communi-
cation, where a mobile UE can simultaneously transmit and receive data from
a BS over multiple frequency bands. Figure 4.1 depicts such an FDD based
system where a duplexer with a transmit and receive signal isolation of around
40 dB to 50 dB [76], is employed to block the transmit signal from reaching
the receiver chain. However, the transmit signal leakage from the duplexer can
still have a higher power than the desired signal when the UE is operating
at the cell edge or when experiencing high path loss. Furthermore, external
interference sources may also be present in nearby frequencies. Thus, amplifi-
cation of only the wanted signal and filtering of interferers is needed, which is
achieved by using an LNA and a CSF. High linearity is one of the important
requirements in these blocks to minimize intermodulation. Figure 2.14 shows
an example scenario, where the IM3 affects the downlink signal and Figure
2.7(b) highlights the received baseband signal under different levels of IM3 dis-
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tortion. Two common methods of improving linearity are digital cancellation
and analog calibration, presented in section 2.2.1. Digital cancellation is pos-
sible when the characteristics of the interferer are known, which may be hard
to estimate when the interference source is external to the mobile UE. In such
scenarios, non-linearity detection and tuning the analog blocks towards higher
linearity is a better option. The tuning method is also beneficial from a sys-
tem level perspective to adaptively optimize receiver performance with a global
controller. For example, system level parameters such as the BER and EVM
can be examined to decide on whether to tune the analog front end or not.
This dissertation focuses on one such low cost calibration method to improve
the intermodulation distortion performance of a CSF designed for receivers
compatible with the LTE standard. The details of the proposed non-linearity
tuning system are presented in Paper I and Paper II.

Figure 4.2(a) shows a block diagram of the proposed system, where the time
continuous signal x(t) from the mixers is filtered by a CSF and decimated to
produce the baseband signal y(n). The digital tuning system is built around
this main path. It uses an oversampling auxiliary ADC and a digital intermod-
ulation generator to recreate non-linearities of different orders. A wideband
auxiliary ADC is needed for the system to capture external interference sig-
nals and decimators are used to lower the sample rate after intermodulation
generation. An adaptive filter tracks the transfer function of the CSF, while a
correlator detects the level of non-linearities. A system controller then tunes
the CSF towards higher linearity based on the output of the correlator. Fig-
ure 4.2(b) shows the measurement setup used to test the performance of the
digital tuning system implemented on a Xilinx FPGA and interfaced to a CSF
designed in 65 nm CMOS with an external ADC.
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Multirate Filters

Multi-mode receivers use decimators to match the ADC output rate to the
baseband rate. FIR implementations are commonly employed due to their
simple hardware architectures and inherent stability. Furthermore, it is ben-
eficial to perform decimation in multiple stages as shown in Figure 4.3 [26].
The requirements on each stage in terms of transition bandwidth and filter
order can be lowered, resulting in a more hardware efficient structure than a
direct FIR implementation. Further optimizations are possible with the noble
identity of decimation, using which the transfer function H(z) for a decima-
tion factor N in Figure 4.4(a) may be transformed into a filter F (z) in Figure
4.4(c). Polyphase decomposition with the noble identity of decimation low-
ers complexity further and Figure 4.5(a) shows such an implementation of a
decimate by 2 filter. A Half Band (HB) filter is a particular type of the FIR
filter in which nearly half of the coefficients are zero, and Figure 4.5(c) shows
a polyphase filter implemented with the half band architecture.

Combining multistage decimation process with polyphase half band deci-
mators has several advantages. First, the orders of the leading filters can be
reduced resulting in shorter filter lengths and simpler hardware implementa-
tions. Second, the parallel architecture allows each filter to operate at half the
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rate of the original filter, reducing dynamic power dissipation. Finally, recon-
figurability in terms of decimation factor may be obtained with multiplexers
by picking outputs from the right stage. The digital tuning system in Figure
4.2(a) requires two decimators in the auxiliary path that are implemented with
three stages resulting in a combined decimation factor of 8. Figure 4.6(a) shows
the individual frequency responses, which is compared against the response of
an FIR filter with similar complexity in Figure 4.6(b). These architectural level
modifications not only lead to lower hardware area and but also lower dynamic
power dissipation when compared to a direct FIR implementation.

The digital tuning system based on Figure 4.2(a) was implemented with an
external ADC and an FPGA. The proposed system requires 42 k gates of logic,
corresponding to an area of around half that required by the CSF. The system
was was able to detect the optimal operating point of the CSF, even with a low
resolution ADC, enabling a reduction in IM3 distortion by around 14 dB. The
following items summarize the techniques used for implementing the system:

• On the algorithmic level, a low complexity adaptive filter that needs
simple hardware units such as multipliers and adders is chosen to track
the transfer function of the CSF.

• On the architectural level, pipelining, parallelism and clock scaling are
combined to realize hardware efficient multirate decimation filters. A
fully unrolled structure is used for the LMS filter and the correlator.

• On the circuit level, the system is implemented on an FPGA and inter-
faced to a tunable CSF.
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4.2 Channel Preprocessor for Small Scale MIMO Systems

MIMO communication is one of the techniques that has enabled network op-
erators to offer high speed data links. Small scale MIMO systems use a low
number of antennas (up to 8) at both the BS and the mobile UE to create
parallel communication links. Figure 4.7 compares the uncoded BER perfor-
mance the linear ZF detector and a non-linear K-Best detector in a 4 × 4
MIMO system with full spatial multiplexing. The difference in performance is
evident, and thus non-linear detectors are often used in mobile UEs to fully
extract spatial multiplexing gains. Efficient hardware implementation of tree
search based detectors such as the K-Best detector rely on the QRD channel
preprocessor, and two commonly used algorithms for QRD are presented in
subsection 2.2.3. Traditionally, QRD is performed for every data tone of each
OFDM symbol. However, such implementations for wider bandwidths of up to
100 MHz supported by cellular standards such as LTE-A can lead to extremely
high throughput requirements. Although architectural methods like pipelining
or parallelism can be used to meet these requirements, the power required to
process data with these computationally heavy algorithms increases by a signifi-
cant degree. Thus, algorithmic level changes are essential to lower computation
count, and to support architectural level modifications. Additionally, energy
efficiency of baseband circuits such as the CE, channel preprocessors and signal
detectors may also be increased with Dig.→Dig. domain feedback on current
channel conditions. This dissertation presents the application of this digital
feedback approach which augments algorithmic, architectural and circuit level
optimizations to improve efficiency of the QRD preprocessor. The details of
the implementation are presented in Paper III, Paper IV and Paper V.
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Figure 4.7: BER performance of linear and non-linear detectors in 4×4 MIMO.

The usually small physical form factor of mobile UEs increases the risk of
spatial correlation in the received signal. Spatial correlation adversely affects
the performance of MIMO systems, and digital baseband blocks have to be
designed to combat these effects in order to provide robust performance. The
condition number of the channel gain matrix can be used to evaluate the level of
spatial correlation between the BS and the UE, with smaller condition numbers
indicating lower correlation. Figure 4.8(a) depicts the distribution of condition
numbers in LTE-A channel models. Low spatial correlation results in values
of around ten, whereas medium correlation scenarios can lead to values in the
range of few hundreds [37].

Fixed point implementations of the QRD process need to accurately de-
compose the channel estimates H even in highly correlated scenarios and the
algorithm chosen for decomposition has an impact on the accuracy. A high
level of orthogonality in the Q matrix is desired to ensure that the properties
of noise are not changed when transforming the linear system in (2.7) into an
upper triangular system in (2.15). The error in the orthogonality of Q can be
measured by

ErrorQ =‖ QHQ− I ‖F , (4.1)

where Q is produced from the QRD of channel estimate H and I is the identity
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matrix. Figure 4.8(b) compares the accuracy of fixed point implementations
of the MGS algorithm and the HHT. It can be seen that the Q matrices from
the HHT have lower error even at high condition numbers. Thus on an al-
gorithmic level, the HHT is more suitable for small scale MIMO systems and
hence is chosen for hardware implementation. Additionally, the computation
complexity of the HHT from (2.10) is lower than GS process from (2.8) when
the explicit calculation of Q matrices is not needed.

Regardless of the algorithm chosen, the QRD process has a complexity in
the order of O(M3) for an M ×M full rank matrix, and the QRD throughput
required in an OFDM system with a pilot pattern shown in Figure 2.15 can be
obtained as

QRD/s = BWsc × (Nsym −Np/Pspace)× 1000 (4.2)

where BWsc is the bandwidth measured in sub-carriers, Nsym is the number of
OFDM symbols in 1 ms and Np is the number of symbols carrying pilots, and
Pspace is the pilot/reserved tone spacing. This turns out to be around 14 M
QRD/s for a 20 MHz BW LTE signal and increases to 72 M QRD/s in five-band
CA scenarios. Typical cellular networks distribute limited time and frequency
resources among multiple users. Furthermore, channel conditions and hence
the channel estimates do not change drastically in all situations as depicted by
example channels in Figure 2.13. Thus, instead of computing QRD at every
OFDM tone, algorithmic approximations with linear interpolation such as the
ones proposed in subsection 3.2.2 and depicted in Figure 3.4 can be used to re-
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duce throughput requirements. Accurate QRD computations can be replaced
by interpolation approximations, provided that the error from interpolation
is kept low. The interpolation distance can be chosen based on channel pa-
rameters such as coherence bandwidth and coherence time, to find a balance
between the error due to interpolation and the throughput requirements. The
complexity can also be reduced by an order of O(M) by adopting linear inter-
polation. More importantly, choosing interpolation factors of 4 and 8 reduces
complexity further, as the multiplication operations in linear interpolation of
(3.5) can be replaced by much simpler shift and add operations. Interpolation
with constant multipliers not only requires lower silicon area, but also has a
simpler architecture than the QRD unit.

From a hardware architecture perspective, linear interpolation provides a
simple mechanism to achieve reconfigurability and the architecture in Figure
4.9(a) is adopted. A single HHT based QRD unit is used to produce the
elements of the R matrix. Instead of generating the Q matrix, the received data
vectors (y), are rotated with the v vectors from (2.9) and pipelining is employed
to increase the operational frequency of the rotation unit. Multiple instances
of rotation units are organized into two rotation banks and operated in parallel
to increase the throughput, when required. On a circuit level, clock gating is
used when only one of the rotation banks is needed. The parallel architecture
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also enables aggressive supply voltage scaling. The design is implemented to
support forward body biasing to dynamically boost QRD throughput in high
frequency selectivity and fast mobility scenarios.

Figure 4.9(b) shows a microphotograph of the adaptive interpolating QRD
chip fabricated in 28 nm FD-SOI technology. Measurement results indicate that
the proposed system can meet the throughput requirements for CA scenarios
even in highly frequency and time selective channels. The use of algorithmic
level choices such as choosing the HHT over the MGS enables the QRD prepro-
cessor to provide accurate decomposition outputs even in spatially correlated
scenarios. Algorithmic approximation with interpolation reduces power dis-
sipation by 70% to 80% over the more traditional implementations without
interpolation. Furthermore, the QRD throughputs can be optimized with dig-
ital domain feedback to switch between interpolation distance leading to an
energy requirement as low as 0.2 nJ/QRD. On an architectural level, a High
Level Synthesis (HLS) based flow is used for design space exploration to max-
imize resource sharing with folding. On a circuit level, the combined use of
forward body biasing, voltage scaling and clock gated parallel rotation units
results in a reduction of power dissipation by around 2.5 times when compared
to operation without parallelism. The adaptive channel aware QRD prepro-
cessor combines multiple levels of design optimizations presented in Figure 3.1
and demonstrates the effectiveness of co-optimization to achieve energy effi-
ciency. The following items recap the methods used for optimizing the design
and implementation:

• On the algorithmic level, a QRD algorithm suitable for correlated scenar-
ios is chosen. Additionally, approximations via linear interpolations are
used to lower QRD throughput in favorable channel conditions.

• On the architectural level, the QRD processor uses a folded implemen-
tation to increase hardware utilization. Parallel rotation banks are em-
ployed to support aggressive DVFS.

• On the circuit level, the system is implemented in 28 nm FD-SOI tech-
nology with support for forward body biasing. Clock gating is also used
to reduce dynamic power dissipation.
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4.3 Detectors for Massive MIMO Systems

Small scale MIMO based 4G systems provide a significant improvement in data
rates over older generations with single antennas. Unfortunately, these systems
are reaching their limits with respect to downlink data rates and capacities.
Therefore, solutions using wider bandwidths in the order of several giga-Hertz
and improved spectral efficiency are being investigated for the next generation
communication systems. Massive MIMO systems are one such alternative that
provide advantages such as a high array gain, reduction in small scale fading,
simplification of processing at the UE by the use of transmit signal precoding
and reduction of transmit power from BS antennas together with higher link
reliability [18]. However, processing data from a large number of antennas (in
the range of 100s) creates challenges in terms of power dissipation and latency
in the digital baseband of the BS. Although a typical BS is equipped with a
direct source of power, energy efficiency is still important. This dissertation
focuses on the signal detector block in massive MIMO systems with a goal
of finding an energy efficient and reconfigurable implementation to handle a
variable number of users under different channel conditions. The design and
implementation details are presented in Paper VI.

Signal detection in MIMO systems is a computationally intensive task and
Figure 4.7 highlights the need for non-linear detectors in small scale MIMO
systems. Fortunately, simpler linear detection schemes based on MF and ZF
provide good performance in massive MIMO systems and non-linear detection
schemes are rarely needed. MF based detection is beneficial when the received
signal is dominated by noise and operates by multiplying the received signal
with the Hermitian conjugate of the channel estimate as shown in (2.17). How-
ever, the ZF detection algorithm is needed in scenarios where interference is
more dominant than noise. These two detection schemes can be represented as

xMF = HHy,

xZF = (HHH)−1xMF .
(4.3)

It can be noticed that xMF , the result of MF detection can be reused by ZF
detection to produce xZF . Additionally, the inversion of the Gram matrix
HHH can be obtained with the Cholesky Decomposition (CD) process and
xZF can be solved in two steps, with forward substitution followed by backward
substitutions as

xZF =
(
HHH

)−1

xMF =
(
LLH

)−1

xMF , (4.4)

yF = L−1xMF

xZF = L−HyF .
(4.5)
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Figure 4.10: Two linear detection schemes for users with similar SNR.

The MF detection scheme has a complexity in the order of O(MK) in a system
with M antennas at the BS and K single antenna users, whereas ZF detection
with CD based inversion has an additional complexity in the order of O(MK2+
K3). The calculation of the Gram matrix in (4.3) is the most computationally
intensive task and requires MK(K+ 1)/2 multiplications. Although MF has a
lower complexity than ZF, the uplink BER curves in Figure 4.10 for a system
with 128 antennas at the BS and 16 single antenna users indicate that ZF
algorithm is required when the channels are non-orthogonal.

Mobile users are generally distributed in a cell and may have dissimilar SNR
in the absence of uplink power control. The signal received from users close to
the BS or users that have a line of sight path may have a higher power compared
to users farther away. For example, an SNR difference of 16 dB may be present
when the distance between a group of users and the BS is four times smaller
than the distance between other users and the BS [12]. In such scenarios, a low
complexity algorithm such as MF for the non-interference limited users may
result in satisfactory BER performance. Figure 4.11 shows the average BER
obtained with MF detection in a system with 16 users, of which 8 users have
around 18 dB higher signal power. The performance of the same system with
ZF for all 16 users is depicted in Figure 4.12, showing a small BER improvement
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Figure 4.11: Performance of MF detection in a massive MIMO system.

for the strong users and a much larger improvement for the users with lower
signal power.

Thus, taking user distribution into account may allow the BS to choose
between MF and ZF detection, providing an algorithmic level control knob to
reduce computation count and save power. However, the mobility of users can
result in constantly changing scenarios with respect to interference which may
change the number of users who require MF or ZF. Thus, a reconfigurable de-
tector is required not only to switch between the two detection schemes but also
to handle a variable number of users for each detection scheme. Furthermore,
the outputs of the MF detector can also be reused by the ZF detector. The
hardware architecture in Figure 4.13(a) is proposed as a solution. The users
close to the BS are detected by the user selection unit (User Sel.). This may
be performed by examining the entries of the Gram Matrix, whose off-diagonal
entries indicate the co-interference between users and the diagonal elements
indicate the signal strength from corresponding users. Reducing the number
of users who need ZF detection also lowers the computation count of Gram
matrix generation. The architecture in Figure 4.13(b) is proposed to incorpo-
rate reconfigurability for handling a variable number of users for ZF detection.
The CD preprocessor is optimized for 8 users and the block decomposition al-
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gorithm is used to find the CD of larger 16 × 16 Gram matrices in scenarios
where all users are interference limited. The block decomposition algorithm
provides a way to construct the CD of larger matrices with results from the
CD of smaller sub-matrices. Let the Gram matrix for 16 users be defined as

HHH =

[
A BH

B D

]
, (4.6)

and let
S = D −BA−1BH , (4.7)

be the Schur complement obtained with smaller 8 × 8 submatrices A, B and
D. Then by using the block decomposition algorithm, the

CD(HHH) =

[
LA 0

BL−H
A LS

]
, (4.8)

where LA and LS are lower triangular matrices obtained from the CD of A
and S respectively. It can be noted that the block decomposition algorithm
requires A−1. However, the properties of a massive MIMO system can be used
to approximate A−1 as

A−1 ≈ E
[
a−1
jj

]
= γI, (4.9)

where ajj are the diagonal elements of A. The Schur complement can then be
simplified to

S ≈D − γBBH . (4.10)

These additional algorithmic level approximations allow a hardware efficient
CD unit for 8 users to be reused for 16 user ZF detection scenarios. The
throughput requirements on the CD processor can also be reduced by using
linear interpolation with a distance Dsc, dependent on the coherence band-
width and coherence time of the operating channel, similar to the interpolation
strategy employed to reduce QRD throughput in small scale MIMO systems.

The architecture of the configurable ZF detector in Figure 4.13(b) requires
an 8 × 8 matrix multiplier (Mat. Mul.), that can be time multiplexed with
the Gram matrix generation unit, saving silicon area. Further area reduction
is obtained by performing both forward and backward substitution (FBS.) op-
erations with the same hardware block. On a circuit level, the CD unit, the
interpolation unit for the L matrices, and the forward/backward substitution
unit are operated on different clock frequencies to optimize power dissipation.
The adaptive ZF detector is implemented in 28 nm FD-SOI technology and
requires 141 k gates of logic. Post-layout simulations indicate a requirement
of around 1.4 nJ/CD with a BER loss lower than 1 dB when compared to the
performance of a floating point implementation. Furthermore, using interpola-
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tions instead of accurate CD computations reduces the power dissipation of the
CD unit by an additional 50% to 90%, corresponding to 25%-50% reduction in
the power requirement of the ZF detector.

The adaptive detection scheme is tailored for massive MIMO BSs to bal-
ance power dissipation and performance with a capability to handle variable
number of users. Algorithm selection between MF and ZF reduces computa-
tional complexity. The use of digital feedback on channel properties such as
coherence bandwidth to replace CD computations by interpolations provides an
easily configurable knob to control power dissipation. The hardware is designed
to support these algorithmic level approximations and additional architectural
level techniques are used to increase hardware efficiency. Circuit level simu-
lations indicate that the proposed ZF detector is highly energy efficient and
reinforces the advantages of using digital feedback to lower power dissipation.
The following items sum up the techniques used to realize the adaptive massive
MIMO signal detector:

• On the algorithmic level, spatial distribution of users is exploited to
switch between two algorithms to lower computation count. A block
decomposition algorithm is used to reduce hardware cost while support-
ing scenarios where the more complex ZF is needed. Linear interpolation
based on channel properties is used to further reduce computation count.

• On the architectural level, the ZF detector uses a folded implementation
to increase hardware utilization. A single block is used to perform two
tasks, forward and backward substitution, increasing hardware efficiency.

• A multi-clock domain design approach is adopted to lower power dissi-
pation. The design will also benefit from the chosen 28 nm technology,
where back gate biasing can also be used to reduce power dissipation.





Chapter 5

Paper Summary and Discussion

This chapter presents a summary of the papers included in the second part of
this compilation. By doing so, it briefly discusses the relevance of this work to
the research field. The chapter also considers possible directions for the future
to improve the results presented in this dissertation.

5.1 Research Contributions

I am the main author of all the included papers. The co-authors of the paper
helped with valuable feedback over the course of the research work. My super-
visor’s ideas, suggestions, feedback and guidance from the initial research stage
to the final manuscript writing has immensely helped in improving the quality
of research presented in the papers.

5.1.1 Paper I

Several key blocks in a wireless receiver include analog circuits, that may have
residual non-linearities leading to signal intermodulation and distortion. Conse-
quently, a digital technique to detect these non-linearities and calibrate analog
components to improve signal quality is proposed in this paper. An architecture
for digital calibration based on an auxiliary ADC and an adaptive algorithm
is presented with simulation results for performance evaluation and hardware
analysis. A simplified model of a tunable CSF is used as the analog component
in an LTE system with the LMS algorithm for non-linearity detection. Param-
eters such as auxiliary ADC resolution, adaptive filter length and multiplier
widths are evaluated to understand the cost of the proposed architecture. The
results obtained show that a low resolution auxiliary ADC and a few other low
complexity blocks can detect the non-linearities.

Contribution: I contributed with background research and set up the full sys-
tem simulation model, performed simulations, analyzed the results and wrote
the manuscript.
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5.1.2 Paper II

Paper II builds upon the concepts developed in Paper I. A full digital non-
linearity calibration system for a tunable CSF chip designed in 65 nm CMOS
is implemented on a Xilinx FPGA. One of the key components required for
the hardware implementation, namely the decimation filters are analyzed and
optimized for hardware with a multistage half band structure. The performance
of the calibration technique is tested with real life signals. Experiments and
measurement results show that the digital tuning loop can be realized with
low hardware cost and is able to improve the performance of the CSF. Digital
feedback is used to re-calibrate the CSF towards its optimal operating point
which leads to a 14 dB reduction in IM3 distortion.
Contribution: I performed system simulations, designed all the digital hard-
ware blocks, integrated the system for FPGA implementation, performed mea-
surements and wrote the manuscript.

5.1.3 Paper III

Small scale MIMO systems often use non-linear detection algorithms to im-
prove BER performance. To support these detectors, a QRD processor is used
to decompose the channel estimates H into two matrices. The QRD accuracy
in fixed point hardware is dependent on channel correlations and the error in
the decomposition process has a direct effect on BER performance. Mobile UEs
with closely spaced antennas can experience increased correlation and Paper
III analyzes two variants of the QRD algorithm with respect to decomposi-
tion accuracy in correlated scenarios. The results show that HHT has higher
resilience, and hence is chosen for hardware implementation. A real-valued ver-
sion for the HHT suitable for non-linear detectors operating with real numbers
is implemented. HLS is used for architectural analysis and two designs with a
throughput of 72 M QRD/s for supporting five-band CA are presented.
Contribution: I performed the background research, algorithmic analysis,
performance simulations, design implementation and wrote the manuscript.

5.1.4 Paper IV

A peak throughput of 72 M QRD/s is required when a single UE is assigned
five-bands of 20 MHz bandwidth in channels with high frequency and time se-
lectivity. However, channel conditions are not always at their worst, and the
full bandwidth is rarely assigned to a single user in a cellular communication
system. Taking these into account, Paper IV proposes a framework to re-
duce QRD throughput by using a channel aware methodology. An adaptive
approach based on operating conditions such as coherence bandwidth and the
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received signal SNR is presented, where low complexity interpolation approxi-
mations replace accurate QRD computations. Three different channel models
are analyzed to find interpolation distances that result in an uncoded BER
performance loss of less than 1 dB. The selective QRD methodology not only
reduces computation count but also allows optimizations on the channel estima-
tor. One such implementation with a windowed FFT based channel estimation
is also proposed in the paper. The adaptive framework provides the flexibility
required to balance power and performance in a MIMO receiver, resulting in
40% to 80% reduction in multiplications.

Contribution: I did the background research, performance simulations, eval-
uated the results and wrote the manuscript.

5.1.5 Paper V

Paper V presents the hardware implementation of an adaptive QRD proces-
sor based on the analysis performed in Paper IV. The interpolation concept
is extended to the time domain by examining the coherence time properties
of LTE-A channels. Two system level architectures are proposed to support
interpolation by factors of 4 and 8, and a micro-architecture for the real-value
decomposition based HHT is presented. The framework from Paper IV is ex-
tended to exploit additional levels of adaptability such as clock gating and back
gate biasing available at the circuit level. The full system with one QRD pro-
cessor and two rotation banks is fabricated in 28 nm CMOS technology. Mea-
surements results show that QRD processor requires 1.3 nJ/QRD, the lowest
reported number in literature, to the best of the author’s knowledge. Further-
more, the adaptive system can operate in interpolation modes, which reduces
the QRD energy requirement by an additional 70% to 80%. The design is
able to produce a throughput of 22 MQRD/s and can handle five-band CA sce-
narios even in highly frequency selective and time varying channel conditions.
The back gate biasing feature is used to increase the operational speed in wide
bandwidth assignment scenarios, showcasing the benefits of FD-SOI technol-
ogy. This paper presents optimizations performed on all levels of the digital
design flow with the goal of reducing power dissipation and the end result high-
lights that a combination of all these techniques is essential to achieve energy
efficiency.

Contribution: I did the algorithmic and architectural analysis, designed all
the hardware blocks, did the chip implementation, testing, measurements and
wrote the manuscript.
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5.1.6 Paper VI

Massive MIMO is one of the leading candidates for the next generation of com-
munication systems. A large number of antennas at the BS are used to reduce
the complexity of signal detection in battery operated UEs while improving
spectral efficiency. However, the computational complexity at the BS is higher
than in small scale MIMO. Paper VI examines ways to reduce this complexity
and presents a reconfigurable detector capable of switching between two linear
detection schemes. MF is used whenever possible and ZF, which is the more
complex of the two, is used only for interference dominated users, leading to a
reduction in the total computation cost. A hardware implementation of the ZF
detector based on CD is presented, and the block decomposition algorithm is
used to detect up to 16 users. A linear interpolation method, similar to the one
in Paper V, helps further reduce complexity by replacing CD computations
by interpolation approximations. BER simulations of the proposed solution
show a small performance loss compared to a floating point implementation.
The full ZF detector is implemented in 28 nm FD-SOI technology and requires
around 281 k gates. Post-layout power simulations indicate an energy require-
ment of 1.4 nJ/CD, which can be reduced by 50% to 80% with interpolations,
translating to a reduction of 25% to 50% in the power dissipation of the ZF
detector. The building blocks of the ZF detector are co-optimized, leading to a
high degree of hardware reuse, resulting in an energy and area efficient signal
detector for massive MIMO systems.
Contribution: I did the study to evaluate the performance of the proposed
solution, designed all the blocks, performed simulations, hardware implemen-
tation and wrote the manuscript.

Scientific Contribution

The contributions of this dissertation to the research field are summarized as
follows:

• Demonstrated that different levels of optimizations on algorithmic, archi-
tectural and circuit level are invaluable to lower power dissipation, and
that co-optimization over these leads to energy efficient digital designs.

• Proposed methods to digitally assist a radio receiver to improve perfor-
mance by the use of two feedback strategies, namely Dig.→Ana. and
Dig.→Dig. The former method is suitable for tunable analog circuits
while the latter is beneficial for digital baseband circuits.

• Demonstrated the effectiveness of a low cost digital tuning scheme to
mitigate non-linearities in analog circuits. The advantages of the scheme
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include lower power dissipation, improved receiver performance and in-
creased robustness to PVT variations. The scheme is especially useful for
receivers fabricated with newer technologies.

• Presented a framework for an adaptive interpolation strategy for the QRD
process in LTE-A that can be applied to other baseband processing blocks
and communication standards. Established that a channel and QoS aware
methodology for optimizing hardware is both practical and productive.
Designing a digital baseband block for the average use case with adaptive
capability for extreme scenarios is cost effective and reduces area.

• Confirmed that many of these concepts can be applied to receivers in-
tended for the next generation of communication systems. Showed that
the flexibility that comes with configurable hardware is highly beneficial
and essential in massive MIMO systems.

5.2 Discussion and Future Work

The focus of this work is to find ways to improve performance and energy effi-
ciency of circuits used in wireless receivers. Technology scaling is beneficial for
digital designers, enabling the implementation of complex algorithms at reason-
able silicon cost, resulting in battery operated devices with computing power
similar to desktop computers from a decade ago. However, the design of analog
circuits at lower supply voltages is challenging, especially in terms of linearity.
Paper I and Paper II of this compilation present a method for calibrating a
reconfigurable CSF towards higher linearity and has shown promising results.
Nonetheless, a full system integrated on a chip would be useful to evaluate the
actual benefits. The same concept can be extended to other components in the
analog front end, such as the LNA and it would be interesting to see a digital
receiver capable of calibrating different components for optimizing full system
energy efficiency.

Digital baseband processing blocks for MIMO systems is the other topic dis-
cussed in this dissertation. Adaptive processing based on the operating channel
conditions is essential to reduce area and power dissipation. The wide range of
scenarios in which a typical UE operates, calls for easily reconfigurable hard-
ware. One way of achieving a good balance between reconfigurability and accu-
racy is to use low cost linear interpolation approximations. This work presents
hardware architectures for two decomposition algorithms, the QRD for small
scale MIMO and the CD for massive MIMO where the adaptive interpolation
concept has been used to lower power dissipation. This interpolation scheme
also enables a way to optimize blocks around it, such as the CE that can
be designed to produce only the minimum required estimates. This is briefly
discussed in Paper IV, but a more thorough analysis with a better channel
estimator is needed. Uncoded BER is used for evaluating the performance of
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most of the proposed solutions. Practical communication systems will employ
some form of coding to improve reliability, which may provide another control
knob to adapt system configurations. Further analysis is needed to understand
the tradeoffs when operating in such systems. The hardware implementation of
the adaptive QRD processor with multiple clock domains proposed in Paper V
will be beneficial to reduce area and needs further investigation. The rotation
banks used in the QRD processor occupy a significant portion of the design and
can also be improved to reduce silicon area. On the physical design level, par-
titioning with multiple power domains will contribute towards reducing power
dissipation. This is especially important in FD-SOI technology where forward
body biasing provides the benefit of increasing operational frequency but also
increases static leakage current.

Several problems present in small scale MIMO systems are inherently han-
dled in massive MIMO systems. One of the important advantages of massive
MIMO is the simplification of the receiver at the UE. This however, moves the
complexity to the BS, which coupled with a large number of antennas requires
adaptive channel aware processing to achieve high energy efficiency. The pro-
posed detector based on the CD is optimized for a 20 MHz bandwidth system
in the uplink, but can also be used as part of the precoder in the downlink,
which needs further investigation. Time domain correlation of channels can
also be leveraged to reduce CD throughput. A full system with MF and Gram
matrix generator should also be implemented to examine and optimize the de-
sign. The analysis in Paper VI has shown that most of the power reduction is
obtained by using interpolation distances in the range of 4 to 20. Thus, the
interpolation block can be improved, by replacing full multipliers with constant
multipliers which can lead to significant reduction of silicon area. The block
decomposition algorithm is implemented for 8× 8 matrices, which can also be
realized with smaller 4× 4 matrices. Such an approach will reduce silicon area
but requires a more complicated schedule to ensure efficient hardware resource
utilization. The proposed solution is capable of processing 16 users, but can
also be extended to higher number of users with the building blocks presented.
Some scenarios may arise in real life environments that require more advanced
detection schemes. The detector provides a possibility to interface to advanced
tree search based detectors, but has not been fully implemented and tested. A
fascinating project would be to design a full system with all these different de-
tection schemes and interface it to the Lund University massive MIMO testbed
to evaluate its performance in a real outdoor environment.
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Abstract—This paper presents a robust and low-complexity
non-linearity suppression scheme for radio frequency (RF)
transceiver building blocks to efficiently mitigate intermodula-
tion distortion. The scheme consists of tunable RF components
assisted by an auxiliary path equipped with an adaptive dig-
ital signal processing algorithm to provide the tuning control.
This proposed concept of digitally-assisted tuning is capable of
handling a large range of non-linear behaviours without any
complexity increase in the expensive RF circuitry and is robust
to process, voltage and temperature variations. A case study on
the third order intermodulation of the channel select filter for
a full 10 MHz Long Term Evolution (LTE) reception bandwidth
is used to demonstrate the feasibility and effectiveness of the
technique.

Index Terms—Adaptive signal processing, Interference cancel-
lation, Intermodulation distortion, Nonlinear circuits.

I. INTRODUCTION

The dramatic increase of wireless connections within lim-
ited spectrum has forced many radio devices to operate close in
frequency. This poses very stringent requirements for building
blocks like the low noise amplifier (LNA), mixer and chan-
nel select filter (CSF) in a wireless transceiver, where high
linearity is needed to avoid the intermodulation distortion and
the resulting interference between devices operating in close
proximity. However, implementing such high-linearity build-
ing blocks is very expensive in terms of power consumption.
Moreover, the constantly reduced feature size of complemen-
tary metal oxide semiconductor (CMOS) technology leads to
reduced oxide thickness and lower supply voltages, making
the non-linearity an even more critical issue. There is thus, an
urgent demand for a robust and cost-efficient scheme to tackle
the non-linearity in radio frequency (RF) circuits and reduce
the interference in wireless reception.

Several techniques have been reported in literature address-
ing the intermodulation interference problem. One way of
achieving high linearity is to implement tunable RF com-
ponents and optimize the tuning so that the non-linearities
cancel at the source [1]–[6]. For example, the authors in
[1] used multiple transistors for linearization of a main
transistor by controlling parameters such as gate width and
over drive voltage. Unfortunately, the optimal tuning point of
the analog circuit shifts significantly depending on process,
voltage and temperature (PVT) variations, requiring frequent
and inconvenient re-tuning to provide high linearity. Recently,
the concept of using an auxiliary path to recreate and cancel
non-linearities has been proposed to increase the robustness.

An adaptive interference cancellation technique operating in
the analog domain was introduced in [7]. This method requires
additional power hungry analog building blocks which are
themselves subject to non-linearities and PVT variations. In
[8], [9], intermodulation generation is performed in the analog
domain and powerful digital signal processing is employed to
provide robust intermodulation cancellation. A drawback is
that the alternate paths need to operate continuously leading
to increased power consumption.

To address the aforementioned problems in existing non-
linearity suppression techniques, we propose to exploit the ad-
vantages of both tunable RF components and adaptive digital
signal processing. More specifically, we make RF components
tunable to provide non-linearity suppression by eliminating
this imperfection at its source. Furthermore, a digital auxiliary
path is introduced, implementing adaptive signal processing
algorithms for detecting errors in the tuning point of the RF
components and performing the corresponding adjustments.
This digitally-assisted adjustment scheme provides robustness
to PVT variations. Furthermore, unlike the approach in [8], [9],
this method does not need to operate continuously and can thus
be powered down when the optimal operating point has been
reached, leading to significant power savings. To verify the
effectiveness of the proposed method, we designed a CSF for
a Long Term Evolution (LTE) receiver with 10MHz baseband
bandwidth, where a bias voltage could be tuned to mitigate
the third order non-linearities. Fixed-point simulation results
demonstrate that the proposed method can use a low resolution
analog to digital converter (ADC) and a very low complexity
adaptive algorithm in the auxiliary path. Furthermore, the
auxiliary path design is fast enough to tune the CSF once
every Orthogonal Frequency Division Multiplexing (OFDM)
symbol, achieving tuning to optimal linearity within a time
period of a few OFDM symbols.

II. BACKGROUND

A typical LTE Frequency Division Duplexing (FDD) re-
ceiver is shown in Fig. 1, where the duplexer is used to
separate the transmit (Tx) and receive (Rx) bands. A non-ideal
duplexer results in Tx power leakage into the Rx, which is
typically the strongest source of interference in FDD receivers.
The figure also shows an external interferer which can be from
another device such as a nearby cellular phone.

The LNA and mixer are used to amplify and down convert
the received signal into baseband, and a CSF is then employed
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to suppress the Tx leakage and the external interference. An
ideal analog front end is linear, and should, except for the
frequency translation performed by the mixer, not output any
signals at frequencies not present in its input. Non-linear
systems, however, produce harmonics of the input signal
as well. For example, if the input signal is a sinusoid with
frequency f1, then the output will have components not
only at f1, but also at 2f1, 3f1, 4f1, etc. If the input signal
has rich frequency content, non-linearities will also cause
intermodulation (IM). For example, if an input signal consists
of two sinusoids with different frequencies f1 and f2, then it
can be shown that second and third order IM terms will be
produced at [10]:

f1 − f2, f1 + f2, 2f1 − f2, 2f1 + f2, 2f2 − f1, 2f2 + f1.

Some of the intermodulation terms may appear at frequencies
that fall inband and contaminate the signal. The CSF is
typically a bottleneck for receiver linearity, and elimination of
its IM distortion would thus improve the receiver performance
significantly.

Several authors have proposed different solutions for re-
ducing inband IM to enhance Rx signal fidelity. Since the
Tx leakage is often the main source of interference, previous
works such as [11] have used digital cancellation techniques,
where the path delay of the IM due to Tx leakage is estimated
and compensated for, in the digital baseband. This method will
not be able to cancel IM created due to external interferers and
hence is not suitable for scenarios with strong external signals.

The author in [9] utilizes auxiliary paths to generate 3rd and
5th order IM by using an analog cubic term generator to avoid
using a high resolution wideband ADC, which would consume
more power than the original circuits. Digital adaptive algo-
rithms are then used to synchronize the auxiliary path with the
main path and cancel the IM terms in the main path by using
digital subtraction. This approach requires the auxiliary paths
to operate continuously for IM cancellation and is aimed at
non-tunable analog components.

The use of adaptive filters [12], in particular the least mean
squares (LMS) algorithm, is very common in interference
cancellation techniques utilizing an auxiliary path. The LMS

Unknown 
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g(n)

y(n)

z(n)

e(n)

x(n)

(a) Block diagram

g← 0
for n=1 to ∞ do
y(n)← h ∗ x
z(n)← g ∗ x
e(n)← z(n)− y(n)
c(n)← µe∗(n)x

x∗x
g(n+ 1)← g(n) + c(n)

end for
(b) Normalized LMS algorithm

Fig. 2: LMS system with algorithm

algorithm tunes the adaptive filter coefficients by observing the
error between the estimated and the actual signal with the goal
of minimizing the mean square error. The decision on tuning
the filter coefficients is solely based on the error at the current
time, and the rate of the filter update is configurable providing
a trade off between convergence time and the variance of
the error. Fig. 2a shows a system employing an LMS filter
to predict the output signal y(n) and Fig. 2b details the
operation of the normalized LMS algorithm. The error signal
e(n) between the predicted output z(n) and the actual output
y(n) is used as a parameter to tune the update vector c(n).
One of the main advantages of the normalized LMS algorithm
is its capability to handle a wider amplitude range of the input
x(n) enabling a stable implementation even without complete
knowledge of the input signal statistics.

III. DIGITALLY ASSISTED NON-LINEARITY CANCELLER

Some analog circuits can be linearized by tuning the op-
erating point so that the non-linearities cancel. The proposed
solution is aimed at such circuits and uses a digital adaptive
algorithm to provide the required IM detection enabling on
chip adaptive tuning of the bias to reach linearity. To the best
of our knowledge, a complete solution for digitally assisted
linearization has not yet been published.

The analog baseband (one of the I and Q channels) of
a direct-conversion LTE receiver with a CSF is depicted
in Fig. 3a. The received signal x(t), obtained by down
converting the RF signal is passed through the CSF to
suppress out of channel interference before the analog
to digital conversion. Fig. 3a also shows the frequency
spectrum with the desired signal and a strong out of band
interferer from the Tx operating in FDD. IM due to non-
linearities falls in channel, corrupting the Rx signal. The
CSF attenuates the Tx interferer, and further filtering in the
main ADC and the decimator removes any remaining out
of band Tx interference. The in channel IM interference,
however, is unaffected and is passed onto the digital baseband.

The operation of an ideal linear CSF used for LTE channel
selection can be modelled as

y(t) = h ∗ x(t), (1)
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where y(t) is the output, produced by the convolution of h, the
filter impulse response, and the input x(t). Third order non-
linearities in the CSF produce distortion in the output signal
y(t), which can be modelled in Matlab using

y(t) = h ∗ x(t) + (αh1 + βh2 + γh3) ∗ (x(t))3 , (2)

where y(t) is the filtered output, h the linear component of
the impulse response, and (αh1 + βh2 + γh3) represents the
third order non-linearities. A tunable LTE CSF aimed at the
full 10MHz baseband channel, with parameters α, β and γ
controlling the amount of distortion introduced is depicted in
Fig. 3b. In practice the parameters α, β and γ correspond to
tunable bias voltages.

The proposed control structure consists of a wideband
auxiliary ADC to capture the interference signals surrounding
the Rx signal. Digital multiplication is then used to generate
IM distortion and in this paper we focus on the 3rd order.
However, this technique can be used on other higher order
non-linearities as well. Decimators are then used to reduce
the sample rate to match the baseband signal y(n). A finite
impulse response (FIR) implementation of the normalized
LMS algorithm is utilized to produce z(n), an estimate of the
output signal y(n), and the error signal e(n) is used to update
the LMS filter coefficients. The LMS adaptive filter is linear
and is capable of estimating the linear signal components with
a much higher degree of accuracy compared to the non-linear
ones. Hence the error e(n) can be used as a measure of the
non-linearities in the output y(n). The output k(n) of the
digital cubing unit, contains the non-linear components which
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Fig. 4: FFT of CSF input, output and LMS error signals

are used to correlate with e(n) to measure the amount of
inband IM present in y(n). The output of the correlator is
then used to tune the CSF towards linearity. This process is
repeated iteratively until an optimal point is found and later
the auxiliary path is powered down.

IV. SIMULATION SETUP

We aim at compensating 10 MHz CSFs for LTE receivers. A
sampling rate of 30.72MHz is used as the baseband operating
frequency and a high resolution linear ADC is assumed to
operate with an oversampling ratio of 8 in the main path in
Fig. 3, corresponding to an output rate of 245.76M samples/s.
The system is modelled using Matlab and the CSF is imple-
mented using a 4th order Butterworth filter to produce the
linear component of (1). The non-linearities are generated
by filtering the cubed input signal (x(n))

3 through three
Butterworth filters of different orders to mimic the effect of
non-linearities in a multistage analog CSF. Digital decimation
filters provided by Matlab were used to perform the different
decimation operations. The root mean square (RMS) power of
the distortion was controlled by the parameters α, β and γ in
(1) to simulate at different distortion levels. OFDM signalling
was used for generating the input signal and 2048 subcarriers
with 15KHz spacing were assumed for data transmission [13].

Fig. 4a shows a two tone test performed on the model in Fig.
3b with two subcarriers at 2.91MHz and 7.5MHz respectively,
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and two out of band interference signals at 20.01MHz and
38.01MHz. The Fast Fourier Transform (FFT) of the output
y(n), affected by third order intermodulation (IM3) distortion
with inband IM3 is also shown. The error floor is significantly
increased due to the delay introduced in the Matlab model of
the CSF and also due to fact that windowing was not used
when performing the FFT, resulting in spectral leakage.

Fig. 4b shows the FFT of the the LMS error e(n) and
the signal k(n) produced from the cubing unit in Fig. 3b.
It has to be noted that the LMS operates with the baseband
operating frequency of 30.72MHz corresponding to a full
10MHz baseband configuration and hence Fig. 4b depicts bins
upto 15.36MHz. The LMS filter is capable of producing the
inband Rx component of y(n) more accurately than the inband
IM signals, which can be seen by observing the level of e(n) at
the inband subcarrier frequencies of 2.91MHz and 7.5MHz.
The power of the IM due to out of channel interferers present
at 2 × 20.01MHz−38.01MHz = 2.01MHz is significantly
higher than the error at the inband subcarrier frequencies.
Similarly it can be noticed that the errors at 1.68MHz due to
IM3 of the in channel tones, and at 5MHz due to IM3 of in
channel and out of channel interferers are significantly higher
than the error at in channel subcarrier frequencies. The LMS
filter is linear and thus performs a much better estimation of
linear components of the signal. Hence the error signal e(n)
contains a higher error component at the IM frequencies, and a
correlation of signals e(n) and k(n) can be used as a measure
of inband IM.

One of the main advantages of the proposed digital control
structure is that it needs to be active only over a short period
of time to calibrate the CSF, after which it can be turned off
resulting in higher power savings compared to the methods
proposed in [8], [9].

V. RESULTS

To verify the functionality and feasibility of the proposed
technique, fixed point simulations were performed to obtain
an estimate of the hardware cost of the proposed technique. A
very difficult scenario was considered with a full bandwidth
of 10MHz for the CSF with strong continuous wave blockers
present at 20MHz and 38MHz. Random data was used to
generate a series of OFDM symbols which are processed by
the CSF and the auxiliary path. Fig. 5 shows the frequency
spectrum of the input and output signals of the CSF with two
strong interferers and the inband distortion generated due to
IM3.

The digital control structure has several parameters such
as correlation symbol length, LMS filter length and tap word
lengths, downsampling ratio, and precision of the auxiliary
ADC. The effects of these parameters were studied by per-
forming simulations with input signals with a frequency spec-
trum shown in Fig. 5. The RMS power of the distortion was
controlled by tuning the parameters α, β and γ of Fig. 3b.
A correlation symbol length of 2000 samples was chosen,
enabling the digital loop to perform bias adjustments once
every OFDM symbol, with a margin of 48 samples left for the
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LMS convergence. This enables the control structure to tune
the CSF to the optimal point within a few OFDM symbols.
Shorter LMS filter lengths are favourable as it provides faster
convergence and also results in fewer hardware multipliers.
Fig. 6a depicts the effect of changing the LMS filter length on
the correlation obtained for different levels of distortion. The
distortion is measured by a ratio of RMS powers of the inband
distortion to the desired Rx signal, with negative distortion
levels indicating IM which has a 180◦ phase shift with respect
to the Rx signal. It is seen that a minimum correlation is
obtained when the RMS power of distortion is minimum and
hence the correlation can be used as a measure of in channel
IM. Furthermore, filter lengths as low as 9 can be chosen to
detect very low levels of IM. The LMS coefficients were also
analyzed and a width of 10 bits was chosen.

A wideband auxiliary ADC is required to capture Tx
interference signals and blockers which are far away from
the Rx signal. The hardware cost of implementing a high
precision wideband ADC is significant, and the power con-
sumption of such an ADC would make the digital LMS loop
an inefficient approach compared to the ones proposed in
[9]. Simulations were thus performed to obtain the minimum
required resolution for the auxiliary ADC, and Fig. 6b shows
the correlation coefficient obtained for different resolutions. A
precision of 6 bits was chosen as it enables correct detection
of the distortion in the inband Rx signal even at low distortion
levels. Several implementations of low power ADCs have been
presented in [14]–[17], and such an implementation can be
utilized in the auxiliary path. It has to be noted that some of
these implementations target a very large bandwidth, and the
power consumption can be further reduced by implementing
lower bandwidth ADCs. Furthermore, the proposed auxiliary
path will need to run only when the re-tuning of the analog
part is required.

Table I provides details of precision required for the signals
in the auxiliary path to be able to effectively detect and tune
an LTE CSF. These parameters are obtained by performing
a similar analysis as the one used to obtain the LMS filter
length and auxiliary ADC width. A higher precision multiplier
is needed for the correlator unit to enable detection of very
low level distortion.
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TABLE I: Configuration of the auxiliary path components

Component Configuration

Auxiliary ADC 6 bits

LMS filter length 9 taps

LMS coefficient width 10 bits

LMS output width 10 bits

Digital cubing unit 6 bits

Correlator multipliers 16 bits

VI. CONCLUSION

A digitally assisted non-linearity suppression scheme capa-
ble of tuning a non-linear analog building block for optimal
performance is proposed. As a proof of concept, simulations
have been performed with an LTE signal and a non-linear
CSF with 10 MHz baseband bandwidth. The proposed tech-
nique is capable of effectively tuning the filter for minimum
distortion. Scenarios with strong channel interference and full
bandwidth Rx signal have been investigated to obtain an
estimate of the hardware overhead of the auxiliary digital
control structure. The results show that the proposed scheme
can be implemented with simple components resulting in a low
hardware cost. Furthermore, the auxiliary control structure can
be powered down once tuning is achieved resulting in power
savings.

ACKNOWLEDGMENT

This work is a part of the DARE project and the authors
would like to thank the Swedish Foundation for Strategic
Research for funding.

REFERENCES

[1] B. Kim, J.-S. Ko, and K. Lee, “A new linearization technique for
MOSFET RF amplifier using multiple gated transistors,” IEEE Microw.
and Guided Wave Lett., vol. 10, pp. 371–373, Sep 2000.

[2] K.-H. Liang, C.-H. Lin, H.-Y. Chang, and Y.-J. Chan, “A New Lineariza-
tion Technique for CMOS RF Mixer Using Third-Order Transconduc-
tance Cancellation,” IEEE Microw. and Wireless Compon. Lett., vol. 18,
no. 5, pp. 350–352, May 2008.

[3] W.-H. Chen, G. Liu, B. Zdravko, and A. Niknejad, “A Highly Linear
Broadband CMOS LNA Employing Noise and Distortion Cancellation,”
IEEE J. Solid-State Circuits, vol. 43, pp. 1164–1176, May 2008.
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Abstract—This brief presents a low-complexity system for dig-
itally assisting a channel select filter (CSF) to mitigate both even-
and odd-order nonlinearities. The proposed solution is scalable
and can be utilized for nonlinearity mitigation in different analog
transceiver blocks. The system consists of an auxiliary path with a
low-resolution analog to digital converter (ADC) enabling digital
recreation and measurement of the distortion in the main path
and relies on an adaptive digital signal processing algorithm to
detect and tune the analog components to their optimal settings.
The system provides robustness against process, voltage, and tem-
perature variations, and the digital part requires an equivalent
logic of only 42 k gates in CMOS technology, enabling cost-efficient
implementation on integrated circuits. The operation of the system
has been verified by using a tunable CSF capable of receiving
a 10-MHz baseband signal interfaced to an external ADC. The
results demonstrate that the proposed system is capable of tun-
ing the CSF to its optimal bias voltage, providing a third-order
intermodulation reduction of 14.5 dB.

Index Terms—Adaptive signal processing, interference cancel-
lation, intermodulation (IM) distortion, nonlinear circuits.

I. INTRODUCTION

T ECHNOLOGY scaling in modern complementary metal–
oxide–semiconductor (CMOS) processes has resulted in

high-performance and low-power digital signal processing both
due to the smaller feature size of transistors and the capability to
operate at lower supply voltages. While scaling has immensely
benefited digital circuits, it has created both advantages and
problems in their analog counterparts, problems mainly in
terms of linearity. Furthermore, an increase in wireless connec-
tions within a limited spectrum has forced many radio devices
to operate close in frequency, resulting in powerful interference
in close proximity to the signal of interest. This has resulted in
increased linearity requirements on the analog building blocks
of a wireless transceiver, such as the low-noise amplifier (LNA),
mixer, and channel select filter (CSF), and these requirements
are expected to increase with newer 5G technologies. The
straightforward method of implementing high-linearity analog
circuits results in increased area and power, both of which
have to be kept low for a cost-effective wireless device. Con-
sequently, an increasing number of receiver operations are
performed in the digital baseband where linearity is guaranteed.
Nevertheless, some of the analog building blocks are essential,

Manuscript received July 14, 2015; revised September 11, 2015; accepted
November 21, 2015. Date of publication November 26, 2015; date of current
version December 22, 2015. This brief was recommended by Associate Editor
B. Chi.

The authors are with the Department of EIT, Lund University, 22100 Lund,
Sweden (e-mail: rakesh.gangarajaiah@eit.lth.se).

Color versions of one or more of the figures in this brief are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TCSII.2015.2504272

and designers are looking at techniques to reduce distortion due
to interference.

Several techniques have been reported in literature address-
ing the intermodulation (IM) mitigation problem, and one
strategy is to implement radio frequency (RF) components
which can be calibrated to operate at their optimum bias points
[1]–[4]. Unfortunately, this bias point shifts significantly de-
pending on process, voltage, and temperature (PVT) variations,
requiring frequent recalibration to continue operating in the
high-linearity mode. Recently, the concept of using an auxiliary
path to recreate and cancel nonlinearities has been proposed to
increase the robustness of analog circuits. An adaptive interfer-
ence cancellation technique operating in the analog domain was
introduced in [5]. One of the aspects of this method is the use
of analog components to perform calibration, which themselves
might suffer from PVT variation. In [6] and [7], IM generation
is performed in the analog domain, and a powerful digital
signal processing is employed for IM cancellation. In order to
minimize the hardware in the analog circuitry and to better
generate all of the required IM terms for cancellation in an
LNA, a mixed domain approach is suggested in [6]. The authors
in [8] develop a complete analytical model for different nonlin-
earities in RF receivers and verify the effectiveness of adaptive
algorithms for feedforward cancellation on a software-defined
radio. A method suitable for an analog to digital converter
(ADC) using digital downsampling is presented in [9]. In all of
these methods, the auxiliary paths need to operate continuously,
leading to increased power consumption. A method which can
satisfy the conflicting demands of high linearity and low power
consumption is needed. In [10], the authors use the advantages
of tunable analog circuits which remove IM at the source and
harness the power of adaptive digital signal processing capable
of tuning the analog circuits toward optimal operation. Unlike
the approach in [6]–[9], this method does not need to operate
continuously and can be powered down when the optimal bias
point has been reached, leading to significant power savings.
Furthermore, this method can be applied to RF blocks which
can be calibrated to mitigate IM distortion, provided that a low-
resolution linear alternate path can be realized.

Based on this concept, this brief presents the complete
hardware design and implementation of a system for adaptive
nonlinearity tuning of an analog component. A fully functional
system is built around a tunable CSF with 10-MHz baseband
signal bandwidth [11]. The performance of the proposed sys-
tem, configured to mitigate the third-order IM, is evaluated
under different input conditions, and measurement results are
presented. The system is implemented in a 65-nm CMOS
process, and postlayout simulation results are shown to evaluate
the overhead in terms of area and power.
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Fig. 1. Conventional receiver.

In detail, the digital part of the system performing this
calibration consists of an alternate-path ADC and a digital least
mean squares (LMS) filter. The system has been implemented
on a Xilinx Kintex-7 field-programmable gate array (FPGA)
and interfaced to the CSF using an external ADC. Several
experiments have been performed by using different resolutions
on the auxiliary ADC, and the results show that the proposed
method is capable of tuning the CSF toward optimal operation
even when operating with a 4-bit ADC. The system is capable
of detecting and tuning the CSF for mitigating both even- and
odd-order IMs using the same hardware blocks with minimal
reconfiguration. The tuning can be achieved within 20 ms or
can be turned off once the desired level of linearity has been
reached, leading to significant power savings.

The remainder of this brief is organized as follows. Section II
gives a background of the system, and Section III presents
the implementation aspects of the digital tuning method. Dif-
ferent test scenarios and performance results are discussed in
Section IV, and the conclusion is presented in Section V.

II. BACKGROUND

A traditional receiver chain in a wireless device is shown in
Fig. 1, with the analog module corresponding to any or all of
the building blocks in the RF front-end. The analog modules
are generally prone to nonlinearities and are nontunable, which,
in the presence of a strong interference and PVT variations,
results in IM distortion, which can corrupt the wanted signal.
The problems due to nonlinearities are especially aggravated in
analog front-ends operating in the frequency division duplexing
mode when the receive (Rx) and transmit (Tx) bands are closely
located in frequency [12]. These problems are expected to be
more severe in devices aiming to achieve 5G data rates when
using wideband signal reception, and hence, a low IM distortion
is a necessity.

Even-order nonlinearities in the analog domain are usually
well suppressed through cancellation by the use of differential
signals, whereas cancellation of odd-order nonlinearities is a
challenging task. A method of using parallel CMOS devices
operating in a subthreshold region for canceling a third-order
IM (IM3) is presented in [1]. Another technique of cancellation
in the transconductance stage is presented in [11], where the
control voltage of the different stages in a CSF can be tuned
for optimum cancellation of IM3. The schematic of this CSF
along with the control signal for IM3 tuning is shown in Fig. 2.
However, supply and temperature variation shift the optimal
control voltage, and so, regular retuning of the filter is needed.
In this brief, we present the details of the hardware implemen-
tation of a digital loop capable of performing this tuning and
demonstrate its effectiveness in different test scenarios. The
proposed system, together with a digital to analog converter
(DAC), is capable of performing run-time tuning of the filter.

Fig. 2. Tunable four-stage CSF and schematic with bias control of a single
stage.

Fig. 3. Proposed nonlinearity suppression receiver with a tunable CSF.

III. DIGITALLY ASSISTED NONLINEARITY

TUNING SYSTEM

A. System Overview

Fig. 3 depicts a run-time tuning mechanism capable of
calibrating an analog module, in this example a CSF. The
main path of the receiver is assumed to consist of different
RF components such as an LNA and a mixer which produce
the amplified and downconverted signal x(t), which is fed into
the tunable CSF. An ADC operating with an oversampling ratio
(OSR) of 8 is assumed to digitize the CSF output, which is then
downsampled by a decimator to produce y(n) at the required
digital baseband rate. The basic idea of the tuning mechanism
is as follows. An auxiliary ADC is used to capture the in-band
(IB) and out-of-band (OOB) interferences, enabling the digital
re-creation of any Xth order distortion which we aim to cancel.
A linear adaptive algorithm, which minimizes the first-order
error between the main-path signal y(n) and the signal x′(n), is
used to extract the error signal e(n), which mainly contains the
nonlinear components of the main-path signal. The level of cor-
relation between the digitally recreated IM distortion k(n) and
error e(n) is used as a measure of the nonlinearity, with a higher
correlation value indicating larger nonlinearities. The system
controller, along with the DAC, can then tune the analog com-
ponent toward optimal operation. Note that the error signal e(n)
contains both even- and odd-order nonlinear components in the
main-path signal, and hence, by reconfiguring the IM generator
to produce either the even- or odd-order IM, the corresponding
nonlinearity can be tuned by minimizing the correlation value.
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The procedure for tuning a component is as follows. When
calibration is started, the digital loop performs a scan over a pre-
defined range of bias voltages, where the performance of the RF
component is evaluated and the correlation values are stored.
Once the scan is completed, the system controller chooses the
bias voltage which minimizes IM distortion. A new calibration
scan is initiated every few minutes or when significant changes
in operating temperature or supply voltage are detected. For ex-
ample, if IM3 and IM5 have to be tuned, the digital loop is first
configured to tune for IM3, followed by tuning for IM5. The
system controller will store the correlation values for these runs
and will make a decision by comparing the values to determine
the strongest IM. The bias voltage which minimizes the total
IM distortion is then chosen at the end of the calibration scans.
If another module such as the LNA is to be tuned, the auxiliary-
path reference signal could be obtained by a highly linear but
noisy measurement receiver, commonly found in modern-day
transceiver chips. The system is capable of adaptive detection
of blockers and can tune an analog component to its optimal
bias region, after which it can be turned off to save power.

The digital loop customized for IM3 tuning can be mathe-
matically described as

z(n) = F (x′(n), e(n))

e(n) = y(n) − z(n)

k(n) = x′(n)3

C = k(n) � e(n) (1)

where the function F () describes the operation of the adaptive
filter, x′(n) is the reference signal from the auxiliary ADC, and
e(n) is the error signal which is correlated with the output of
the IM generator k(n) to produce the correlation value C for
the current tuning step.

From the hardware resource perspective, the main com-
ponents of the proposed system are an auxiliary ADC, an
IM generator, two decimators to match the sample rates of
the auxiliary-path and main-path signals, an adaptive filter, a
correlation unit, and a system controller along with a DAC.
In the current implementation, an off-the-shelf ADC is used
in performing the tasks of the main- and auxiliary-path ADCs.
The IM generator is implemented using digital multipliers and
requires two multiplication units to generate IM3.

B. Low-Complexity Decimator Design

Decimation is an essential operation in many signal process-
ing systems, with the main goals of providing filtering along
with sample rate reduction. An efficient method of choosing
between different implementations is presented in [13]. One
of the requirements of the proposed method is the presence of
a “reference” signal in the auxiliary path, which may have a
different sample rate than the signal in the main receiver path.
In order to synchronize and enable low-power implementation
of the adaptive algorithm, a decimation filter chain is employed
to match the sample rates of the auxiliary and main paths.

Two decimators are needed in the digital tuning loop, one
for the IM generator output and one for the adaptive filter input
regardless of the order of IM being tuned. The same decimators
can be reused when tuning either an even-order or odd-order
IM, provided that we perform tuning over only a single-order

Fig. 4. Three-stage half-band decimation filter.

Fig. 5. Tapped correlator implementation.

IM in any given calibration scan. These filters are implemented
using a three-stage half-band filter (HBF) chain. The stop band
attenuation is set to about 40 dB to handle a strong OOB inter-
ference and to enable performance measurement of the system
with different auxiliary-path ADC resolutions ranging from 8 to
4 bits. Fig. 4 shows the architecture of the proposed decimator
chain. The first stage operates at a higher frequency and is
implemented with a lower order, whereas the third stage with
a higher order enables a sharp cutoff. The HBF chain requires
13 nontrivial multiplications, which is equivalent to the re-
sponse of a 36th-order finite impulse response (FIR) decimator
with 10-bit coefficients. We choose to implement the decimator
with HBF, as each of the three stages works at half the clock
frequency of the previous stage, resulting in an overall lower
power consumption. It has to be noted that alternate imple-
mentations of the ADCs in a single chip system may result
in different decimation filters depending on the OSR of the
auxiliary ADC.

C. Adaptive Filter and Correlation Unit

A linear adaptive filter is capable of producing an error signal
e(n) in Fig. 3, containing the nonlinear terms of the main-path
signal as detailed in Section III-A. The LMS algorithm is the
simplest adaptive algorithm which aims to minimize the mean-
square error. The results in [10] show that a normalized LMS
algorithm is capable of providing the required IM separation
with a filter length of 9. We have chosen to use the standard
LMS algorithm to avoid the division operation required by the
normalized LMS and to use a slower update factor μ = 0.25
with a filter length of 17. An unrolled FIR structure with 10-bit
coefficients is implemented.

The error signal e(n) and the output of the IM generator
k(n) are generally not time synchronized, which can result
in incorrect correlation values. To overcome this and better
capture the correlation peaks, a bank of five correlators is used,
as shown in Fig. 5, each performing correlation over different
orthogonal frequency division multiplexing (OFDM) symbol
samples. The maximum correlation value obtained is then used
to control the DAC, which, in turn, tunes the CSF toward higher
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TABLE I
HARDWARE RESOURCE UTILIZATION

TABLE II
COMPARISON OF AREA AND POWER

linearity. A reset signal is applied every 2048 samples, corre-
sponding to one OFDM symbol period, to enable correlation
calculations to restart for the next symbol. In the proposed
system, we have chosen to average the correlation values of
30 OFDM symbols, corresponding to a period of 2 ms per step,
to increase the robustness of the estimated correlation values.
The time spent at each tuning voltage step can be programmed
by configuring counters to provide a corresponding slower or
faster scan over a bias voltage range.

D. Hardware Implementation of the Digital Tuning Loop

In order to evaluate the hardware cost of the proposed system,
the digital tuning loop customized to mitigate IM3 of the CSF
was implemented on a Xilinx Kintex-7 [14] FPGA. Table I
shows the resource utilization on the FPGA, the area required
by a corresponding implementation in 65-nm CMOS technol-
ogy, and the average power consumption of the proposed tuning
loop. The digital loop is implemented to cover different PVT
corners in the 65-nm CMOS technology, resulting in higher ro-
bustness and guaranteed functionally correct operation. Table II
shows a bigger picture of the area and power cost of the pro-
posed system. We have chosen a state-of-the-art ADC for com-
parison, but full chip implementation of the proposed system
could have more relaxed requirements than the ADC in [15].
Since the calibration scans are typically initiated once every few
minutes and complete within 20 ms, the total power overhead
for the digital loop is negligible. The Adaptive filter with the
correlation unit occupies 75% of the area required for the
digital tuning loop. Further area reductions can be obtained by
implementing a folded LMS filter at the cost of higher operating
frequency. Nevertheless, the total area which includes one IM3
generation unit, two decimators, and the unfolded adaptive filter
with the correlation unit is half that of the CSF [11].

IV. MEASUREMENT RESULTS

A. Verification System Setup

The performance of the digital tuning system was tested by
connecting it to the CSF using an external ADC as shown
in Fig. 6. Three Rohde and Schwarz (R&S) SMIQ06B sig-
nal generators (SIG) were used to generate one IB and two

Fig. 6. Schematic and photograph of the test setup.

Fig. 7. CSF output before and after calibration.

OOB blockers, with both modulated and nonmodulated signals.
The output and input signals of the CSF were fed into two
separate channels on a 4DSP FMC125 ADC [16]. The ADC
operated at 1.25 GHz and the samples produced were digitally
downsampled by dropping three out of every four samples to
yield an effective sample rate of 312.5 MHz, which is slightly
higher than the sample rate considered in [10]. The samples
from the ADC were synchronized by using FIFOs, and a clock
generator module from Xilinx was used to generate the different
clock signals. Due to a limit of the number of external pins
on the Kintex-7 FPGA, the DAC was replaced by a display
implemented using ChipScope, and the CSF control voltage
was tuned manually. The FSEA spectrum analyzer (SA) from
R&S was used to measure the actual level of IM3 at the
output of the CSF, which was then compared against the values
obtained from the ChipScope display.

B. Test Results and Discussion

A two-tone test was performed with the setup of Fig. 6 with
two OOB continuous wave blockers at 49 MHz (F1) and
25 MHz (F2), resulting in an IB IM3 at 1 MHz (2F2 − F1).
A single-tone signal at 2.36 MHz was also provided as an input
to check the effectiveness of the adaptive algorithm to reject
IB signals. A more difficult scenario with an IB modulated
signal of 2-MHz bandwidth along with two OOB blockers
was also tested. The full resolution of the main-path ADC
was used, the OOB blockers were set to be at −7 dBFS, and
a wideband signal at −31 dBFS was used as the IB signal.
The screenshots from the spectrum analyzer with this setup
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Fig. 8. Control voltage versus correlation values for different auxiliary ADC
resolutions together with measured IM3 values from the spectrum analyzer (SA).

Fig. 9. 16-QAM signal reception with different levels of IM3 distortion.
(a) IM3 at −26 dBc, EVM = 0.0716. (b) IM3 at −40 dBc, EVM = 0.0140.

are shown in Fig. 7 with the CSF output before and after
calibration. It can be seen that the IM3 level can be reduced
by 14.5 dB from −42.5 to −57 dBm.

The performance and cost of the digital tuning loop are
mainly determined by the auxiliary ADC. A high-resolution
ADC, while providing a better tuning capability, would re-
sult in increased area and power consumption, which might
overshadow the improvements obtained by tuning the analog
component. On the other hand, a low-resolution ADC will not
provide the required degree of IM detection. Measurements
with different resolutions on the auxiliary ADC were performed
to determine the minimum required resolution by simple digital
dropping of the least significant bits from the auxiliary ADC.
Fig. 8 shows the normalized correlation values against the con-
trol voltage of the CSF obtained from the digital control loop
when operating with 8-, 6-, and 4-bit resolutions. The plot for
the measured IM3 corresponds to the values read out from the
spectrum analyzer and indicates the true level of IM3 distortion.
It can be seen that the plot with an 8-bit ADC follows the true
performance of the CSF to a high degree and also that a 4-bit
ADC is capable of detecting the control voltage for close to
optimum biasing. A performance improvement of about 14 dB
can be obtained by using the proposed system, and the simu-
lation results from a 16-QAM 10-MHz baseband Long-Term
Evolution signal are shown in Fig. 9. IM3 levels of −26 and
−40 dB are chosen to highlight the error vector magnitude
(EVM) improvement pictorially, with a 14-dB change in IM3
resulting in an EVM improvement of around five times. Several
low-resolution ADCs are presented in [15], [17], and [18], and
one such solution could be implemented with the digital control
loop for a single chip solution.

V. CONCLUSION

This brief has presented a low-complexity digital system
for assisting a tunable CSF. It is capable of detecting and
tuning the CSF to its optimal setting for minimum distortion,
after which it can be shut down, resulting in minimum power
consumption overhead. The proposed solution has been verified
both by simulations and hardware implementation on a Xilinx
Kintex-7 FPGA interfaced to the tunable CSF, and the results
obtained show that the algorithm can be implemented with a
low-resolution 4-bit ADC. The proposed system requires a total
of only 42 k gates and is robust to PVT variations mainly due
to the digital nature of the tuning circuit.
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Abstract—This paper presents a high-speed QR decomposition
(QRD) processor targeting the carrier-aggregated4× 4 Long
Term Evolution-Advanced (LTE-A) receiver. The processor pro-
vides robustness in spatially correlated channels with reduced
complexity by using modifications to the Householder transform,
such as decomposing-target redefinition and matrix real-valued
decomposition. In terms of hardware design, we extensively
explore flexibilities in systolic architectures using a high-level
synthesis tool to achieve area-power efficiency. In a 65 nm CMOS
technology, the processor occupies a core area of 0.77mm2 and
produces 72 MQRD per second, the highest reported throughput.
The power consumed in the proposed processor is 127 mW.

I. I NTRODUCTION

The requirement of high speed wireless connections over
limited spectrum has made the use of Multiple-Input Multiple-
Output (MIMO) technique a necessity. To fully utilize the
potential of MIMO systems, sophisticated signal processing
is required at the receiver. QR decomposition (QRD) is one
of the key operations used to correctly decode multiple streams
of data affected by noise and interference [1].

Several standards have been introduced to meet require-
ments of high data rate applications. For example, the 3GPP
Long Term Evolution-Advanced (LTE-A) delivers rates of over
1 Gbps using techniques such as enhanced MIMO and Carrier
Aggregation (CA). This poses critical design challenges on
the implementation of baseband processing algorithms. In one
of the extreme use cases of LTE-A, where five frequency
bands are aggregated into a 100MHz data bandwidth, the
QRD processor needs to compute up to 72 MQRD/s under
fluctuating channel conditions. Insufficient antenna spacing in
hand-held devices creates further complications such as spatial
correlation resulting in ill conditioned channel matrixH in
the baseband. Numerical stability of algorithms working on
such matrices is critical and previous studies have proved that
the fixed point implementation of the Householder Transform
(HT) is more numerically stable than the Gram-Schmidt (GS)
method [2]. Moreover, HT works with columns instead of
scalar elements, and thus is better for data-level parallelism.
However, previous studies have suggested that the computa-
tional complexity of HT is very high, preventing it from being
used in hardware implementation [3].

In this work, we leverage the high numerical stability of the
HT to produce accurate QRD even in correlated MIMO chan-
nels. Two techniques are used to reduce the complexity while
achieving high throughput with reasonable hardware resources.
First, we redefine the QRD target based on the requirement of

a tree-search symbol detector and avoid unnecessary matrix
multiplications. Later, methods to exploit the symmetry and
orthogonality properties in the Real Valued Decomposition
(RVD) of H to further reduce complexity are detailed. We
develop a scalable systolic VLSI architecture to implement
the modified HT and utilize Calypto’s Catapult tool to obtain
optimized designs. This high-level synthesis tool translates
C++ code into Register Transfer Level (RTL) and enables the
designer to explore the effects of word widths, folding and
pipelining against area and power consumption. Post-synthesis
simulation results using 65 nm CMOS technology show that
the proposed QRD processor achieves 72 MQRD/s, the highest
reported throughput, with a gate count of 378 k gates.

II. BACKGROUND

Consider a MIMO system withN transmitter (Tx) and
N receiver (Rx) antennas. If the transmit vector is rep-
resented asx = [x1, x2, ..., xN ]

T , the receive vector as
y = [y1, y2, ..., yN ]

T with a channelH ∈ CN×N , then the
system affected by random noisen, can be described by

y = Hx + n. (1)

To achieve low Bit error rate (BER) the MIMO symbol
detector has to minimize the error‖ y − Hx̃ ‖2, wherex̃ is
the estimate of the transmit vector. Efficient symbol detectors
requireH to be decomposed into the productQR, whereQ
is a unitary matrix andR is an upper triangular matrix [1].
The module which decomposesH into this product is called
a QRD processor. These processors can be classified into two
broad categories, one which works by rotating submatrices like
the Given’s rotation (GR) method and the other which works
on columns, namely the GS method and the HT.

The conventional HT convertsH into a product ofN unitary
Q matrices and an upper triangularR as shown in

H = Q1Q2...QN−1QNR, (2)

where each of theQi matrices are of the form

Qi =

(
I − viv

∗
i

v∗
i zi

)
(3)

and zi is the vector to be transformed withvi being the
difference vector fromzi to one of the columns of the identity
matrix I [4]. Unfortunately the method of multiplying all the
componentsQ1Q2 · · ·QN to produceQ would lead to high
computational complexity in the order ofN4 and a straight
forward implementation would lead to unnecessary high effort.
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III. PROPOSEDQR DECOMPOSITION

In this section we present techniques to reduce the complex-
ity of the HT. First we look at the modified representation
of the linear system. Then we discuss the RVD and detail
the methods of exploiting symmetry and orthogonality to
reduce complexity. Later we discuss the gains obtained by
implementing HT using these properties.

A. Modified linear system

Using the QRD ofH, the system in(1) can be written as

Q∗y = Rx + Q∗n. (4)

As mentioned before, tree search based detectors acceptQR
instead ofH and work by solving equations of the form(4),
hence the task of the QRD processor working with a tree
based detector can be relaxed to that of producingQ∗y and
Rx. One of the requirements for(4) to hold good is that
the error‖ (Q∗Q) − I ‖2 is minimal, or in other words,Q
is highly unitary. Since theQ produced by the HT is of the
form shown in(2) and using the property thatQ is unitary,
the productQ∗y can be rewritten as

Q∗y = QNQN−1...Q1y. (5)

Using the structure of the componentQi matrices from(3),
the above equation can be rewritten as

Q∗y = QNQN−1...

(
y − v1 (v∗

1y)

v∗
1z1

)
. (6)

By calculatingQiy at each stage, the problem of com-
puting Q∗y by N full rank matrix multiplications followed
by a matrix-vector computation, reduces to a vector-vector
multiplication at each stage of the transform. The fact thatthe
HT is inherently an iterative process computingQ1 beforeQ2

enables us to produce a highly pipelined and hardware efficient
QRD processor. The complexity of computingQ∗y is in the
order of N3 as compared toN4 for direct implementation,
which results in a huge reduction in computational cost,
especially asN , the number of antennas, increases. Once the
productQ∗

1y is computed, thev1 vector can be discarded
or, in hardware implementation, the same registers can be
reused to store and process the ensuingvi vectors, resulting
in reduced storage area.

B. Complexity reduction due to Real Valued decomposition

Tree search based detectors prefer RVD due to the easy
enumeration of possible child nodes [5]. Any matrix inCN×N

can be represented by an equivalent matrix inR2N×2N . One
of the methods to do this is to represent each complex valued
entry by an equivalent2 × 2 real valued entry as shown in
Fig. 1. It has to be noted that each of the2× 2 submatrices in
R2×2 are not only orthogonal but also that the columns of the
transformed matrix are pairwise orthogonal, as highlighted in
Fig. 1. Applying the HT on the real valued matrix results in
reducing the first column into a real valued entryα1, which
is the length of the first column, along with modifying all
the other columns as indicated in Fig. 1. Due to the property

Fig. 1: Householder Real valued decomposition

of the transform, the first element in the second column is
also reduced to zero. It should be noted that, since the HT
is equivalent to multiplication by an orthonormal matrix, the
orthogonal properties of the columns and the2×2 submatrices
remain unchanged. The second iteration of the HT only
modifies the smaller3 × 3 submatrix in the example shown
above and changes the first element in the second column into
a real entry representing the length of the second column. By
construction, the second column is also the same length as the
first column of the original matrix. Hence the second iteration
also produces the real elementα1 which does not need to
be computed again. Utilizing these properties, only half the
number of columns in the real valued representation of the
matrix need to be transformed.

C. Algorithm analysis

The algorithm to perform the QRD of a real matrixHR

in R2N×2N using the HT is shown in Table I along with
the number of real domain operations required. The first two
columns ofHR are essentially the same data, repeated in a
systematic way and hence the Householder vectorsv1 andv2

corresponding to the first two columns can be computed in
parallel. These parallel computations enable two iterations of
the HT can be performed in one run, thereby enabling2N
columns to be processed inN runs.

1) Operation count analysis:Using these modifications to
the algorithm, the number of multiplications required for one
QRD using the modified HT is in the order of8N

3

3 whereas
the GS method requires more than4N3 operations while the
direct HT implementation requiresN4 operations [5]. The
total number of operations including square roots, divisions
and additions required to implement the transform compared
to the GS method and the direct HT for different matrix sizes
is shown in Fig. 2. It can be seen that the computational effort
required to perform QRD using the proposed HT is not only
lower than the direct HT method but also significantly lower
than the corresponding GS method for matrices with largeN .

2) Stability analysis in Correlated channels:Insufficient
diversity in the channel or small antenna spacing creates
correlated channels, resulting in a nearly rank deficientH.
The ability of the QRD processor to orthonormalize a channel
under such conditions determines the performance of the
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TABLE I: Complexity Analysis of RVD

Algorithm Add. Mul.

for i = 2N : −2 : 0

x1 = Hi:1,i

α = sign(xi,i) ‖ x1 ‖2 i − 1 i

v1 = αei + x1i:1,i 1

‖ v∗
1v1 ‖2 = α2 + αx1i,i 1 1

β1 = v1
‖v∗

1v1‖2

Γ1 = β1(v1
∗Hi:1,i+2:1) (i − 1)

(
i−2
2

)
(i + i)

(
i−2
2

)

H1 = Hi:1,i+2:1 − Γ1 i
(

i−2
2

)

G =
−x1(2)
α+x1(1)

1

x2 = Hi:1,i+1

v2 = x2 − x1G + αei+1 i i − 1

β2 = v2
‖v∗

2v2‖2 = v2
‖v∗

1v1‖2

Γ2 = β2(v2
∗H1i+1:1,i+2:1) (i − 2)

(
i−2
2

)
2 (i − 1)

(
i−2
2

)

H = H1i+1:1,i+2:1 − Γ2 (i − 1)
(

i−2
2

)

y − 2β1v
∗
1y 2i − 1 2i

y − 2β2v
∗
2y 2i − 3 2(i − 1)

end for

Total for each iteration 2i2 + 1 2i2 + i + 1

Corrected Total for each iteration 8i2 + 1 8i2 + 2i + 1

Fig. 2: Operation count for HT and GS

whole MIMO system. Fixed point simulations with different
channel models show that 13 bits of normalized channel data
is sufficient for the QRD processor to obtain near floating
point performance in uncorrelated channel conditions. The
Mean square error (MSE) in producing unitaryQ using the
HT and GS algorithms implemented using 13 bits for4 × 4
complex valuedH with different condition numbers is shown
in Table II. The results show that HT is significantly better
at producing orthonormalizedQ, especially as the condition
number of the matrix increases. Effects of channel correlation
on the BER using both floating point and fixed point QRD
processors along with the setup used for the experiment is
shown in Fig. 3. Due to degradation in BER performance in
correlated channels, 4QAM is used as modulation alphabet
along with coding to get an acceptable performance. It can

TABLE II: Gain in inversion accuracy

Condition number (H) 10 200 400 600 800

MSE of HT 0.0039 0.0040 0.0040 0.0041 0.0041

MSE of GS 0.0078 0.5482 1.4291 2.5380 3.7312

Fig. 3: BER curves for 4QAM in correlated channel

be seen that the performance of the HT is within 1 dB of
the full floating point QRD, whereas the GS method fails to
achieve acceptable BER even with high signal to noise ratio.

IV. H ARDWARE IMPLEMENTATION

In this section, the basic architecture of the HT is presented.
Later the methodology used to obtain different implementa-
tions of the QRD processor using the high level synthesis
tool is discussed. Finally the hardware synthesis and power
results are presented and a comparison is done with previously
published QRD processors.

A. Architecture

Fig. 4 shows a high level architecture of the HT. The
transform contains multiple arithmetic units such as multi-
pliers, adders, square root, and division units represented by
AU in the architecture. Since the algorithm is sequential,
the systolic array architecture is well suited for hardware
implementation. Furthermore, the operations performed in
each stage are essentially the same as explained in Table I
and techniques such as folding and pipelining can be used to
reduce area and increase throughput. Folding enables reuse
of arithmetic units, reducing area, but increases power con-
sumption as the circuit needs to run at a higher frequency to
meet fixed throughput requirements. The number of arithmetic
units required are reduced at later stages of the QRD as the
HT operates on lower number of elements in each successive
column. Choosing an optimal number of multipliers and other
combinational units is not an easy task and a flexible solution
which enables Power-Area trade-offs for different technologies
and throughput requirements is needed.

B. Methodology

Coding of the algorithm is done in C++ and fixed point
libraries are used to translate the code into RTL using Catapult.
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Fig. 4: High level architecture

Constraints such as synthesis technology, clock frequency,
area and latency requirements are provided to the tool. The
tool finds a feasible schedule to implement the algorithm
and optimizes the design to find the best combination of
hardware resources to meet the constraints. Constraints on
clock frequency, area and pipelining can be used to explore
the design space to find an optimal solution to meet the design
goal. The design is then synthesized using Design Compiler
and power estimates are obtained using Primetime.

C. Experimental setup

Two designs of a4 × 4 MIMO system were considered for
implementing the QRD using the HT. The first design is syn-
thesized to produce a throughput of 15 MQRD/s, which would
correspond to an LTE-A system running at 20 MHz bandwidth
without CA and another design to produce 72 MQRD/s, which
corresponds to an LTE-A system running with a five band
CA. The designs are taken through the flow described in the
previous section and the resulting normalized values of Power,
Area, and their product PA for different folding factors is
shown in Fig. 5. The absolute values for these parameters can
be obtained by using Table III. The design with a through-
put requirement of 15 MQRD/s is synthesized for different
frequencies ranging from 15 MHz to 135 MHz. Area reduces
as folding increases since multipliers and other combinational
units are reused, but the power consumption increases due to
higher operating frequency. Similar trends are seen for the
design producing 72 MQRD/s.

Fig. 5: PA analysis for different designs

D. Results

Two designs capable of producing a throughput of
72 MQRD/s, highlighted in Fig. 5 are presented in Table III
along with previously published designs. One of the designs
is synthesized from the fully unfolded RTL and the other one
is obtained from a version with a folding factor of three. The

TABLE III: Comparison with previous works

Items Patel [6] Huang [5] Miyaoka [7] This Work

Matrix type 4x4 complex 8x8 Real 4x4 complex 8x8 Real Unfolded 8x8 Real Folded

Technology 130 nm 180 nm 90 nm 65 nm 65 nm

Max Freq 270 MHz 100 MHz 300 MHz 72 MHz 225 MHz

Gate count 36k 152 k 334 k 378 k 264 k

Throughput [MQRD/s] 6.75 25 50 72 72

Normalized Throughput 13.5 69 69 72 72

N.H.E. 375 454 150 190 272

Normalized Power − 60 mW − 127 mW 252 mW

Energy/MQRD − 2.4 mJ − 1.7 mJ 3.36 mJ

power numbers are obtained by post synthesis simulations.
The results are normalized to 65nm technology and a power
supply of 1 Volt. The Normalized Hardware Efficiency (NHE)
is defined as the ratio of normalized throughput over the gate
count [5]. The energy consumption is calculated as the ratio
of normalized power over the throughput. The current work
has the highest reported throughput while consuming lower
energy than the design presented in [5] in the fully unfolded
configuration.

V. CONCLUSION

In this paper, modifications to the standard Householder
Transform (HT) are proposed which enable QRD to be
performed with lower computational complexity than Gram-
Schmidt (GS) method. The proposed design is able to meet
the requirements of a full CA LTE-A system producing
a throughput of 72 MQRD/s. Simulation results have also
shown that using the HT instead of the GS method results
in performance gain of over 2 dB at Signal to Noise Ratio
(SNR) levels of around 25 dB in correlated channels. RTL
implementation results shows that the high level synthesis
tool is very effective in evaluating designs for Area-Power
trade-offs. The implemented design has the highest reported
throughput, while consuming comparable energy and area.
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Abstract—This paper presents a link adaptive processor to
perform low-complexity channel estimation and QR decomposi-
tion (QRD) in Long Term Evolution-Advanced (LTE-A) receivers.
The processor utilizes frequency domain correlation of the prop-
agation channel to adaptively avoid unnecessary computations in
the received signal processing, achieving significant complexity
reduction with negligible performance loss. More specifically, a
windowed Discrete Fourier transform (DFT) algorithm is used to
detect channel conditions and to compute a minimum number of
sparse subcarrier channel estimates required for low complexity
linear QRD interpolation. Furthermore, the sparsity of subcarrier
channel estimates can be adaptively changed to handle different
channel conditions. Simulation results demonstrate a reduction
of 40%-80% in computational complexity for different channel
models specified in the LTE-A standard.

Keywords—Wireless communication, MIMO, Channel estima-
tion, OFDM, Adaptive signal processing.

I. INTRODUCTION

The requirement for high speed wireless communication,
limited frequency bands and fluctuating channel conditions
has made Multiple-Input Multiple-Output (MIMO) a widely
adopted technique in many radio standards, including the 3GPP
Long Term Evolution-Advanced (LTE-A). To fully utilize the
capabilities of LTE-A systems, sophisticated signal processing
operations are required. Among others, accurate channel es-
timation and the following channel matrix QR decomposition
(QRD) are indispensable for advanced MIMO signal detectors,
e.g., the K-Best detector [1], to recover transmitted information
from noisy received signals. Different algorithms for channel
estimation are presented in [2] [3] and the most frequently
used QRD algorithms are detailed in [4]. These essential
signal processing operations of a MIMO system come with the
price of high computational complexity, preventing accurate
implementation of the corresponding algorithms in power and
area limited handheld devices.

MIMO is usually combined with Orthogonal Frequency
Division Multiplexing (OFDM) to provide high spectral effi-
ciency. As a result, channel estimation and QRD have to be
performed on a tone-by-tone basis, making the complexity a
more critical issue. To alleviate this complexity problem, au-
thors in [5] present an interpolation technique, where channel
estimation and QRD are performed only on pilot tones and the
QRD for tones in between pilots is obtained by interpolation.
However, the algorithm is implemented for a fixed interpo-
lation distance and also requires a translation into another
domain for performing QRD interpolation. Moreover, such a
static interpolation strategy may degrade performance in highly

frequency selective channels while resulting in unnecessary
computations in channels with low frequency selectivity.

Mobile devices operate in fluctuating channel scenarios
depending on their surroundings and the LTE-A standard
classifies wireless channels into three main categories based on
the frequency selectivity, namely the EPA, EVA and ETU. The
EPA channel has a very low frequency selectivity and requires
fewer subcarrier channel estimates than the highly frequency
selective ETU channel to reach a target system bit error
rate (BER). Hence, a fixed solution such as the tone-by-tone
approach or the one presented in [5] is not efficient in terms of
the number of computations performed. To alleviate the afore-
mentioned problem, we propose an adaptive solution which
takes into account the dynamic nature and frequency selectivity
of the wireless channel. In detail, the proposed solution utilizes
a windowed Discrete Fourier transform (DFT) based channel
estimator to produce only a required number of subcarrier
channel estimates enabling very low complexity linear QRD
interpolation. The windowed DFT method also provides a
simple way of detecting operating channel conditions, enabling
the adaptive processor to optimize the interpolation distance,
measured in subcarriers, to reach a desired BER with the
lowest computational efforts. To verify the proposed scheme,
we simulated a simplified LTE-A downlink system with a
4× 4 MIMO setup. Simulations performed with the EVA and
ETU channels show that the proposed method offers significant
complexity saving over the traditional tone by tone method,
with minor performance loss.

II. BACKGROUND

A MIMO system with M transmitter (Tx) and receiver
(Rx) antennas can be modelled as

y = Hx+ n , (1)

where y = [y1, y2, ..., yM ]
T is the received data vector,

H ∈ CM×M is the channel gain matrix between the antennas,
x = [x1, x2, ..., xM ]

T is transmit data vector and n is the
additive white Gaussian noise (AWGN). To achieve a low
BER, the MIMO symbol detector has to minimize the error
‖ y − H̃x̃ ‖2, where x̃ is the estimate of the transmit vector
and H̃ is the estimated channel matrix obtained from a set
of predefined pilot tones. Fig. 1 shows the structure of these
predefined pilots in a 4×4 LTE-A system and the redundancy
in pilots enables good performance even under high frequency
selectivity.

Estimation of the channel gain matrix H̃ is the first
major step performed in order to recover data from (1) and
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Fig. 1: Pilot structure of a 4× 4 LTE-A system

accurate estimation enables data detection with a low BER.
Furthermore, since there are M2 paths between the Tx and Rx
in M ×M MIMO systems, estimators with lower complexity
are preferred. Once the estimate H̃ is obtained, advanced
decoders such as the K-best decoder solve (1) by decomposing
the channel gain matrix H̃ into a product of a unitary Q and
an upper triangular matrix R. The unitary matrix is used to
rotate the received vector and the resulting linear system is
solved by using tree search techniques as

y = QRx+ n

Q∗y = Rx+Q∗n

ŷ = Rx+ n̂

(2)

where Q∗ is the Hermitian transpose of the unitary Q matrix.
The complexity of popular QRD algorithms, measured in
number of multiplications, is O(M3) [4]. Hence, in LTE-A
receivers, algorithms producing accurate channel estimation
and QRD with low complexity are needed to utilize the full
potential of MIMO systems.

The traditional approach for solving the signal detection
problem has been by considering channel estimation and QRD
as separate entities as shown in Fig. 2(a). Channel estimation
is performed as an independent operation followed by QRD
for all the data tones. Several methods of channel estimation
such as the Least Squares (LS), Robust Minimum Mean Square
Estimator (RMMSE), DFT and Matching Pursuit (MP) [2] [3]
haven been proposed. DFT based estimators are a class of low
complexity estimators which utilize the DFT and inverse DFT
operations to perform noise filtering, but suffer from a high
noise floor due to spectral leakage [6]. Authors in [7] suggest
a method to utilize windows to weigh the data to minimize the
spectral leakage enabling better performance. The advantage
of DFT based estimators is their efficient hardware imple-
mentation through Fast Fourier Transform (FFT) algorithms.
The complexity of this implementation measured in terms of
total multiplications is O

(
M2 (Nplog2 (Np) +Ndlog2 (Nd))

)
where Np is the number of pilot tones and Nd is the number
of channel estimates produced for an M ×M MIMO system.

QRD which is performed on the channel estimates can be
implemented by several techniques such as the Given’s rotation
(GR) [8], the Gram-Schmidt (GS) [9] or the Householder trans-
form , but all have a complexity O(M3Nd). Even though both
channel estimation and QRD are computationally intensive, it
has to be noted that in a typical LTE-A system using DFT
based channel estimators needs more computations for channel
estimation than the QRD.

(a)

Traditional Detection Link Adaptive Detection

(b)

Perform Pilot

LS estimation

Estimate channel 

parameters

Partial channel

estimation

QRD

interpolation

Data detection

Perform Pilot

LS estimation

Full channel 

estimation
QRD

Interpolation

Data detection

Full channel

QRD

SNR 

estimation

Fig. 2: Data detection flow: Traditional Vs Proposed

To reduce the high complexity of the above tone by tone
approach, interpolation techniques have been used as shown
in Fig. 2(a). The channel estimates at the pilot positions are
estimated, followed by QRD interpolation for the data tones in
between these pilot positions. A theoretical background when
using the GS method to obtain lossless QRD interpolation
is provided in [10] and a hardware implementation for an
LTE-A frame structure utilizing only pilot positions to perform
QRD interpolation is presented in [5]. These techniques rely
on mapping the Q and R matrices into a sub space where
polynomial interpolation can be applied and the de-mapping
the interpolated matrices. Even though these methods are
more efficient, they do not utilize channel properties such
as frequency selectivity to further optimize the number of
subcarrier channel estimates and QRDs performed. The fixed
architecture of interpolating over pilot positions offers little
flexibility and results in many redundant computations in
channels with low frequency selectivity and a performance loss
in highly frequency selective channels.

III. LINK ADAPTIVE QR DECOMPOSITION

Mobile devices experience high frequency selectivity in
rich multipath environments requiring channel estimation at
data tones which are closely spaced whereas in low frequency
selectivity environments subcarrier channel estimates can be
produced at tones which are farther apart. Moreover, when
operating in higher received Signal to Noise Ratios (SNRs),
a more accurate channel estimation and QRD is required
whereas in lower SNRs the gain obtained by performing accu-
rate channel estimation and QRD is lost due to the high noise
levels. Hence, by examining the current channel conditions, a
reduction in the total number of computations can be obtained
by tuning the channel estimator and QRD processor to execute
only the minimum number of required computations to reach
a desired level of system performance.

Fig. 2(b) depicts such an adaptive approach where the
operating channel conditions such as the frequency selectivity
are obtained by examining the LS estimates of the pilot tones
with the Signal to Noise Ratio (SNR) estimates obtained
from external processing units [11]. Based on these channel
parameters, an adaptive channel estimator is utilized to produce
estimates at tones much farther apart than the pilots when
operating in an EPA channel or at tones much closer than
the pilot positions when operating in the ETU channel. This
estimated channel data is used by a low complexity QRD
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interpolation method to approximate the Q and R matrices
of the intermediate data tones. The proposed link adaptive
processor incorporates these ideas and the following sections
introduce the different components of this processor along
with the methodology used to select the optimal distances for
the low complexity QRD interpolation. A DFT based channel
estimator is used in the link adaptive processor due to its
reconfigurability and efficient hardware implementation and a
method of mitigating the spectral leakage is discussed next.

A. Windowed DFT channel estimator

DFT based estimators perform an inverse DFT operation
on the pilot tones, weigh the taps according to a predefined
strategy aimed at filtering noise and perform a DFT to produce
the channel estimates at the data positions. Such an estimator
producing Nd estimates with Np pilots can be represented as

hd = FdWFH
p hp, (3)

where hd is the vector of channel estimates at data tones,
Fd is a Nd × Nd DFT matrix, W is the Nd × Np filtering
matrix, Fp is the Np×Np DFT matrix and hp is the vector of
channel estimates at pilot tones. These estimators perform well
at lower SNRs and are hardware efficient when implemented
using the FFT algorithm but suffer from a high noise floor due
to spectral leakage at higher SNRs [6].

The basic requirement of the proposed link adaptive proces-
sor is the ability to recognize the operating channel conditions,
which can be achieved by either analyzing the cyclic prefix or
by an inverse DFT operation on the pilot tones. Fig. 3 shows
the average power in the different taps of LTE-A channels
obtained by using a 64 point inverse FFT operation on the
pilot tones in a 5MHz bandwidth downlink. We notice that
by analyzing the distribution of power in the first few taps of
the inverse FFT output, the current channel conditions can be
detected. Furthermore, the inverse DFT operation is part of
the DFT based estimator represented by (3) and enables the
detection of channel conditions at no additional cost.

Fig. 3 also shows the spectral leakage due to the non
sample spaced channels which causes degraded performance
at higher SNRs. Utilizing windows to reduce spectral leakage
is a well-known method and [7] describes a method to improve
the performance of DFT based estimators at higher SNRs by
using Hann windows. An inverse window operation is required
to remove the effects of windowing and [7] uses a division by
the Hann window to achieve this. The overlap-add method
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Fig. 4: Overlap add method to reduce spectral leakage

is another way of removing windowing effects and the link
adaptive processor uses this method as depicted in Fig. 4.
The data from the first and last pilots in the 5MHz spectrum
is extended to produce 128 points and the Hann windowing
reduces spectral leakage. Finally, the windowing effects on the
channel response is removed by using the overlap-add method
to produce interpolated channel estimates at the data tones.

B. QR interpolation

The windowed DFT based channel estimator enables the
detection of channel conditions such as frequency selectivity,
which can be used to estimate the distance, measured in
subcarriers, for QRD interpolation. The effects of interpolation
errors on the system BER can be minimized by adaptively
changing the interpolation distance depending on channel
conditions, for example, by choosing subcarriers which are
close when operating in highly frequency selective channels.

All unitary Q matrices of size M × M are part of the
unitary group U(M) and any unitary matrix Q1 can be
transformed into another unitary matrix Q2 by using a rotation
matrix of the form Q2Q

∗
1. Authors in [12] present a method

of obtaining the intermediate Q matrices between Q1 and Q2

using

Q(s) = (Q2Q
∗
1)

s
Q1 s ∈ R | 0 ≤ s ≤ 1 . (4)

If ‖ Q1 −Q2 ‖F= ε, where ε is a small constant, a linear
interpolation of the form

Q(s) = (1− s)×Q1 + s×Q2, (5)

can be used to approximate (4). The corresponding R(s)
matrix can also be approximated by

R(s) = (1− s)×R1 + s×R2. (6)

These approximations lead to errors in QRD interpolation
and a strategy to choose the correct interpolation distances,
to minimize the effect of these errors on BER for different
channel scenarios is presented in the next section.

C. Coherence Bandwidth and Interpolation error

The coherence band width (Bcoh) of a wireless channel is
defined as the bandwidth over which the correlation of channel
gains is higher than a specified limit [13]. QRD of channel
gain matrices H1 and H2 of two correlated subcarriers results
in Q1 and Q2 such that ‖ Q1 − Q2 ‖F= ε, where ε is a
small constant. This enables Bcoh to be used as a parameter

461



50 60 70 80 90
0

5

10

15

20

25

30

35

Correlation %

EPA
EVA
ETU

100 100

(a) (b)

50 60 70 80 90
0

1

2

3

4

5

6

7x 10

Fig. 5: Interpolation error, Subcarrier distances and Correlation

to evaluate the interpolation error due to approximations in (6).
The LTE-A standard uses three main channel models and each
channel exhibits a different Bcoh enabling the link adaptive
processor to choose between different bandwidths over which
QRD interpolation can be performed. Fig. 5(b) shows the
distances in sub carriers for different levels of correlation for
the three models. In the EPA model, gain matrices H1 and
H2 which are 24 subcarriers apart show a correlation of 75%
whereas the EVA and ETU models show 75% correlation for
channels around 15 subcarriers apart.

The uncoded BER of a wireless system operating in a
frequency selective channel affected by AWGN is inversely
proportional to the SNR available at the receiver. The total
noise n in a wireless receiver employing interpolation tech-
niques can be expressed as

n = nsys + ninterp (7)

where nsys is the system noise and ninterp is the noise
introduced due to linear interpolation. A parameter

γ =
ninterp
nsys

, (8)

can be used to decide the amount of interpolation error that
can be introduced depending on the receiver SNR. The effects
of interpolation error on BER can be minimized by keeping
γ small, which enables the link adaptive processor to increase
interpolation distances at lower SNRs and to adaptively lower
the distances at higher SNRs. Fig. 5(a) shows the dependence
of the error ninterp obtained by interpolating Q matrices using
(5) between sub carriers spaced at different correlation levels
for the three channel models used in LTE-A. The average error
due to interpolation in an EPA channel model is in the order of
10−3 at correlation levels of 75% whereas the error in the fast
fading ETU model is almost double that of the EPA model.

Using Fig. 5(a) and Fig. 5(b) the following strategy illus-
trates how a link adaptive processor can be used to reduce total
computational complexity. An SNR of 20 dB at the receiver
in a 4 × 4 MIMO system receiving 16 QAM data would
correspond to a nsys of 10−2. A link adaptive processor
configured to operate with a value of γ = 0.1 can operate with
ninterp = 10−3. If the current operating channel is detected to
be EPA, the processor will choose a correlation value of 75%
in Fig. 5(a) corresponding to an interpolation distance of 24
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subcarriers in Fig. 5(b). Using a similar strategy, if operating
in an ETU channel, correlation of 85% is chosen leading to
interpolation distances of around 10 subcarriers. A lower value
of SNR will result in higher nsys enabling the link adaptive
processor to choose subcarriers which have a lower correlation
value leading to increased interpolation distances.

IV. RESULTS

A. Performance

The methodology described in the previous sections en-
ables us to choose interpolation distances adaptively to reduce
complexity while maintaining the required level of BER.
Table I shows an example implementation with different in-
terpolation distances chosen for the three LTE-A channel
models depending on the SNR available at the receiver. The
interpolation distances are chosen so that minimal loss to BER
is introduced when compared to the performance with perfect
channel state information (CSI).

TABLE I: Interpolation distances measured in subcarriers
XXXXXXXModel

SNR (dB) ≤ 10 11 -15 16 -20 21 -25 26 -30 > 30

EPA 48 32 24 16 8 8
EVA 32 24 16 8 8 4
ETU 32 24 16 8 4 2

Fig. 6 shows two sets of uncoded BER curves for a 4× 4
MIMO system with a K-Best decoder with K=10 operating
in the EVA channel. The first set of curves are obtained
by using perfect CSI and full channel QRD along with the
proposed adaptive QRD (AQRD) with distances chosen from
Table I. These curves enable us to analyze the effects of
ninterp on BER and it can be seen that the performance
loss is negligible when choosing the proposed interpolation
distances. The second set of curves are obtained by using
different channel estimation techniques and QRD interpolation
methods. The DFT based estimator [2] with the proposed
adaptive QRD shows significant degradation, with an error
floor visible at higher SNRs due to spectral leakage. Use of the
proposed windowed DFT based estimator and adaptive QRD
improves the performance at higher SNRs and is on par with
performance of a receiver employing the RMMSE estimator
[14] with the QRD interpolator from [5].
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B. Complexity analysis

A DFT based channel estimator used in the traditional
flow of Fig.2(a) for an M ×M MIMO system would require
(Nplog2(Np) +Ndlog2(Nd))M

2 multiplications. Using the
proposed windowed DFT instead and choosing the number
of channel estimations X , changes the multiplication count
of channel estimation to (3Nplog2(Np) + Xlog2(X))M2.
Furthermore, the complexity of QRDs computed also reduces
from NdM

3 to XM3.

Fig. 7 shows the savings obtained by using the link adap-
tive processor over the traditional tone by tone approach, with
interpolation distances chosen from Table I. The link adaptive
processor is designed to closely follow the BER obtained when
operating with perfect CSI. Higher savings are obtained at
lower SNRs as farther interpolation distances can be chosen,
whereas this gain reduces at higher SNRs. Furthermore, EPA
channels need significantly lower number of computations
resulting in higher savings when compared to ETU channels.
The shaded region in Fig. 7 indicates the range of possible
reductions when operating in different channel conditions.

C. Hardware requirements

The main advantage of DFT based channel estimators is the
efficient hardware implementation. A typical Nd point radix-
2 FFT is implemented using a pipelined structure [15]. The
order of the output samples from the pipelined decimation
in frequency (DIF) FFT algorithm is bit reversed with the
first X = 2t where t ∈ Z output bins spaced at distances
of Nd

X and the next X outputs resulting in all bins at a
resolution of Nd

2X , enabling selective channel estimation at only
the desired frequency bins. For example, when operating in
the EPA channel with an SNR of 15 dB, from Table I, channel
estimates which are spaced 32 subcarriers apart are needed.
The first 16 outputs from a pipelined 512 point radix-2 DIF
FFT are at the bins [0, 32, 64 . . .] corresponding to the desired
channel estimates. This enables circuit level optimizations such
as clock gating which can be activated once the desired channel
estimates are calculated leading to power savings.

QRD interpolation can be implemented using the methods
described in [8] [9] and the proposed linear QRD interpolation
can be performed using only fixed multiplications and addi-
tions leading to a negligible increase in complexity.

V. CONCLUSION

The proposed link adaptive processor is capable of decreas-
ing the complexity of both channel estimation and QRD, which
are two important baseband signal processing operations. The
processor utilizes a windowed DFT based channel estimator
which not only suppresses the error floor due to spectral
leakage but is also capable of producing channel estimates
at specified interpolation distances. Channel properties are
used to identify these interpolation distances which add a
minimal loss to BER while enabling the use of a simple QRD
interpolation technique. The BER performance of the proposed
link adaptive processor is on par with existing systems while
providing a reduction in complexity of upto 40% in higher
SNRs and 80% in lower SNRs. Hence, the link adaptive
processor is an attractive solution for adaptive processing in
varying channel conditions for mobile LTE-A receivers.
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An Adaptive QR Decomposition Processor for
Carrier Aggregated LTE-A in 28nm FD-SOI

Rakesh Gangarajaiah, Student Member, IEEE, Ove Edfors, Member, IEEE, and Liang Liu, Member, IEEE

Abstract—This paper presents an adaptive QR decomposi-
tion (QRD) processor for five-band carrier aggregated LTE-A
downlinks. The design uses time and frequency correlation
properties of wireless channels to reduce QRD computations
while maintaining an uncoded bit error rate loss below 1 dB.
An analysis on the performance of a linear interpolating QRD is
presented and optimum distances for different channel conditions
are suggested. The Householder transform suited for spatially
correlated scenarios is chosen and modified for concurrent vector
rotations resulting in high throughput. Based on these, a parallel
hardware architecture suitable for easy reconfigurability and low
power is developed and fabricated in 28 nm FD-SOI technology.
The QRD unit occupies 205 k gates of logic and has a maximum
throughput of 22 M QRD/s while consuming 29 mW of power.
On a circuit level, the back gate feature is leveraged to double
operational frequency in low time-frequency correlation channels
or to lower power consumption to 1.9 mW in favorable conditions.
The proposed system provides designers with multiple levels of
adaptive control from architectural to circuit level for power-
performance trade-offs and is well suited for mobile devices
operating on limited battery energy.

Index Terms—LTE-A, QRD, Adaptive processing.

I. INTRODUCTION

Spatial multiplexing by the multiple-input multiple-output
(MIMO) technique is supported by the 3GPP Long Term
Evolution-Advanced (LTE-A), either to increase effective sig-
nal to noise ratio (SNR) at the user equipment (UE) or to create
parallel channels from the evolved NodeB (eNB). To further
increase communication speeds, carrier aggregation (CA) has
been introduced, where up to five bands of 20MHz bandwidth
(BW) are combined to increase downlink capacity, resulting
in theoretical speeds of around 3Gbps [1], [2]. While the
standard provides the necessary framework to achieve these
high data rates, complex signal processing is required in a
mobile UE to fully utilize the potential of these wireless
technologies.

One of the prerequisites for high quality MIMO communi-
cation is efficient signal detection, accomplished by algorithms
ranging from the zero-forcing (ZF) linear detector to the more
complicated non-linear sphere decoder and QRD-M detectors
[3]. A common component to facilitate the detection process
is a QR decomposition (QRD) processor which transforms the
estimated channel matrix into a product of a unitary matrix and
an upper triangular matrix. There are three main algorithms
for QRD, namely the Gram-Schmidt (GS), the Given’s rotation
(GR) and the Householder transform (HT) [4]. The last is
better suited for correlated matrices [5] which become more
common in 8× 8 MIMO configurations.

The QRD is computationally expensive, has significant
effect on system performance, and requires a large through-

put proportional to the UE bandwidth. This raises critical
design challenges when implementing a high throughput-
high accuracy QRD processor that is also energy efficient.
In wireless communication, the achievable data rates and
system performance are affected by channel conditions. A
fixed design aimed at the worst case, e.g., for wide BW
and low SNR scenario, results in an inefficient solution. One
approach to deal with the conflicting requirements on power
and performance is adaptive channel-aware signal processing
with the corresponding reconfigurable hardware. This will
enable the UE to maximize energy efficiency by performing
only the minimum computations required to reach a desired
quality of service (QoS), while retaining the scalability to
handle wider BW allocations in good channel conditions.

We present such an adaptive processor supporting the
maximum resource blocks (RB) assignment with five-band
CA, but optimize it for normal operating scenarios. We use
linear interpolation to reduce computation count and control
the magnitude of introduced errors by adaptively changing
the interpolation distance based on channel conditions and
SNR. A more complicated algorithm to perform lossless QRD
interpolation was proposed in [6], [7]. Although these methods
reduce computation count compared with the brute force
method of performing a QRD for each tone of every symbol,
they still result in a high number of computations, especially in
CA scenarios due to their non-adaptive nature. Consequently,
a method using the frequency domain (FD) correlation of
LTE-A channels to further reduce complexity was presented
in [8]. Expanding on this, we present an analysis into time
domain (TD) correlations of LTE-A channels and propose an
architecture for a linear interpolating QRD processor. On an al-
gorithmic level, we choose the HT based QRD and modify the
implementation to produce parallel vector rotations facilitating
high throughput. On the architectural level, optimizations for
hardware re-use are explored and an implementation favoring
higher power reduction with state-of-the-art 28 nm Fully-
Depleted silicon on insulator (FD-SOI) technology is chosen
[9]. On a circuit level, forward body biasing (FBB) to adap-
tively increase throughput in high RB assignment scenarios
together with clock gating in good channel conditions are used
to conserve power. The full system consists of one QRD unit
capable of decomposing 4× 4 complex matrices, two rotation
banks, an interpolation unit, a functional control unit and test
logic. The design requires 1.2mm2 of core area and the QRD
unit occupies 205 k gates. Measurement results show that the
QRD unit consumes 29mW when producing 22M QRD/s and
can decode CA signals with a power varying from 1.9mW in
good channels to 24.3mW in fast varying channels.
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The rest of the paper is organized as follows. In Section
II, the system model with LTE-A channels and RB structure
are introduced. Section III presents the adaptive QRD scheme
with its performance evaluation. Section IV details the VLSI
architectures and hardware aspects. Measurement results are
discussed in Section V followed by conclusions in Section VI.

II. BACKGROUND

In this section we introduce a simplified MIMO system
model and present the need for QRD followed by a brief
discussion on the LTE-A resource block structure and channel
models.

A. System Model

A typical MIMO system with 4 antennas at both the eNB
and the mobile UE is shown in Fig. 1. Spatially multiplexed
data transmitted from the eNB, propagates through a noisy
multi-path channel and is finally received by the UE. The
analog front end (AFE) digitizes the signal which is synchro-
nized, equalized and demodulated for the application layer.
Figure 1 also shows where the QRD unit operates in a
typical LTE-A receiver chain, processing data from the channel
estimation (CE) unit and feeding data to the MIMO decoder.
The operation of such a system with M transmitter (Tx) and
receiver (Rx) antennas can be modeled as

yi = Hixi + ni, ∀i ∈ {1, 2, . . . , BWsc} (1)

where yi = [y1, y2, ..., yM ]
ᵀ is the received data vector,

Hi ∈ CM×M is the channel matrix, xi = [x1, x2, ..., xM ]
ᵀ

the transmit data vector, and ni the additive white Gaussian
noise on sub-carrier i in an orthogonal frequency division
multiplexing (OFDM) system with BWsc sub-carriers.

A maximum-likelihood (ML) MIMO detector tries to mini-
mize ‖ yi − Ĥix̂i ‖2, where x̂i is the transmit vector estimate
and Ĥi is the channel matrix estimated from a set of pilot
tones. In practice, the K-Best detector and the sphere decoder
are widely used to achieve ML performance with lower com-
plexity. To simplify implementation of the K-Best detector, Ĥi

is decomposed to a unitary matrix Qi and an upper triangular
matrix Ri by the process of QRD. The received data vector is
then rotated by the conjugate transpose of Q, the matrix Q∗,
thereby transforming (1) into

y = QRx+ n

Q∗y = Rx+Q∗n

yrot = Rx+ n̂,
(2)

where the sub-carrier index i has been dropped for brevity of
notation. While the QRD enables efficient hardware realization
of sphere decoders, its accuracy affects the detection perfor-
mance to a large extent. For instance, the orthonormality of Q
is crucial to preserve the i.i.d. properties of n̂, which becomes
particularly challenging for ill-conditioned channel matrices.
The QRD of a rank p matrix has complexity in the order of
O(p3), and calculating it on a per-tone per-symbol basis results
in a very high number of complex computations.
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Figure 1: A typical LTE-A MIMO system with a QRD unit

B. LTE-A Resource Block and Channel Models

A typical LTE-A RB structure for one Tx antenna port
is shown in Fig. 2. Every RB has 7 OFDM symbols corre-
sponding to a time period of 0.5ms and 12 sub-carriers. Pilot
tones are added at regular intervals in both time and frequency
for CE and synchronization. The minimum downlink resource
assignment is two RBs and multiple RBs can be allocated
depending on service requirements. LTE-A channels are clas-
sified into the Extended Typical Urban (ETU), Extended
Vehicular A (EVA), and Extended Pedestrian A (EPA) models
[10]. The ETU channel has a large delay spread and thus
high frequency selectivity, whereas the EPA channel with a
short delay spread has low frequency selectivity. The EVA
model is intended for channel scenarios with a medium delay
spread, extending to around half the length of the cyclic prefix.
The channels are also categorized based on the Doppler shift,
namely the 5Hz model for low mobility of 2.5 km/h, 70Hz
model corresponding to a UE mobility of around 36 km/h and
a high speed scenario with a Doppler shift of 300Hz at speeds
of 150 km/h when operating at a carrier frequency of 2.1GHz.

The pilot spacing in Fig. 2 is designed to handle worst case
fluctuations in both time and frequency which can lead to a
high degree of redundancy when operating in channels with
low frequency selectivity and Doppler shift. The redundancy
can be leveraged by the UE to adaptively reduce computation
load in favorable channels, e.g., by performing the minimum
required computations to reach a desired QoS. This adaptive
channel aware methodology can be applied to different pro-
cessing blocks for power saving, including CE, QRD, and
MIMO detection.

In this paper, we apply this concept to the QRD processor
design, where the frequency and time correlation properties
of wireless channels are exploited to perform adaptive QRD
that can significantly reduce power consumption with a small
performance loss.

III. PROPOSED ADAPTIVE QRD SCHEME

In this section, we propose a hardware friendly adaptive
QRD scheme, based on linear interpolation, which can conve-
niently tune the trade-off between computational complexity
and processing accuracy with a single parameter. Then we
present a framework to obtain a suitable tuning parameter
under different channel conditions, system setups, and QoS
requirements. The proposed scheme is evaluated and compared
to the brute force approach to investigate the computation-
performance gains.
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Figure 2: LTE-A Resource Block structure with data flow in the proposed method when operating in the interpolation by 4 mode

A. QRD with Adaptive Linear Interpolation

Interpolation-based QRD [6] has been proposed to reduce
the computational complexity and a hardware implementation
of this concept was discussed in [11], where a fixed interpola-
tion distance was adopted. These methods rely on mapping and
demapping a set of intermediate matrices to different domains,
which may introduce extra hardware cost and are non-adaptive
in nature. To enable low complexity channel adaptation, this
paper takes advantage of the fact that wireless systems are
error tolerant (to some extent) and adopts a lossy, but much
simpler linear interpolation strategy.

A unitary matrix Q1 from the QRD of channel estimate H1

in Fig. 2, can be transformed into another unitary matrix Q5

corresponding to H5 with a rotation matrix Q5Q
∗
1. Authors in

[12] present a method of obtaining the intermediate Q matrices
between Q1 and Q5 using

Q(α) = (Q5Q
∗
1)
α
Q1 α ∈ R | 0 ≤ α ≤ 1 . (3)

If ‖ Q1 −Q5 ‖F= ε, where ε is a small constant, (3) can be
approximated as

Q(α) = (1− α) ·Q1 + α ·Q5. (4)

The R(α) matrix can also be calculated as

Rinterp(α) = (1− α) ·R1 + α ·R5. (5)

The errors introduced due to the linear approximation can be
controlled by α, related to the distance D (can be in both time
and frequency domain) between the two channel estimates H1

and H5, used to produce Q1 and Q5. Instead of using (2),
the received vector y, at any given intermediate position, can
be rotated using

yrot = (1− α) ·Q∗1y + α ·Q∗5y. (6)

Figure 2 depicts the data flow through such an interpolating
scheme operating in the FD. Channel estimation and the
subsequent QRDs are performed only on a selected subset
of sub-carriers. The generated QRDs are linearly combined
using (4) and (5) to produce the Q and R matrices at the
intermediate positions. If the final result required is the rotated
vector in (6), e.g., for K-Best detector, the computation in (4)
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Figure 3: Flow chart describing the proposed framework

can be skipped. When operating with an interpolation distance
D, each Q matrix rotates at most 2D−1 received data vectors.
Figure 2 shows the case with D = 4 when rotating the data
vector y2. Partial CE at sub-carriers 1 and 5 on symbol 13
is performed to produce H1 and H5. The QRDs of these
two estimates are used to rotate the data tones highlighted.
In particular, y2 is rotated both by Q1 and Q5. Since the
position of y2 is closer to estimate H1, a linear weight of
0.75 is applied for Q∗1y2 and 0.25 for Q∗5y2 to produce the
final rotated vector shown to the right. Adaptability is achieved
by changing the interpolation distance by tracking channel
variations and SNR, leading to a reduced QRD throughput
when interpolating by longer distances and vice versa.

B. Householder Transform based QRD

The next step is to select an appropriate algorithm for per-
forming the QRD. There are three main methods and hardware
implementations based on the GS and the GR method are
presented in [13]–[15], whereas [16] presents an approach that
combines the Householder transform (HT) and GR algorithm.
Although any of the three algorithms can be used in the
proposed adaptive QRD framework, the HT is chosen in
this work for the following reasons. Mobile UEs with small
form factors operating in poor scattering channels result in
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increased spatial correlation. QRD performed on such ill
conditioned channel matrices often leads to instability, which
adversely affects the system performance. The HT based QRD
is better suited to decompose such correlated channels in fixed
point implementations when compared with GS method [5].
Furthermore, HT operates on columns of the input matrix and
thus enables parallel vector rotation as opposed to the GR
method. Additionally, HT with a sphere decoder can result in
lower complexity in higher MIMO configurations [17]. This
work adopts the real valued decomposition (RVD) version of
the HT as it simplifies hardware and provides at least the same
gain as direct complex valued decomposition [18], [19]. A
complex valued matrix H can be represented by an equivalent
but larger real valued matrix Hreal by replacing each complex
element in H by a 2× 2 real matrix [17].

The HT operates columnwise on the channel matrix H and
produces a series of reflection matrices. Left-multiplying the
real valued equivalent representation, Hreal, by these matrices
results in a real valued upper triangular matrix Rreal [17]. This
orthogonalization process is described by

VNVN−2...V2V1Hreal = Rreal, (7)

where each of the Vi matrices are of the form

Vi =

(
I− 2

viv
ᵀ
i

vᵀi vi

)
, (8)

and v is the difference vector from the column of Hreal that
is being orthogonalized to one of the columns of the identity
matrix I. The transpose operation is denoted by (.)ᵀ. Since the
final goal is to solve (2), the rotated real valued equivalent data
vector Qᵀy can be constructed, without explicitly calculating
the full Q matrix as

Qᵀy = VN · · ·V1y

=

(
I− 2

vNvᵀN
vᵀNvN

)
· · ·
(
I− 2

v1v
ᵀ
1

vᵀ1v1

)
y.

(9)

Examining (9), we notice that the difference vector v1,
corresponding to the first column of Hreal performs rotations
on data vector y, before the difference vectors from other
columns. Thus, an implementation where the rotations on
received vector y are started before the full QRD is finished
can be realized, leading to a low-latency pipelined circuit.
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Figure 5: Interpolation error, Symbol distances and Correlation

C. Interpolation Distances and Performance Evaluation

By adjusting the interpolation distance (D), the proposed
linear interpolating QRD provides adaptive trade-off be-
tween computational complexity and decomposition accuracy.
Figure 3 describes a methodology to select D, where the
available SNR and channel conditions are jointly considered
to find a maximum allowed QRD error. From this limit,
the interpolation distance measured in sub-carriers in the FD
(Dsc) is selected from a set of predefined values, computed
by analyzing the frequency correlation properties of different
channels. Figure 4 (b) shows the FD correlation in different
channel models. Adjacent sub-carriers are highly correlated
and the correlation level decreases as the distance between
sub-carriers increases. The rate at which correlation reduces
is directly proportional to frequency selectivity. For example,
at a distance of 15 sub-carriers, the frequency selective ETU
channel has an average correlation of around 75%, whereas
the EPA channel shows 90% correlation. If interpolation in
the TD is desired, the distance measured in symbols (Dsym),
obtained from the TD correlation properties in Fig. 5 (b) can
be used. The correlation level between symbols reduces at
a faster rate in the fast fading 300Hz channel compared to
the other two slow fading channels. The proposed framework
in Fig. 3 shows that drastic changes in channel conditions will
trigger a recalculation of Dsym and Dsc, whereas BW changes
can be handled at circuit level with parameters such as clock
frequency and VDD. In order to find Dsc or Dsym, the fol-
lowing method is proposed. Assuming that the channel noise
and interpolation error are uncorrelated, the noise variance in
a receiver using interpolation techniques can be expressed as

σ2
n = σ2

nsys + σ2
ninterp, (10)

where σ2
nsys is the channel noise variance. The interpolation

error variance is denoted by σ2
ninterp and can be computed

by taking the average value of the mean square error in the
elements of the interpolated Q matrix. A parameter

γ =
σ2
ninterp

σ2
nsys

, (11)

can be used to decide the amount of interpolation error intro-
duced, depending on the receiver SNR [8]. For the proposed
framework, we set σ2

ninterp to be an order of magnitude lower
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Table I: Interpolation distances for different channels

Interpolation
Domain

Frequency Only Time Only

Sub-Carriers (Dsc) Symbols (Dsym)

XXXXXXXXXXChannel
SNRdB ≤ 10 ≤ 20 ≤ 30 ≤ 10 ≤ 20 ≤ 30

EPA-5Hz 48 24 8 > 140 > 140 > 140
EVA-70Hz 32 16 8 32 16 12

ETU-300Hz 32 16 4 8 4 2

16 17 18 19 20 21 22 23 24 25
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SNR (in dB)

U
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B
E

R

EVA 5Hz and EVA 70Hz Models with 4× 4 16 QAM

QRD without Interp.
for EVA channel
TD Interp. EVA-5Hz
TD Interp. EVA-70Hz
FD-TD Interp. EVA-70Hz

Mode Dsym Dsc

TD 12 1
FD-TD 12 12, 8

Figure 6: Performance evaluation of interpolating QRD with K(10)-Best SD

than σ2
nsys, ensuring that interpolation error is not the limiting

factor on system bit error rate (BER) performance. Figure
4 (a) shows the dependence of the error σ2

ninterp obtained
by interpolating Q matrices using (4) between sub-carriers
spaced at different correlation levels for the three channel
models used in LTE-A. Using Fig. 4 (a) and Fig. 4 (b) the
following strategy illustrates how a link adaptive processor can
be used to reduce total computational complexity. An SNR of
20 dB at the receiver with 16QAM data would correspond
to a σ2

nsys of 10−2 and σ2
ninterp = 10−3 (γ = 0.1). This

corresponds to a correlation requirement of 75% to 85% in
Fig. 4 (b) and allows FD interpolation over 24 sub-carriers in
the EPA channel or 12 sub-carriers in the ETU channel. A
second example with TD interpolation of 16QAM at 30 dB
SNR is highlighted in Fig. 5 requiring around 90% correlation,
translated to a range of a few to tens of symbols depending
on the channel. Examining Fig. 4 and Fig. 5 we can conclude
that for a certain admissible error, a wide range of channel
dependent interpolation distances are available, and adaptively
tuning to suit the current UE conditions, results in significant
reduction of computations.

Using the above framework, the maximum distances in
either FD or TD interpolation modes leading to an uncoded
BER loss of ≤ 1 dB are listed in Table I. Distances lower
than the ones in Table I can be used if higher QRD accuracy
is needed. Spatial multiplexing is generally adopted in the
medium to high SNR range, where interpolation distance from
16 to 4 are suitable, according to Table I. The performance of
the proposed method is verified with uncoded BER simulations
under various channel conditions by using different Dsc and
Dsym. As shown in Fig. 6, if interpolating in only the TD,
the proposed method results in almost no performance loss

Table II: Required number of QRD/s with FD Interpolation for 16QAM

Rx BW 5 MHz BW Five-Band 20 MHz CA
SNR in dB ≤ 10 ≤ 20 ≤ 30 ≤ 10 ≤ 20 ≤ 30

Dsc 48 24 8 48 24 8
EPA QRD/s 75 k 150 k 450 k 1.5M 3M 9M
Dsc 32 16 4 32 16 4
ETU QRD/s 112.5 k 225 k 900 k 2.25M 4.5M 18M
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Figure 7: Data flow in the proposed Adaptive interpolating QRD

in EVA-5Hz channel due to a high level of correlation. The
Doppler shift in the EVA-70Hz channel is around 0.5% of sub-
carrier spacing and shows a loss of 0.5 dB (at uncoded BER
of 10−3) compared to the simulation without interpolation.
Performing interpolation in both FD and TD with a distance
of 12 and 8 sub-carriers at SNR ≤ 20 dB and ≤ 30 dB
respectively, results in a loss of around 1.2 dB in the EVA-
70Hz channel. This loss can be further reduced by using
smaller values of Dsc and Dsym.

IV. VLSI ARCHITECTURE AND HARDWARE
IMPLEMENTATION

This section describes the VLSI architecture for imple-
menting the developed adaptive QRD processor, which sup-
ports 4×4 complex-valued matrices and uses the HT algo-
rithm. Various architectural level optimizations to support
high decomposition throughput, extensive resource sharing,
and easy reconfiguration have been elaborated. Moreover, the
unique feature provided by 28 nm FD-SOI technology has
been explored at architecture design to achieve low power
consumption.

A. Top Level Architectures

Figure 7 shows the top level block diagram of the QRD
processor, which includes an HT based QRD unit (HQRDU),
a rotation unit (RU) and an interpolation unit (IU). The partial
channel estimates and the received data vectors are fed into
HQRDU and RU, respectively. The IU combines the data from
these two units by using a linear weight α and writes the
outputs to the signal detector memory.

The throughput of the proposed QRD processor changes
adaptively to the bandwidth (BWsc) assigned to the UE and
the interpolation distance (Dsc, Dsym), which is decided
based on current channel scenarios, system setup, and QoS
requirement. Furthermore, the throughputs of the functional
units in Fig. 7 are different to one another. For instance,
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the minimum throughput required from the HQRDU can be
computed by

QRD/s =
BWsc (Nsym −Np/Pspace) 1000

DscDsym
(12)

where Nsym is the number of OFDM symbols in 1ms,
Np is the number of OFDM symbols carrying pilots, and
Pspace is the pilot/reserved tone spacing. The corresponding
throughput of the rotation and the interpolation units are
(2Dsc − 1)(2Dsym − 1) times higher than the HQRDU. For
simplicity, we discuss the throughput requirements for FD only
interpolation by setting Dsym to 1 and use Table I for the
values of Dsc under corresponding channel conditions. The
minimum required throughput of the HQRDU from (12) is
listed in Table II. The wide range of throughput requirement
as well as the speed mismatch between different function units
motivate the need for an easily reconfigurable architecture. In
the following subsection, two such architectures to support
adaptation are presented: one for minimum area and one
optimized for power reduction.

B. Reconfigurability for Adaptive Interpolation Distance

The first architecture is based on folding concept and
supports different Dsc with variable folding factors. As shown
in Fig. 8, the HQRDU operates in one clock domain Clk1 at
a rate configured by Dsc. To handle the multiple rotations for
each QRD output, one instance of a RU and an IU are time

Algorithm 1 HT based QRD for the real valued representation
of a M×M complex channel Matrix

1: procedure HTQRD(H)
2: . Orthogonalize first column of H
3: [a,b, c,d]← FRMT(H) . Format to real matrix

4: v← a

5: α1 ← MUL(a1, a1) . a1 = a[1]

6: α2 ← IPG (a,a) . All of a except a1
7: R11 ← SQRT (α1 + α2)

8: . Generate first difference vector
9: v1 ← v1 +R11 . v vector generated

10: lenv ← α2+MUL(v1, v1)
11: D ← DIV (v1)

12: G← MUL(D,−a2)
13: . Generate second difference vector
14: w← VSM(a, G)

15: lenw ← IPG (w,w)

16: vdiv ← GENROT(v, lenv)

17: . Reflect b
18: btemp ← REFLECTCOL(v,vdiv,b)

19: wdiv ← GENROT(w, lenw)

20: brefl ← REFLECTCOL(w,wdiv,btemp)

21: return R11,v,vdiv,w,wdiv

22: . Reflect c, d
23: return brefl, crefl,drefl,

24: . Orthogonalize other column from above results
25: end procedure

1: procedure GENROT(v, lenv)
2: . Sub-procedure to generate rotation vector
3: return VSM(v,DIV (lenv))

4: end procedure

1: procedure REFLECTCOL(v,vdiv,x)
2: . Sub-procedure to reflect a vector
3: return (x−VSM(vdiv, IPG (v,x)))

4: end procedure

multiplexed and operate in the second clock domain Clk2,
which is (2Dsc − 1) times the clock of the HQRDU. The
variable length shift registers to the top store the intermediate
results for interpolation and the bottom shift register simplifies
read access to the received data y. A control unit is needed
to generate the signals for this complicated scheduling. The
design shown in Fig. 8 can perform interpolation by either a
factor of 4 or 8. When Dsc = 4, each HQRDU output rotates
7 received data vectors requiring Clk2 to be 7 times higher
than Clk1. Similarly when Dsc = 8, Clk2 should be 15
times higher than Clk1. Even though this architecture has a
lower area, complicated control logic as well as cross clock
domain mechanism are introduced. Moreover, higher clock
frequency is needed, potentially resulting in increased power
consumption.

A second architecture leverages the parallel processing
concept to achieve low power adaptation. As shown in Fig. 9,
multiple RUs and IUs are instantiated and throughput dif-
ference to the HQRDU is handled by activating different
number of RUs and IUs. This resolves the problems associated
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Figure 10: Architecture of the RVD based HT with a detailed structure of Stage 1 together with NR-DIV unit

with clock domain crossing, but requires higher area than the
architecture in Fig. 8. However, it enables easy reconfiguration
and simplifies scheduling control, where the unused blocks
can be deactivated with clock gating. Adaptability for different
Dsc is achieved by changing the clock frequency of the whole
system and activating a corresponding number of RUs and IUs.
This parallel architecture is able to support high throughput
with relatively low clock frequency, allowing for VDD scaling
and thus reducing dynamic power consumption significantly.

The parallel architecture is favored by FD-SOI technology
used for chip fabrication. Traditional VDD scaling method
may suffer from significant performance degradation in terms
of maximum operational frequency. Designs implemented in
FD-SOI have a higher operating speed when compared to
designs in bulk technologies, facilitating the parallel imple-
mentation to operate at low VDD values [9]. Furthermore,
FD-SOI provides access to back gates, enabling the critical
blocks to be forward body biased for increased throughputs,
allowing even more aggressive VDD reduction [20], [21]. This
provides system designers another control knob to trade-off
power and performance. Hence, the fabricated adaptive circuit
is based on this parallel architecture and has two modes of
operation, namely the interpolation by 4 mode (IP4) when
Dsc = 4, and the interpolation by 8 mode (IP8) with Dsc = 8.

C. Modified HT QRD Unit

This subsection describes the algorithm and architectural
details of the HQRDU. The proposed design uses an RVD
based QRD and supports 4× 4 complex-valued matrices. The

Table III: Design space exploration with HLS with final design highlighted

Clock in MHz FF† Multipliers Comb∗ Cell Area‡

25 1 299 93 1.00

100 4 86 70 0.60

125 5 77 68 0.57

250 10 48 57 0.54

500 20 23 48 0.50
† Folding Factor: Clock cycles per QRD
∗ Percent of Combinational Area in Total Area
‡ Cell Area: Normalized to area when FF = 1

pseudo code for this process is shown in Alg. 1. Bold upper
case letters are used to reference matrices, bold lower case for
vectors and scalars are indicated by non bold characters.

The top level architecture of this HT is shown in Fig. 10
with an expanded view of the first stage. The variables and
sub procedures used to construct Alg. 1 are highlighted in
the figure for easy cross referencing. The HQRDU is divided
into 4 stages, with each stage orthogonalizing two columns of
the real valued gain matrix using (7). This orthogonalization
operation on a given column b of H can be written as

Qᵀb = V8 · · ·V1b

= · · ·
(
I− 2

wwᵀ

wᵀw

)((
I− 2

vvᵀ

vᵀv

)
b

)

= · · ·
(
I− 2

wwᵀ

lenw

)(
b− 2

(
v

lenv

)
(vᵀb)

)

= · · · (I− 2 (wdiv)w
ᵀ) (b− 2 (vdiv) (v

ᵀb)) ,

(13)

where v and w are the difference vectors. By grouping the
operations as shown in (13), the matrix-vector multiplications
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V1b can be converted into vector-vector multiplication per-
formed by an inner product generator (IPG) unit. The v and the
vdiv vectors are also reused by the RUs to rotate the received
data y corresponding to (9).

The architecture of stage 1 indicates that a few common
blocks such as the IPG, vector-scalar multiplier (VSM), divi-
sion (DIV) and multiplication (MUL) are used multiple times
and the design partitioning in Fig. 10 allows hardware sharing
by time multiplexing. One of the important blocks of the
design is the DIV unit used to generate the rotation vectors
vdiv . The performance of the DIV unit is critical at higher
SNR values and a three iteration Newton-Raphson method
is used. As shown in Fig. 10, this unit consists of a scaling
block which converts the inputs to the range between 0.5 and
1 and uses linear approximation to compute the initial seed
value, eliminating the need for a look up table (LUT). The
output obtained from the third iteration is modified by the
rescale unit and passed onto the other blocks. The last two
stages of the HQRDU have an additional output called the
condition indicator (CI), used to flag an ill conditioned H. This
is detected by examining the values of the diagonal elements
of R, with low values indicating a high condition number for
H. Fixed point implementation of the QRD processor has a
limited accuracy which may lead to incorrect computation of
the Q and R matrices in ill conditioned channels. Performing
interpolation on these matrices will further increase the error,
leading to higher BER loss. This can be partly combated by
lowering Dsc, reducing interpolation error. In channels where
lowering Dsc still does not improve BER performance, the
eNB can be informed about bad channel conditions to change
the modulation alphabet or switch to diversity schemes.
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Figure 13: Chip microphotograph
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Figure 14: Area breakdown

D. Architectural Exploration with High-Level Synthesis

Based on the high-level architecture in Fig. 10, a high level
synthesis (HLS) flow was adopted for architecture exploration,
where a fixed point C++ model is converted into register
transfer level (RTL) code [22]. The flow reduces design time
and enables exploration of different combinations of pipelining
and time sharing while providing a platform to easily test
the effects of fixed point hardware. Table III shows the area
of the design implemented with different clock speeds and
folding factors (FF). Increasing the FF results in significant
reduction in area, as the tool optimizes sharing of multipliers.
Even though the design at 500MHz has the lowest total area,
increasing FF from 4 to 20 does not result in significant change
in area. Hence, for final physical implementation a clock speed
of 125MHz and a FF of 5 was chosen to ease back-end design
and chip testing, resulting in an area reduction of 43% over
the fully unfolded design.

Extensive BER simulations were performed to select the
inputs and outputs word lengths. They were quantized to
13 bits with 9 fractional bits, 3 integer bits and a sign bit.
Most of the internal variables in Alg. 1 are also quantized to
this format to enable multiplier sharing, resulting in the BER
curves presented in Fig. 11. We see that the uncoded BER loss
in the ETU channel due to fixed point hardware is around 1 dB
when compared to the floating point implementation. This loss
can be lowered by decreasing Dsc to 4.

Figure 12 shows the timing schedule of the design with a FF
of 5, implying that a new H can be fed into the QRD processor
every five clock cycles. The full design has a latency of 63
clock cycles with an initial latency of 20 clock cycles (CC)
in stage 1. The output I1 in Fig. 12 is fed into stage 2 which
produces J1 and so forth. The first data tone y1 is then rotated
using the outputs from the four stages to produce the rotated
tone y1rot. After this initial latency, rotated vectors and outputs
from each stage are produced every five clock cycles leading
to a throughput of 25MQRD/s. The final implementation is
based on the architecture in Fig. 9 with a single clock domain
and two rotation banks consisting of 7 and 8 rotation units
respectively. In interpolation by 4 mode, the design is clocked
at 125MHz with all the required rotations produced by the first
bank and the second bank is clock gated. When interpolation
by 8 is desired, the clock frequency is reduced to 62.5MHz,
but both rotation banks are operated. Hence, depending on the
operation mode, the clock frequency of the whole design is
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Figure 16: (a) Power consumption in IP8 mode with different FBB. (b) Breakdown of power consumption in IP4 and IP8 Mode.

decreased, lowering the dynamic power consumption, while
still maintaining the required throughput.

V. CHIP MEASUREMENT RESULTS

The designed QRD processor is fabricated in the STMi-
croelectronics 28 nm FD-SOI technology with the low Vth

digital cell library. The chip microphotograph with different
function units is shown in Fig. 13 requiring about 1.2mm2

of core area corresponding to around 1500 k gates. Figure 14
shows the area breakdown of the full system. The QRD unit
occupies 205 k gates with each rotation unit requiring around
45 k gates. To facilitate chip measurement, an on-chip test
module has been integrated, which accepts serialized data from
the RTL equivalent model through a pattern generator, feeds
the function units, and sends the processed data to a logic
analyzer for comparison against the golden RTL output. A
control state machine (CSM) generates the read/write signals
to test memories and to switch between the interpolation
by 4 mode (IP4), the interpolation by 8 mode (IP8), and
the power testing mode. Clock gates are also configured
by the CSM to save power by deactivating unused blocks

such as rotation bank 2 in the IP4 mode and for dynamic
power measurements. The following subsection reports the
performance of the fabricated chip with different measurement
and configuration setups.

A. Chip Performance with Different Tuning Parameters

The chip is powered by a global VDD and dedicated
pads are used for FBB. By tuning these two parameters, we
demonstrate the optimal trade-off between processing speed
and power consumption. Figure 15 (a) shows the total power
consumption in IP4 mode against clock frequency without
FBB at different values of VDD. The maximum frequency
achieved is 55MHz corresponding to a rate of 11MQRD/s.
From the QRD throughput requirements specified in Table II,
we see that a five-band 20MHz CA downlink can be handled
if operating in the EPA channel. However, the more difficult
ETU channel cannot be decoded in all scenarios.

To boost the operation frequency for ETU channels, FBB
can be used and Fig. 15 (b) shows the doubling in frequency
to 110MHz obtained with 1.15V FBB. With FBB, we can
also optimize the power consumption for a target throughput



10

Table IV: Comparison of previous QRD processors with proposed design

Items Luethi [13] Miyaoka [23] Shabany [16] Huang [15] Chiu [7] Zhang [24] Mohamed [25] This work

Matrix type 4× 4 Complex 4× 4 Complex 4× 4 Complex 8× 8 Real 4× 4 Complex 4× 4 Complex 4× 4 Complex 4× 4 Complex
Algorithm Modified GS Modified GS Hybrid: HT,GR GR GS GR Programmable Modified HT
Adaptive × × × × × × × X

Technology 180 nm 90 nm 130 nm 180 nm 90 nm 65 nm 65 nm 28 nm
Max Freq 162MHz 300MHz 270MHz 100MHz 114MHz 500MHz 166MHz 110MHz

Gate Count∗ 61.8 k 334 k 36 k 152 k 505 k 362 k 469 k 205 k
QRD/s 1.56M 50M 6.7M 25M 28.5M 69M 8.3M

22M
Norm. QRD/s† 10M 160M 31M 160M 91M 160M 19M

Gate Efficiency‡ 25 150 186 164 56 190 18
107

Norm. Gate Efficiency� 161 479 861 1053 180 442 41

Power (mW)
NA NA

48.2@ 1.32V 319@ 1.8V 56.8@ 1V 195@1.1V4 300@1.0V>
29@ 1.1V

Norm. Power (mW)? 33.5 119 68.7 195 248

Energy per QRD (nJ)
NA NA

7.2 12.8 2 1.08 36 No IP} IP4 IP8
Norm. Energy per QRD (nJ) 1.08 0.75 0.75 1.22 13 1.3 0.4 0.2

† Normalized throughput calculated using QRD/s×Technology
28 nm ∗ Normalized to the area of a 2-input NAND gate 4 Post layout simulation

‡ Calculated by QRD/s
Gate Count � Norm. QRD/s

Gate Count ? Normalized by using Power×
(

1.1
VDD

)2
> Programmable Chip } No Interpolation

Table V: Suggested Biasing and QRD Power Consumption

Rx BW 5 MHz 5-Band 20 MHz CA

SNR in dB ≤ 10 ≤ 20 ≤ 30 ≤ 10 ≤ 20 ≤ 30

QRD/s 75 k 150 k 450 k 1.5M 3M 9M

EPA
VDD (V) 0.5 0.5 0.5 0.6 0.6 0.8

FBB (V) 0.0 0.0 0.2 0.0 0.1 0.8

P (mW) 0.24 0.24 0.96 1.9 2.8 13

QRD/s 112.5 k 225 k 900 k 2.25M 4.5M 18M

ETU
VDD 0.5 0.5 0.5 0.6 0.7 1.1

FBB 0.0 0.0 0.2 0.0 0.0 0.9

P (mW) 0.24 0.24 0.96 1.9 5.0 24.3

by reducing the VDD. For instance, 10M QRD/s (50MHz
clock) can be reached with both VDD and FBB set to 0.8V
as opposed to just using VDD of 1.1V. The corresponding
power consumption is reduced to 40mW from 65mW . From
the measurement results in Fig. 15, we confirmed that FD-SOI
technology with FBB tuning at circuit level allows the UE to
adaptively adjust throughputs to meet requirements and also
enables power optimization by lowering the system level VDD

when using FBB on only the critical blocks.
When operating in low mobility or high coherence band-

width channels, the designed QRD processor can be configured
to IP8 mode, where the interpolation distance is 8. In this
mode, HQRDU operates less frequently while RU has the
same amount of operation as in the IP4 mode. According
to the parallel architecture in Fig. 9, both rotation banks are
activated in IP8 mode and the whole QRD processor operates
at a lower frequency to save power. The combined throughput
of these two rotation banks when clocked at f1 Hz in the IP8
mode is nearly the same as the throughput of a single rotation
bank clocked at 2f1 Hz in the IP4 mode. Thus, the QRD
processor is able to produce a required rotation throughput
at a lower clock frequency in the IP8 mode. Figure 16 (a)
shows the power consumption in the IP8 mode at different
VDD and FBB. Comparing Fig. 15 (b) with Fig. 16 (a), it is
noticed that the IP8 mode at 40MHz consumes around 40mW
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Figure 17: Power reduction in QRD by switching to interpolation mode

power, while the IP4 mode needs 100mW to achieve the same
rotation throughput (80MHz clock). This reduction in power
by a factor of 2.5 underlines the benefits of using a parallel
architecture and switching to the IP8 mode under suitable
channel conditions. Figure 16 (b) shows the power breakdown
in both the supported modes at the corresponding maximum
power/frequency points. The HQRDU requires around 29mW
and rotation bank 1 takes 57mW of power in the IP4 mode.

These measurements show that the proposed QRD processor
is flexible, and provides a wide range of performance and
power trade-offs via VDD scaling, FBB, and interpolation
modes. Table V summarizes the minimal power consumption
of HQRDU and the corresponding parameter settings when
the throughputs and performance requirement are met for
different channel conditions. It can be seen that the power
consumption varies from 1.9mW to 24.3mW for CA scenar-
ios. This highlights the advantages of the proposed adaptive
concept, resulting in up to 92% power saving in good channel
conditions.

B. Comparison and Discussion
Table IV compares the HQRDU in the proposed design

against previously published QRD circuits. The proposed sys-
tem is considered the base reference and all other implemen-
tations are normalized using the formulas in Table IV. Among
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all the measured implementations, the hybrid system in [16]
has the highest gate efficiency while the design in [7], with
the highest throughput, requires 505 k gates (with detector).
The presented system provides a good balance between [16]
and [7] with a throughput comparable to GR implementation in
[15]. The full multipliers required for the HT as opposed to the
CORDIC architecture in [15] results in a slightly higher gate
count, but the HQRDU handles LTE-A channels with high
mobility and frequency selectivity, provides higher stability
in correlated scenarios and enables parallel received vector
rotation. This work requires between 1.9mW and 24.3mW
of power to decode five-band 20MHz CA signals, which
is the lowest among all the implementations. The parallel
architecture and FBB facilitate high throughput resulting in
the best energy efficiency (energy per QRD metric among
measured chips). Though technology scaling leads to a linear
increase in operational frequency and reduction in power
consumption in simple circuits, it is not always straightforward
to achieve this in complex circuits such as the QRD processor.
However, we have tabulated the normalized throughput, power
and energy to highlight the competitiveness of the HQRDU
implementation. The FBB of 1.15V at the maximum through-
put causes significant increase in static leakage [26] and using
the traditional dynamic power scaling does not provide a full
picture for comparison. The main advantage of the proposed
system is the adaptability to channel conditions, where QRD
computations can be replaced by low power interpolation
operations. Figure 17 shows the reduction in power dissipation
obtained by using the proposed processor. In the IP4 mode,
75% of the QRD computations can be replaced by low power
interpolations. Figure 16 (b) indicates that the power ratio be-
tween interpolation and QRD operation is around 1/16. Thus,
the IP4 mode allows up to 70% power reduction and the IP8
mode allows up to 82% when compared to operation without
interpolation. With simultaneous TD and FD interpolation,
three other modes can also be reached with the proposed
system. However, this would require additional control logic to
modify the order of data reads from the channel estimator and
received data buffers. The proposed system with a competitive
HQRDU implementation and adaptive interpolation enables
power efficient channel pre-processing in LTE-A systems.

C. Notes on Design Choices

Several options were available for a few design parameters
and in this section we motivate some of the choices made
for the current implementation. Interpolation either in FD,
TD, or simultaneously in both is supported by the proposed
solution. However, TD interpolation over longer time periods
will require large buffers to store received data, increasing
latency. Thus, the BER results in Fig. 6 use a Dsym of 12
corresponding to the maximum length of interpolation in
two RBs. Uncoded BER is used as metric for performance
evaluation in Fig. 6 in order to estimate the effects of raw
interpolation error. However, a practical wireless receiver will
incorporate channel coding to increase link reliability and
robustness. The BER performance of the interpolating QRD
processor, operating in a system that uses turbo decoding with
hard decisions and six iterations is depicted in Fig. 18. A code
rate of 0.5 with a code size of 5376 and a quadratic polynomial
permutation interleaver with parameters from [27] is used
for the simulation. The performance loss of the proposed
QRD processor is around 0.1 dB at a BER level of 10−4.
Channel coding presents an additional performance tuning
option that can be combined with Dsc to optimize power
consumption in the receiver. Another interesting choice is
circuit biasing for a particular QRD throughput. Although FBB
increases frequency, it has the adverse effect of increasing
static leakage current. Hence, in some scenarios, such as at
70MHz, it is better to operate with a VDD of 0.9V and FBB
of 1.0V rather than at 0.8V VDD and a 1.5V FBB. The
interpolation distances, another implementation choice, were
chosen to be factors of 4 for two reasons. Firstly, for hardware
friendly linear interpolation implemented with just bit shifts,
and secondly, for operating with a partial channel estimator,
such as the one based on a pipelined N point decimation
in frequency fast Fourier transform [28]. In such estimators,
the first two output samples are from frequency bins 0 and
N/2 followed by the next two samples at bins N/4 and
3N/4, allowing pruning to be performed [29] to produce only
estimates at distances corresponding to Table II.

An HLS based flow was used for its advantages in design
space exploration and the ease of implementing complex
circuits dealing with fixed point implementation. One of the
aspects that was not explored in this work was a mixed design
approach, where some blocks such as the square root unit or
the division unit could have been designed in traditional HDL
and included in the HLS flow. In the physical design stage,
multiple power domains would have been beneficial to reduce
overall power dissipation. Static leakage increases significantly
in the 28 nm FD-SOI technology at higher FBB values, which
could have been controlled by power gating unused blocks
such as some of the rotation units.

VI. CONCLUSIONS

This paper presents an adaptive QRD processor capable of
decoding five-band carrier aggregated LTE-A signals. Both
time and frequency correlation properties of different channels
are analyzed and distances suitable for linear QRD inter-
polation are proposed to lower complexity. Accurate QRD
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computations are replaced with approximations from a recon-
figurable interpolation unit, reducing power dissipation in good
channel conditions. A modified HT based algorithm results in
a high throughput design, and a simple hardware architecture
enables adaptive switching between two interpolation factors.
The back gate feature of FD-SOI is leveraged to reduce power
consumption at low QRD throughputs and to double oper-
ational frequency in low correlation channels. Measurement
results indicate that the processor requires a power ranging
from 1.9mW in EPA channels to 24.3mW when operating in
the more difficult ETU channels, which is further reduced by
70% to 80% with interpolations. The proposed system with a
parallel architecture, clock gating and VDD scaling with FBB
allows multiple levels of adaptability and hence, is suitable for
battery powered high performance mobile devices.
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Abstract—An adaptive uplink detection scheme for a Massive
MIMO (MaMi) base station serving up to 16 users is presented.
Considering user distribution in a cell, selective matched filtering
(MF) is proposed for non-interference limited users and a
Cholesky decomposition (CD) based zero-forcing (ZF) detector
is implemented for the remaining users. Channel conditions such
as coherence bandwidth are exploited to lower computational
complexity by interpolating CD outputs. Performance evaluations
on measured MaMi channels indicate a reduction in computation
count by 60 times with a less than 1dB loss at an uncoded
bit error rate of 10−3. For the CD, a reconfigurable processor
optimized for 8×8 matrices with block decomposition extension
to support up to 16×16 matrices is presented. Circuit level opti-
mizations in 28nm FD-SOI resulted in an energy of 1.4nJ/CD at
400MHz, and post-layout simulations indicate a 50% reduction in
power dissipation when operating with the proposed interpolation
based detection scheme compared to traditional ZF detection.

I. INTRODUCTION

Massive MIMO (MaMi) is a promising candidate for
the next generation wireless systems, achieving high spectral
efficiency by using large number of antennas at the base station
(BS) [1]. This not only simplifies processing at the mobile
user equipment with downlink precoding [2], but also provides
good performance in the uplink with linear detection algo-
rithms such as matched filtering (MF) and zero-forcing (ZF).
However, the complexity of these algorithms increases linearly
with the number of BS antennas (M ), and quadratically with
the number of active users (K). Furthermore, the propagation
scenarios in a MaMi systems can vary more than traditional
small-scale multiple-input multiple-output (MIMO) systems
due to the distributed nature of several single antenna users.
Hence, an adaptive signal detector which considers factors,
such as the number of active users and channel conditions, is
needed to achieve hardware and energy efficiency.

In this paper, a detector which employs MF detection for
K1 non-interference limited users close to the BS, and ZF
detection for the other K2 interference limited users is pre-
sented. The varying positions of mobile users over time, results
in changing values of K1 and K2, which indicates the need
for reconfigurable MF and ZF detectors. ZF detection, which is
the more complex of the two, can be performed with Cholesky
decomposition (CD) of the Gram matrix (HHH) followed by
forward backward substitution (FBS). Furthermore, the block
CD algorithm can be used to construct the CD of larger
matrices from the CD of smaller sub-matrices, enabling the
implementation of a variable size CD processor. Nonetheless,
CD has a complexity in the order of O(K3), and if calculated
on each tone in an orthogonal frequency division multiplexing
(OFDM) system, a throughput proportional to the bandwidth is
required. This traditional per-tone approach is neither scalable
nor efficient for wide-band systems. Fortunately, channel con-
ditions such as coherence bandwidth (Bcoh) can be exploited to

compute CD of a few selected tones and linear interpolation
can be used to approximate CD of intermediate tones. This
enables a drastic reduction in computation count, in proportion
to the interpolation distance measured in tones (Dsc ), at the
cost of a slight increase in bit error rate (BER).

The proposed detection scheme with combined MF and CD
based ZF is evaluated in a MaMi system with 128 antennas
at the BS. Effects of CD interpolation are analyzed with
measurement data from [3] and the hardware architecture for
an interpolation based ZF detector is presented, reducing com-
putations by up to 60 times. To reduce silicon area and power,
the CD unit is optimized for 8 users and block decomposition
is employed when all 16 users require ZF detection. The ZF
detector is implemented in 28 nm FD-SOI with a 141 k-gates
CD unit and has a peak throughput of 20M CD/s. The adaptive
interpolation feature is controlled by a single parameter Dsc ,
which simplifies hardware implementation and provides a wide
tuning range.

II. BACKGROUND

The baseband signal in the uplink of an OFDM system
with N tones can be modeled as

yi = Hixi + ni, ∀i ∈ {1, 2, . . . , N} (1)

where, the subscript i is the tone index, yi = [y1, ..., yM ]
T

is the received data, Hi ∈ CM×K the channel gain matrix,
xi = [x1, ..., xK ]

T the combined transmit data of users and ni

the additive white Gaussian noise. Signal detection with MF
increases signal to noise ratio (SNR), providing good perfor-
mance for non-interference limited user, and is achieved by

x̂MF = HHy = HHHx+HHn, (2)

where HH is the Hermitian conjugate of the channel estimate.
However, in interference limited scenarios, the more advanced
ZF detector is required which operates on the MF data by

x̂ZF =
(
HHH

)−1

x̂MF . (3)

Typically, users are distributed over a cell, resulting in con-
ditions where MF provides good BER performance for some
users but others require ZF. This distribution varies over time
due to mobility, sometimes leading to the worst case scenario
where all users require ZF detection. Thus, reconfigurability
in the signal detector for handling variable channel conditions
is desired to achieve energy efficiency.

Operating channel conditions do not change drastically in
low mobility scenarios. Therefore, in situations where the Bcoh

is in the order of several OFDM tones, different interpolation
techniques can be used to lower ZF computations [4]. How-
ever, low complexity linear interpolation of the inverses with
Dsc around 60 results in significant performance degradation.
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III. ADAPTIVE DETECTION WITH INTERPOLATION

Even though a typical BS is equipped with a direct source
of power, energy efficiency is important due to the large scale
of MaMi systems. Hence, implementing a full ZF detector
for the worst case scenario where all user are interference
limited, will result in a suboptimal design. In the next section
a hybrid detection scheme is analyzed which coupled with
an interpolation strategy lowers complexity and power for
minimal performance loss.

A. Hybrid detection with MF and ZF

From a power consumption perspective MF is preferred
over ZF but results in inferior performance for interference
limited users. To balance these conflicting demands of power
and performance, a hybrid detector with user selection (User
Sel.) capability is presented in Fig. 1 (a). The interference
limited users are detected by comparing the diagonal and
off-diagonal entries in the full Gram matrix. In limited mo-
bility scenarios, where interference conditions do not change
drastically, the computationally expensive full Gram matrix is
calculated occasionally. The users with low interference are
selected for MF with channel estimates HP1 followed by
hard detection to produce xMF . Next, interference cancelation
(IC) using HP1 and xMF is done on the received data
y to calculate a lower dimension vector yIC . The reduced
Gram matrix for the remaining users is computed with HP2,
followed by ZF detection of the interference free vector yIC ,
resulting in xZF .

The average BER of 16 users in a system with 128 BS
antennas operating with the proposed detection scheme is
compared against full ZF of all users in Fig. 2 (a). In the
simulations, eight users (K1) with a higher SNR are detected
with MF, whereas the other eight users (K2) require ZF
detection. When the SNR (per receive antenna) of K1 is
just 12 dB higher than K2, significant degradation in BER is
seen due strong interference, resulting in poor MF detection.
However, when K1 users have 18 dB or higher SNR, MF works
well and the hybrid scheme performs slightly better than ZF
on all users. This can be attributed to the smaller ZF matrix
size (K2 = 8) and the resulting lower noise enhancement
in the hybrid scheme. Another advantage of the proposed
scheme is the reduced dynamic range of the Gram matrix
entries generated from HP2, as only users with similar SNR
are chosen for ZF. Thus, the hardware implementation of ZF
detector in the hybrid scheme can be optimized to use lower
precision when compared to a ZF detector for all users.
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B. Adaptive Interpolation of Cholesky Decomposition

The proposed hybrid scheme reduces the number of users
requiring ZF detection and hence the computation count when
some users are not limited by interference. Further reductions
are obtained by exploiting the Bcoh of the channel. Instead
of direct matrix inversion of Gram matrices at each OFDM
tone, the Gram matrix inverse of two tones which are at
a distance of Dsc apart are interpolated for the intermediate
tones. However, linear interpolation of these inverses causes
significant degradation in performance [4]. As an alternative,
consider ZF detection based on CD of the Gram matrix with

x̂ZF =
(
HHH

)−1

x̂MF =
(
LLH

)−1

x̂MF , (4)

followed by forward backward substitution (FBS) with,

yF = L−1x̂MF

x̂ZF = L−HyF ,
(5)

where L is a lower triangular matrix. To lower complexity,
linear interpolation of the L matrices is proposed instead of
Gram matrix inverse interpolation. Furthermore, the interpo-
lation distance Dsc is adaptively varied based on the Bcoh of
the operating channel to maintain low BER loss, similar to
the method considered in [5] for reducing QR decomposition
(QRD) computation cost. If L1 and LN correspond to the CD
components from tones which are Dsc apart, then the linear
interpolated Li of intermediate tones are computed with a
factor α dependent on Dsc using,

Li = (1− α)L1 + αLN = L1 + α(LN −L1). (6)

The error introduced by this approximation is reduced by
decreasing Dsc whereas computation count is reduced by in-
creasing Dsc , enabling run time trade-off between power and
performance. The effects of CD interpolation on BER in a
MaMi system are evaluated with actual channel measurement
data from [3]. A tone spacing of 15 kHz is used with different
values of Dsc and the resulting BER is depicted in Fig. 2(b),
showing a loss of less than 1 dB at 10−3 for Dsc as high as 60.
This highlights the potential of replacing CD computations by
low complexity linear interpolation from (6).

C. Complexity analysis

The comparison of three linear detection methods with
multiplications as the metric is shown in Fig. 3 (a). QRD based
detection is often used in small-scale MIMO systems but is
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Fig. 3: Complexity analysis of detection schemes

not beneficial in terms of complexity in MaMi systems. The
CD based full ZF detection has lower storage requirements and
complexity than QRD but the proposed hybrid scheme requires
the smallest number of multiplications. Fig. 3 (b) shows the
significant reduction obtained with the hybrid scheme when
the number of MF users (K1) increases. Further reductions
by a factor of (K2 + 2)/3 is obtained by replacing CD
with interpolation from (6). As an example, in a system with
M = 128, K = 16 and K1 = 4, the hybrid detection scheme
reduces complexity by 35%.

IV. VLSI ARCHITECTURE

The top level signal flow diagram for the proposed hybrid
detector is shown in Fig. 1 (a). The received data y and the
columns HP1 corresponding to users selected for MF are
forwarded to the MF and IC unit. The estimates HP2 for K2

users are used to compute the reduced Gram matrix for ZF
detection. In the following, optimizations for the ZF detector
which consists of a CD unit and a FBS unit are discussed.

A. Block Based Cholesky decomposition

The hybrid detection scheme requires a reconfigurable CD
unit, for detecting variable number of users with ZF, depending
on interference conditions. A systolic array based CD unit
can be obtained by modifying the design in [7] which has
around 60% multiplier utilization. The current implementation
is based on a similar structure and the internal connections
with input-output matrices for a part of the CD unit are shown
in Fig .4 (a). A combination of different types of multipliers for
scaling (CHM), finding the absolute value (SM) and for full
complex multiplication (CFM) are used. To save silicon area,
the CD unit is optimized for 8 users and block CD algorithm
is used to handle scenarios where more than 8 users need ZF
detection. Consider the Gram matrix for 16 users

HHH =

[
A BH

B D

]
and S = D −BA−1BH , (7)

the Schur complement obtained with smaller 8×8 submatrices
A, B and D. With block decomposition algorithm, the

CD(HHH) =

[
LA 0

BL−H
A LS

]
, (8)

where LA and LS are the CD components of A and S
respectively. This method, requires A−1, which in a MaMi
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system can be approximated by

A−1 ≈ E
[
a−1
jj

]
= γ, and S ≈D − γBBH , (9)

where ajj are the diagonal elements of A and the inversion
operation of ajj is obtained with a look up table (LUT). The
BL−H

A product is computed with the special L−H
Aj

matrices
[6] generated during the CD of A from

BL−H
A =B

(
L−H

A1
L−H

A2
. . .L−H

Aj

)
,∀j∈{1, . . . , 8}, (10)

which by construction modify only the corresponding j-th
column of B. This operation has the same complexity and
structure as BBH in (9) and can be computed by the same
hardware unit. Furthermore, these operations can be shared
with the Gram matrix unit. Fig. 1 (b) shows the connections
in the block CD implementation, using a 8× 8 CD unit, a
FBS unit together with a matrix multiplier (from Gram matrix
unit). Fig. 4 (b) shows the BER performance of the block CD
based detector, indicating a loss of less than 1 dB at 10−3

when compared to floating point ZF. The timing schedule
in Fig. 5 describes the execution order for 16 users, where the
matrix multiplier operates in three modes, producing the Schur
complement, the CD component BL−H

A , and performing parts
of forward substitution (Vec). When detecting 8 or lower
number of users, only the CD, interpolation (IU) unit and FBS
are active and if 12 users require ZF, block decomposition with
zero padding is used.
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Fig. 5: Timing schedule for K=16 and K=8
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Unit
Users
(K2) Rate1

Gate
count

Power
(mW)2

CD
8

20M 141 k
28

4 20

FBS
8

40M 95 k
23

4 19

IU
8

20M 45 k
1.5

4 1

1 Effective throughput is halved when K2 = 16
due to block decomposition.
2 Post layout simulation.

Fig. 6: Power reduction with adaptive ZF detector and implementation details

B. Interpolation unit and Forward Backward Substitution unit

The IU unit stores two consecutive output L1 and LN

from the CD unit in the “Store1” and “Store2” cycles as
shown in Fig. 5 and produces the Li matrices using (6) for
the intermediate tones. The parameter Dsc determines the α
weights and the unit is implemented to produce a new Li

every two FBS runs. The FBS unit operates on yIC with the
Li matrix from the IU unit and runs twice for each input
xMF , performing forward followed by backward substitution.
However, when 16 user ZF detection is required, the block
is run 4 times as depicted in Fig. 5. The vector yFP1 from
the forward substitution of xMF1, is multiplied with BL−H

A ,
subtracted from xMF2 using the Vec. Sub. unit followed by
the second forward substitution to produce yFP2. The same
procedure is repeated to obtain the final result xZF .

V. IMPLEMENTATION AND RESULTS

The current implementation adopts a high level synthesis
[8] flow which enables rapid design space exploration to
optimize hardware reuse. The inputs and internal variables of
the CD unit are quantized to 13 bits and a target throughput of
20M CD/s is chosen to support wide-band systems and full ZF
detection without interpolation. The CD unit for 8×8 matrices
requires 120 (most of them complex) multiplication operations
corresponding to 288 real multipliers. To save silicon area, the
current design uses a folding factor (FF) of 20 and a clock of
400MHz resulting in a implementation with 19 real multipliers
operating at 80% utilization. In order to match the throughputs,
the FBS unit is implemented with a clock of 600MHz and a FF
of 15. The operations performed in the FBS unit are sensitive
to division accuracy and a high precision unit is implemented
and reused. When the ZF detector operates in the interpolation
mode, the IU unit clocked at 40MHz generates a new output
Li every 2 clock cycles to be used in the FBS unit.

The BER performance of the implementation is com-
pared with floating point models in Fig. 4 (b), indicating a
marginal increase. The components of the ZF detector are
synthesized and implemented in 28 nm FD-SOI technology and
the implementation details are shown in Table I. Though the
addition of the IU unit adds 19% area overhead, switching
to interpolation mode allows CDs to be replaced by low
power interpolations, e.g., with a Dsc of 20, the detector would
compute 2 CDs and 18 interpolations instead of 20 CDs. The
reduction in power dissipation for different values of Dsc is
depicted in Fig . 6 for both CD and ZF detector (includes FBS).
A comparison of the CD unit with other implementations

TABLE II: Comparison of Decomposition Processors

Item
NS
[2]

LDL
[9]

LU
[10]

This
work
(CD)

Matrix Dimension (N) 16×16 4×4 4×4 8×8
Technology [nm] 65 90 90 28

Gate Count [k] 104 90 68 141

Throughput [M ops/s] 0.5 30 31.5 20

Norm. Throughput [M ops/s] ? 8 16 17 20

Norm. Gate Efficiency † 77 178 250 141

Power [mW] - - 35♦ 28

Norm. Energy‡ [nJ] - - 3♦ 1.4

? Normalized (Norm.) throughput = Throughput × Technology
28

× (N)(N+1)(N+2)
(8)(9)(10)

† Norm. Throughput / Gate Count
♦ Measurement result (includes forward substitution)
‡ Norm. Energy = Energy per matrix operation × (8)(9)(10)

(N)(N+1)(N+2)
×

(
0.8
Vdd

)2

from literature is presented in Table II. Compared to small-
scale MIMO decomposition implementations in [9] [10], the
proposed design has higher energy efficiency with comparable
gate efficiency, and can be further improved by using adaptive
interpolation strategy.

VI. CONCLUSION

This paper presents an adaptive uplink detector for MaMi
systems by using a hybrid detection scheme. A CD interpola-
tion strategy exploiting Bcoh is employed to lower computa-
tional complexity and is verified with measured channel data.
A reconfigurable architecture based on CD unit and block
decomposition serving up to 16 users is presented. The ZF
detector is implemented in 28 nm FD-SOI technology, has a
peak throughput of 20M CD/s and requires 1.4 nJ/CD. The
CD interpolation scheme reduces power dissipation of the ZF
detector by 50% with a performance loss of less than 1 dB,
resulting in a highly energy efficient signal detector.
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