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Abstract 
 

To enable visually impaired users to experience 
large virtual 3D models with a relatively small 
haptic device a test of a set of pan and zoom tools 
has been performed. The pan tools tested (keyboard, 
pressing the sides of the limiting box and click & 
drag using the PHANToM) were all seen to be 
useful. For the zoom tool the discrete keyboard press 
design was seen to work well, while the drag type 
zoom implemented worked poorly and will need to 
be redesigned. The test results show different 
preferences in visual and non-visual navigation, 
indicating the need for specially designed interaction 
utilities for the non-visual case. 
 
 
1. Introduction 
 

In most haptic virtual environments for the blind, 
the working area of the haptic device (such as the 
PHANToM) limits the size and complexity of the 
virtual environment that can be displayed. Haptic 
non-visual pan and zooming using a PHANToM 
device has been studied to some limited extent. 
Within the ENORASI study described in [1], a 
simple pan function was tested by a subset of the test 
users. Zoom functions to gain access to greater detail 
in virtual haptic line graphs are also suggested by 
Roberts et al [2], a test of a set of pan and zoom 
functions has been reported in [3] and this type of 
functions were also included in the virtual audio-
haptic traffic environment described in [4]. The 
studies described in this paper were designed to 
further investigate pan and zoom utilities in a more 
realistic environment. 

 
2. Test environment 
 

The environment used was essentially the traffic 
model described in [4] (see figure 1), but with the 
model no longer divided into five parts, but instead 
joined into a single model.  
 

Three different pan or scroll functions were 
implemented. They were similar to the ones used in 

[3]: moving the world using the arrow keys, moving 
the world by pushing the sides of the limiting box 
with the PHANToM stylus and moving the world by 
clicking & dragging using the PHANToM stylus.  

 

Figure 1. Views from the traffic environment model 
used. 

 
When moved by pressing the arrow keys, the 

world moved in the direction of the key pressed. 
When the user pushed the limiting box, the world 
moved as if the box was actually pushed by the user 
over the model. For the click and drag pan function 
the world became attached to the PHANToM stylus, 
although to avoid unpredicted movements in the 
vertical direction the movement was restricted to the 
horizontal plane. The two discrete move functions 
(arrow keys and limiting box) allowed for different 
move lengths. The move length that should be used 
was selected by the user.  

For the zoom we used two basically different 
implementations: stepwise zoom by pressing a key 
on the keyboard and click & drag zoom using the 
PHANToM stylus. The click & drag zoom was 
implemented based on a rubber band metaphor i.e 
two points can be dragged with respect to each other 
to enlarge or reduce the size of the model (like you 
would to enlarge or reduce the size of a rubber 
band). Since the interaction device (the PHANToM) 
only has one interaction point, the position of the 
first point was indicated by a point and click action, 
and then the user pointed the stylus at the second 
point, held down the switch and used drag to resize 
the world. 

The stepwise zoom used fixed zoom factors of 
0.8 for zooming out and 1.25 for zooming in. It was 
implemented so that the tip of the PHANToM stylus 
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was always in the same position relative to the world 
before & after the zoom. To test the importance of 
knowing the contact point with respect to the world, 
users were asked to do the stepwise zoom in two 
different ways: in contact with the model and lifting 
the stylus a distance above the world.  
 
3. Test setup 
 

The test was performed by 12 sighted users (age 
23-60). To speed up the learning process and also to 
compare sighted interaction with interaction using 
only touch and hearing the test users first performed 
the test with vision and after that without visual 
feedback. 

The order in which the tools within the pan and 
zoom groups were tested was permuted to avoid 
learning effects.  The pan tools were tested before 
the zoom tools both in the visual and the non-visual 
case.  

All test persons started the test with visual 
feedback, and were initially allowed to familiarize 
themselves with the environment and with the 
different move lengths. The move lengths were not 
tested individually, but instead the users were 
instructed to use whatever lengths they wanted and 
the usage of different length settings was recorded. 
After the initial familiarization, the pan test task was 
performed for all three pan tools.  The pan task was 
to locate the bus stop in the south part of the 
environment and then to move the PHANToM stylus 
to a rocket in the north part of the environment while 
making use of the specified pan tool when panning 
was needed. The initial position of the world was 
always the same (showing the middle part of the 
world). 

The zoom test task was to first locate the bus stop 
and then to zoom in and point to 3 objects at the bus 
stop: the waste paper basket, the sofa and the stairs. 
This task was done for all three zoom tools. 

As a final task the user was asked to do the pan 
and the zoom tasks once again but this time using his 
or her favorite tools – the user could use any of the 
tested tools, and the tool use was recorded.  

After this, all these test tasks were performed 
again but without visual feedback. 
 
4. Results 
 

All users were able to complete the test tasks both 
with and without visual feedback. The results were 
analyzed with analysis of variance (ANOVA) where 
the independent within-group variable was the 
navigational strategy used. 

Post hoc tests were done using the Tukey test and 
the significance level was set to 0.05 throughout the 
analyses. 

Pan method  Mean (s) Sd (s) 
Arrow keys, vision 112 82 
Limiting box, vision 111 50 
PHANToM drag, vision 92 46 
Arrow keys, no vision 447 346 
Limiting box, no vision 320 109 
PHANToM drag, no 
vision 372 234 
Favorite pan, vision 76 38 
Favorite pan, no vision  198 91 

Table 1.  Means and standard deviations (Sd) for 
the time to complete for the different pan tasks. 

 
For the pan tools, the ANOVA  for the dependent 

variable time to complete (see table 1) revealed 
significant differences (F(7,77)=14,1, p<0.05). As 
expected, the post hoc test showed significant 
differences between all three pan methods with 
vision and all the three non-visual pan methods, 
while the difference between the favorite pan with 
and without vision, although showing a tendency in 
this direction, did not turn out to be significant 
(Q(8,77)=3,2).  In the non-visual condition the use 
of the arrow keys and the PHANToM drag was 
significantly slower than the final test where the 
favorite tool(s) was(were) used (Q(8,77)=6.5, 4.5). 
A tendency (Q(8,77)=3,2) was seen also for the 
comparison with the limiting box. No such effect 
was seen for the visual case which indicates a 
stronger training effect for the non-visual interaction. 
As expected all the non-visual pan methods were all 
significantly slower than the favorite pan with 
vision. 

In the visual condition, the favorite tool selected 
for the final task by 8 users was the arrow keys while 
5 users preferred the drag (one user used both). None 
of the users preferred pushing the limiting box for 
interaction in the visual case.  

For the non-visual condition, the tools preferred 
by the users in the final pan test task are different. 
For non-visual interaction 6 users preferred the 
PHANToM drag, 4 users preferred the arrow keys 
and 2 users preferred pushing the limiting box.  

For the discrete pan tools, the most often used 
move factors were 10, 20 and 60 in both conditions. 
The results in the non-visual condition were a bit 
more pronounced (probably due to the fact that the 
users now were more familiar with the environment) 
but the same move factors were most frequently 
used. The actual length of the move was calculated 
as 0.0016 m (the proxy radius) times the move 
factor. In the current environment a move factor of 
60 corresponded to a page up/page down type of 
move: if the environment was moved in the north – 
south direction, the move was done so that the points 
visible at a bottom south position would be visible at 
a top north position after the move. 
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Zoom method  Mean (s) Sd (s) 
Keyboard no contact, vision 94 34 
Keyboard with contact, vision 87 62 
Zoom drag, vision 135 102 
Keyboard no contact, no vision 196 64 
Keyboard with vision, no 
contact 168 63 
Zoom drag, no vision 215 105 
Favorite zoom, vision 66 32 
Favorite zoom, no vision  144 91 

Table 2.  Means and standard deviations (Sd) for 
the time to complete for the different zoom tasks. 

 
The results for the zoom are summarized in table 

2. The zoom drag turned out to be hard to use, which 
also shows up in the post hoc test. While both 
keyboard zooms were significantly faster than all the 
zoom tools without vision, this was not the case for 
the zoom drag. The tendency for the favorite zoom 
with vision to be faster than the non visual favorite is 
more pronounced than for the pan tools 
(Q(8,77)=4.2) but it is not significant (the 
significance level is at 4.4). Comparing the zoom 
tools with the corresponding favorites did not show 
any significant differences (less of a training effect). 
This could be due to the fact that the zoom tools 
were tested after the pan tools – but the task for the 
zoom operations also appeared to be less favored by 
the visual interaction (some of the objects the user 
should locate were usually hidden from view).  In 
the non-visual condition, one very experienced 
PHANToM user liked the zoom drag tool (due both 
to the fact that this tool provided some feedback 
about the amount of zoom and to the fact that one 
only needed to zoom once). 

Finally, if we look only at the mean values, we 
see that after some training and with a choice of 
interaction techniques the completion times for the 
non-visual case are only 2-3 times longer than the 
times obtained with vision. 

 
5. A related study 
 

A related study was performed at LABEIN, 
Bilbao, Spain.  

 

 
Figure 2. The types of graphs used in the LABEIN 
test. 
 

This test was done using the GRAB [5] two-point 
haptic device, and tested the way visually impaired 
users were able to interact with audio-haptic maps 
and graphs (figure 2). The applications used in this 
test include pan and zoom utilities, it provides an 
interesting complement to the results presented 
above. 

 
5.1. Pan and zoom implementation 

 
The pan function in the LABEIN test was 

implemented so that the position of the control finger 
was fixed relative to the virtual graph scene. The 
movement of the control finger was then used for 
translating the scene. While the users were panning, 
they received a resistance force to indicate that the 
workspace was being moved. The user was unable to 
move outside the graph scene. This implementation 
was similar to the click & drag panning tested in the 
Lund test (although in Lund you could pan outside 
the model). The zoom function implemented for the 
LABEIN tests was designed in a similar way as the 
stepwise zoom function used in the Lund test. As the 
size was changed by pressing a keyboard key the 
control finger remained in the same position relative 
to the world, while the other finger would end up in 
a different position due to the size change.  

 
5.2. Test results 

 
The LABEIN test was performed with visually 

impaired users – the map application was tested by 4 
congenitally blind persons and 5 persons with low 
vision, while the graphs application was tested by 4 
congenitally blind persons and 6 persons with low 
vision. The users were allowed a training session 
before the actual test to familiarize themselves with 
the applications. For the graphs application 7 users 
thought the advanced utilities such as pan and zoom 
were easy to use while 3 thought they were “not too 
easy but not too hard”.  For the maps application 8 
users thought these utilities were easy to use and one 
user thought it was “not too easy but not too hard”.  

Looking at the user feedback received, two users 
with low vision stated that the panning was not 
intuitive. These users were used to work with 
magnifiers so they hoped to move the workspace (or 
the tool) and not the graph. Some users found it hard 
to realize that a graph did not fit in the workspace 
(indicating the usefulness of feedback on this point). 
It was also seen that it could be useful to be able to 
select the range of the zooming and scaling, or at 
least to provide the user with feedback about the 
range.   
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6. Discussion and conclusion 
 

The results of the Lund traffic environment pan 
and zoom test show that all the pan function designs 
are working quite well. In contrast with [3], it now 
turns out the PHANToM drag is the most popular 
pan tool for non-visual interaction. The usefulness of 
the drag function is further strengthened by the 
results obtained at LABEIN. Still, all three tool 
designs were shown to be useful (as in [3]). One 
problem with the arrow key panning is to know 
which way the world will move. In the present 
implementation it is the model that moves in the 
direction of the arrows. Some users initially had 
problems with this, which indicates the importance 
of providing the user with feedback of what has 
happened. In Lund no users had problems with the 
direction of the click and drag type of panning, while 
in the LABEIN test two users had problems with the 
panning direction for this type of panning. The test 
result shows the need of at least two (maybe three) 
different move lengths for the discrete pan 
operations. One really large, like a page down/page 
up and one shorter for the finer adjustments is 
needed. In the current test the proportions for the 
three most used lengths were 1:2:6.  

One problem was the fact that it was possible to 
move the model far away from the work space. This 
indicates that when the size of the world is known an 
environment like this should simply not allow the 
model to move completely out of the workspace 
(already implemented in the LABEIN applications). 

For the zooming operations it was clear that the 
design where the user is in contact with the same 
point of the model before and after the zoom works 
well. Despite this, several users complained about 
the lack of feedback on how much the world was 
zoomed, and more feedback on this point needs to be 
added. Both these results agree with the results from 
the LABEIN test. The design of the drag zoom 
function was not a success. Despite this the user 
responses indicate that some kind of direct 
manipulation type zoom could be quite useful. 
Further investigation is clearly needed on this point. 

The results obtained also support the earlier study 
by Jansson et al [6] which show the importance of 
training – our results for the pan tools indicate a 
training effect particularly for the non-visual 
interaction. The Lund test highlights the fact that 
user preferences depend a lot on whether or not they 
have access to visual feedback. This is a reminder 
for anyone developing non-visual applications that 
the interaction needs to be specially designed for the 
non-visual case. 

Finally this test confirms that it is quite possible 
to understand and interact with large and complex 
haptic environment also in the non-visual case.   
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