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RUBÉN CRESPO-CANO
Department of Computer Technology, University of Alicante, Carretera San Vicente s/n,

Alicante, 03690, Spain

ARIADNA DÍAZ-TAHOCES
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The retina is a very complex neural structure, which contains many different types of neurons intercon-
nected with great precision, enabling sophisticated conditioning and coding of the visual information
before it is passed via the optic nerve to higher visual centers. The encoding of visual information is
one of the basic questions in visual and computational neuroscience and is also of seminal importance
in the field of visual prostheses. In this framework, it is essential to have artificial retina systems able
to function in a way as similar as possible to the biological retinas. This paper proposes an automatic
evolutionary multi-objective strategy based on the NSGA-II algorithm for tuning retina models. Four
metrics were adopted for guiding the algorithm in the search of those parameters that best approxi-
mate a synthetic retinal model output with real electrophysiological recordings. Results show that this
procedure performs well when different trade-offs has to be considered during the design of customized
neuro prostheses.
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1. Introduction

The retina is a neural circuit composed of different

cell classes that capture the light from the exter-

nal visual world and convey this information to the

brain. The retina integrates a rich set of specialized

cells and complex neural structures, which are sensi-

tive to color, light intensity, image movements, edges

detection, and many other valuable characteristics

for the sense of sight. Using these structures and neu-

ral circuits, the retina performs chromatic and achro-

matic spatio-temporal processing of visual informa-

tion, and finally encodes this information into spike

trains that are delivered to higher visual centers via

the optic nerve. This process has to be unequivocal

and fast, in order to ensure object recognition for any

single stimulus presentation within a few hundreds of

milliseconds. Therefore the question of how this in-

formation about the external world is compressed in

the retina, and how this compressed representation is

encoded in spike trains is one of the basic questions in

visual and computational neuroscience.1 This knowl-

edge is also of seminal importance for the develop-

ment of useful cortical prostheses capable of eliciting

visual percepts in profoundly blind people through

direct stimulation of visual cortex.2,3 Thus one of the

major challenges in this approach is the design and

development of a retina-like platform able to trans-

form the visual world in front of a blind individual

into a set of electrical signals that can be used to

stimulate, in real time, the neurons at his/her visual

cortex. These signals should be as similar as possi-

ble to the output signals of the real retina, and the

tasks are comparable to the present challenges faced

by the brain-computer interfaces and their inherent

technologies.4 The full description of this problem

has been discussed elsewhere2,5–7 and is beyond the

scope of this paper, but Fig.1 summarizes the ba-

sic processing blocks of the bioinspired retinal model

that we are currently using.

This model is based on electrophysiological

recordings from populations of retinal ganglion cells

and is able to work in real time. Nevertheless, before

proceeding with in-vivo animal experimentation, fine

tuning of the involved retinal models is needed. Tun-

ing a retinal model is the process of adjusting the

parameters and functions of a retinal model to best

match its output with true biological records. Thus,

appropriate matching metrics are needed to assess

the tuning of our synthetic retinal models.

From a mathematical point of view, the opera-

tion of the first two processing blocks from Fig. 1, la-

beled as Stage 1, can be modeled as a weighted com-

bination of different well-known convolutive spatio-

temporal image filters such as Gaussians, Difference

of Gaussians (DoG), Laplacian of Gaussian (LoG),

Gabor, Sobel, etc (see Stage1 on Eq. (1)). This com-

bination results as an activity matrix feeding an Inte-

grate & Fire model, that calculates the specific spike

patterns that can be sent to each single electrode (see

Stage2 on Eq. (2)). Stage 3 which represents the po-

tential electrode re-mapping is beyond the scope of

this paper. Each processing block from the retinal

model (stage1 + stage2) has many parameters to be

tuned. Many of them move in a continuous dynamic

range (e.g. σ parameters for a Gaussian of Difference

of Gaussian filters) and some of them can be mod-

eled as natural numbers (e.g. Kernel size (N×N) of a

convolutive filter). With such an infinite search space

to explore, the process of adjusting those parameters

represents a difficult problem to be solved.

Several models have been proposed to mimic

the retina behavior 8,9, leading to different strate-

gies for fitting their parameters. Linear-Nonlinear-

Poisson model (LNP) 10 generates at any instant in

time the linear response by multiplying the stim-

ulus by a temporal weighting function, pointwise,

and summing the result. Nonlinearities associated

to ganglion cell responses (e.g. spike threshold) are

modeled as “static”, meaning that the linear re-

sponse can be passed through an input-output func-

tion that is invariant over time. Usual methods to

fit the LNP model includes the cross-correlation be-

tween the stimulus and the response to compute the

linear filter coeficients and the mean squared error

(MSE) to fit the parameters of a Gauss cumulative

distribution (gcd) that works like non-linear func-

tion. Zaghloul et al. 11, proposed also a gcd to model

the simultaneous low and high contrast response of

Y-type RGCs. Ozuysal et al. 12 improves the LN re-

sponse to high contrast variations adding an adaptive

mechanism, yielding a system with a linear temporal

filter, a static nonlinearity, and an adaptive kinet-

ics block. In any case, gcd parameters are calculated

to minimize the MSE between model estimation and

spike rate response, limiting the problem to a unique

objective optimization process. Anyway, LN model

predicts the spike rate but not actual spike times;
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Figure 1. Functional processing blocks of the bioinspired retina model under study.

spiking is modeled as a Poisson process, defined by a

rate (with equal mean and variance), but spike times

are otherwise random.

On the other hand, integrated-and-fire spike

generator (IF) has been reported as a good model to

provide a detailed functional description of the light

responses of individual retinal ganglion cells (RGCs)

of ON and OFF classes 13. Regarding the optimiza-

tion of the model parameters, Pillow et al. 13 used a

likelihood function to fit an IF model applied to indi-

vidual EGCs (class ON and OFF). The same method

was subsequently applied for optimizing a Gener-

alized Linear-Nonlinear-Poisson Model 14. GLM si-

multaneously captures both the stimulus dependence

and detailed spatio-temporal correlations in EGC

population responses. In both cases, IF and GLM,

authors maximize the likelihood of the observed re-

sponses with a log-concave function which does not

contain any local maxima. The variance explained,

or its equivalent Poisson correlation coefficient, was

used to measure the quality of the response. However,

likelihood approach represents an oversimplification

of the problem which ensures the model can be fit-

ted reliably and tractably using simple gradient tech-

niques. Spiking neural networks, used to solve other

kind of problems 15–17, were also applied to build a

generalized integrated-and-fire neuron model 18 and

to describe the response of different nature neural

populations 19–21 including high level functionalities

of the visual system 22.

Recently the potential of deep networks for

learning meaningful features has been demonstrated

on a number of visual tasks 23–26. Deep Belief Net-

works have also been shown suitable for modeling

feature detection in the retina 27 and visual areas

V1 & V2 28. Regarding retina modelling purposes,

Turcsany et al. 27 promote the use of multi-layer

deep networks owing to their ability to extract a hi-

erarchy of distinctive features from data and provide

the required flexibility for modelling our incomplete

knowledge about the roles of cells and circuits of the

visual pathway. A four layer network, each one cor-

responding to a biological layer, was unsupervised

trained in two phases; a pre-training phase where by

the multi-layer representation is learnt one layer at a

time using an Restricted Boltzman Machine on each

layer, followed by fine tuning using backpropagation.

As usual in deep learning techniques, a large data

set is required for fitting the network parameters, so

authors carried out simulations using just synthetic

images without any biological recordings. Further-

more, other architectural network settings difficult

to adjust, as the number of hidden nodes per layer

and learning rate values, had to be fitted by repeat-

ing the experiment and taking the best performed

configurations.

In this context, our approach optimizes the IF

model by using four metrics apart of the variance ex-

plained or correlation coefficient. Those metrics de-

scribe not only the relevant features of the response

in terms of spike rate, like the shape of Post-Stimu-

lus Time Histograms (PSTH) and the firing rate, but

also improves the prediction of the spike times by

measuring the firing response in time for each indi-

vidual RGC and takes into account the receptive field

areas. This way, the traditional fitting of the model

parameters, undertaken with simplest approaches,

becomes a more complex multi-objective problem.

To overcome this problem, we present an extension of

our previous work presented in 29 where a proposal to

use an automatic evolutionary multi-objective strat-

egy exploiting the synergies of neural networks and

evolutionary computation 30. This strategy allows

to explore the trade-offs among all objectives and
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generate retinal models which better approximate

to the real biological recordings. There are other

evolutionary approaches to tackle the multi-objec-

tive optimization. These methods can be classified

into two different groups. The first group is defined

with relatively simple algorithms based on Pareto

ranking 31,32. The second group includes elitist algo-

rithms that emphasize computational efficiency, like

Non-dominated Sorting Genetic Algorithms NSGA-

II 33 and NSGA-III 34, Strength Pareto Evolution-

ary Algoritm 2 (SPEA2) 35, Multi-objective Evo-

lutionary Algorithm based on Decomposition with

PBI (MOEA/D+PBI) 36, Multiple Single Objective

Pareto Sampling (MSOPS) 37, or Hypervolume Es-

timation Algorithm (HypE) 38. Among them, the

widely contrasted and well-known NSGA-II strategy

was selected for this purpose.

The main contribution of our work is twofold.

Firstly, our approach uses a comprehensive descrip-

tion of the retina response, supported by biological

evidences and based in the four features previously

mentioned. We propose four different metrics which

capture each relevant characteristic and allow a more

accurate rendering of the biological response. Addi-

tionally, in order to rebuild the receptive fields of

every unit, our technique uses a novel method of re-

sponse fusion reported in 39. Secondly, the proposed

strategy exploits the synergies of neural networks

and evolutionary computation 40, enabling neuro-

prostheses designers for exploring the different trade-

offs among all objectives, and generating customized

retinal models which best approximate the needs of

each specific patient. Although the combination of

genetic algorithm and multi-objective optimization

has been widely studied, it has not been applied be-

fore for optimizing retina models. Additionally, our

optimization strategy, tested and validated with a

well-known retinal model derived from our previous

expertise, is not bounded to any particular model.

Although comparing different retinal models is be-

yond the scope of our paper, our framework can be

considered as model-agnostic, in the sense that it is

possible to simulate and optimize models from di-

verse nature.

The rest of the paper is structured as fol-

lows: Section 2 presents the evolutionary multi-

objective strategy for tuning a retinal model; Section

3 presents briefly the multielectrode recordings from

retinal ganglion cell populations; Section 4 describes

and discusses the experimental cases of study, and fi-

nally, Section 5 provides the main conclusions of this

work.

2. Evolutionary multi-objective
strategy for tuning a retina model

As introduced in Section 1, considering the vast num-

ber of possible parameters which must be taken into

account, the problem of automatic tuning of a retinal

model cannot be achieved by exhaustively exploring

all the solutions space. In addition, not one but sev-

eral antagonist objectives come into play to assess

the quality of a retinal model, and thus, the problem

becomes multi-objective. Therefore, we propose to

use a genetic algorithm for guiding the exploration of

solutions and a multi-objective procedure for assess-

ing every solution reached by the exploration. The

proposed well-known evolutionary strategy is based

on the assumption that evolution could be used as an

optimization tool for a multi-objective problem. The

idea is to evolve a population of candidate solutions

using operators inspired by natural genetic variation

and natural selection. In our case, the population

of candidates are defined by a set of retinal mod-

els. Therefore, multi-objective optimization (MOO)

based on a Genetic Algorithm (MOOGA) is adopted

as strategy to explore the huge solution space. This

strategy has been extensively proved by us as a suit-

able method of optimizing problems from diverse na-

tures. As a matter of fact, MOOGA has been used to

study and improve the reliability of embedded soft-

ware when diverse hardening techniques are applied
41, improve Apache server quality metrics when di-

verse compiler options are used 42,43, or feature se-

lection for network anomalies 44. Furthermore, these

techniques have been validated by other authors in

other areas of knowledge such as integrated engineer-

ing or civil engineering 45–49, production-distribution

planning problems 50, counterrotating compressors
51, multi-label lazy algorithms 52, quantitative asso-

ciation rules 53, design of in-building wireless net-

works 54 and others 55–59.

Genetic Algorithms (GAs) are methods for solv-

ing optimization problems. They belong to the group

of techniques known as Evolutionary Algorithms

(EAs) which are based on the imitation of evolution-

ary processes such as natural selection, crossover or

mutation. Every individual in the population, which

is randomly initialized, represents a possible solution
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for the problem. Thus better and better solutions

evolve from previous generations until a near opti-

mal solution is obtained.

The population is evolved through crossover and

mutation operators and only those that represent

better solutions are extracted from the surviving

population. The selection operator chooses from the

population, those individuals that will be allowed

to reproduce, being the best individuals those who

maximize or minimize the goals, according to their

nature. In our case, several goals are considered at

the same time, so a MOO strategy, (e.g. NSGA-II

or SPEA2) can be used to rank the individuals. The

crossover operation exchanges subparts of two indi-

viduals and recombines, imitating by this way the bi-

ological recombination. At last, mutation randomly

changes the values of the alleles of the chromosome.

A step-by-step algorithm to showing the dynamic of

this process is presented below.

Step 1: Initialization: Generate an initial random

population P0 of PSIZE individuals. Set up

the number of generations (NGEN ), mating

probability (MATPB), and mutation prob-

ability (MUTPB).

Step 2: Fitness assignment: Calculate fitness values

of each individual in the current population

Step 3: Start the generational process: Current iter-

ation i = 0

Step 4: Mating: Perform mating process depending

on the crossover probability (MATPB)

Step 5: Mutating: Perform mutating process de-

pending on the mutating probability

(MUTPB)

Step 6: Evaluation: The fitness of every individual

in the population is evaluated.

Step 7: Selection: Using NSGA-II or SPEA2 selec-

tion operators, a proportion of the current

population is selected to breed a new gener-

ation.

Step 8: If the current iteration i is less than NGEN

continue from Step 3, otherwise continue.

Step 9: Output: Pareto fronts and final population

To solve MOO problems, many different meth-

ods of resolution have been proposed in the last cou-

ple of years. NSGA-II (Non-dominated Sorting Ge-

netic Algorithm II) has been reported to be one of

the most successful MOO algorithms33,42 and is in-

cluded within of group of elitist selection algorithms

that emphasize computational efficiency, such as the

Strength Pareto Evolutionary Algorithms SPEA and

SPEA2.35 NSGA-II algorithm establishes an order

relationship among the individuals of a population

mainly based on the concept of non-dominance or

Pareto fronts. It is said that one solution Xi domi-

nates other Xj if the first one is better or equal than

the second in every single objective and, at least,

strictly better in one of them (i.e. Pareto fronts are

defined by those points in which no improvements in

one objective are possible without degrading the rest

of objectives). NSGA-II firstly groups individuals in

a first front that contains all non-dominated individ-

uals, that is the Pareto front. Then, a second front is

built by selecting all those individuals that are non-

dominated in the absence of individuals of the first

front. This process is repeated iteratively until all

individuals are placed in some front. The crowding

distance function is used to calculate the diversity of

a possible solution, and its purpose is to maintain

a good spread of solutions. After that, individuals of

the Pareto front are sorted in descending order based

on its crowding distance value. As a result, those so-

lutions having more diversity are prioritized.

In summary, the result of the execution of the

NSGA-II, is able to provide us the population sorted

by non-dominated fronts and then, by the crowding

distance.

Chromosome codification

In our approach, each individual represents a possi-

ble retinal model and every gene codifies the values

of the parameters of the function which models the

retina. As an example, Eq. (1) and Eq. (2) represents

a general retinal model as described in Sec. 1. The

parameters of each function will be the candidates to

be encoded as genes that make up the chromosome.

The variables i, K and M are used to identify each

function which composes the weighted sum. The vari-

ables mu(µ), sigma(σ) and k are the parameters of

the Gaussian filter and of the difference of Gaussians

filter.
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Figure 2. Example of an individual codification.

Stage1 = N i · f iGauss(σi, µi,Ki) +

N i+1 · f i+1
Gauss(σi+1, µi+1,Ki+1) + . . .

+ N i+M · f i+M
DoG (σi+M

1 , σi+M
2 , µi+M

1 , µi+M
2 ,Ki+M

1 ,

K
i+M
2 ) + . . .+N i+K · f i+K(. . .) + . . . ; (1)

Stage2 = IaF (Stage1;CellType, Threshold,

Leakage,RefractoryPeriod,

Persistence); (2)

i,M,N,K ∈ N

Fig. 2 shows the way in which each gene is en-

coded and integrates the chromosome.

3. Electrophysiological recordings

To assess the MOOGA strategy and obtain a tuned

retinal model, we used electrophysiological record-

ings from populations of mouse retinal ganglion cells.

All experimental procedures were carried out in ac-

cordance with the ARVO and European Communi-

ties Council Directives (86/609/ECC) for the use of

animal research.

We are trying to demonstrate the feasibility of a

cortical neuroprosthesis, interfaced with the occipital

cortex, as a means through which a limited but use-

ful visual sense may be restored to profoundly blind

people. One of the key challenges in this field is the

design and development of a bioinspired retina-like

visual processing front-end able to transform the vi-

sual world in front of a blind individual into multiple

electrical signals that could be used to stimulate, in

real time, the neurons at his/her visual cortex. Al-

though visual sensors inspired by biological systems

are being studied by many groups around the world,

none of them is being specifically designed to make

its output signal compatible with cortical neurons.

In this framework we are performing multielectrode

recording from isolated retinas in order to study the

encoding of visual information by populations of reti-

nal ganglion cells. Briefly, after enucleation of the

eye, the eyeball was hemisected with a razor blade,

and the cornea and lens were separated from the pos-

terior half. The retinas were then carefully removed

from the remaining eyecup, with the pigment epithe-

lium, mounted on a glass slide ganglion cell up and

covered with a Millipore filter. This preparation was

then mounted on a recording chamber and super-

fused with physiological medium at 36C.

For visual stimulation, we used a 17” high-reso-

lution LED monitor. Pictures were focused with the

help of lens onto the photoreceptor layer. The retinas

were flashed periodically with full field light whereas

the electrode array was lowered into the retina un-

til a significant number of electrodes detected light

evoked single- and multiunit responses. The retinas

were then stimulated with moving bars and other

different spatio-temporal patterns.

The electrode array was connected to a 100

channel amplifier (low and high corner frequencies

of 250 and 7500 Hz) and a digital signal processor

based data acquisition system. All the selected chan-

nels of data as well as the state of the visual stimulus

were digitized with a commercial multiplexed A/D

board data acquisition system (Bionic Technologies,

Inc) and stored digitally. A custom analysis program

sampled the incoming data at 30 kHz, plotted the

waveforms on screen, and stored single spike events

for later analysis.

On the other hand, the second of block of stage

1 (see Fig. 1), is inspired in the Inner Plexiform Layer

(IPL), that functions as a relay station for the verti-

cal-information carrying nerve cells, the bipolar cells,

to connect to retinal ganglion cells.

Wild-type (C57BL/6J strain) adults mice were

bred within a local colony established from pur-

chased breeding pairs (Jackson Laboratories, Bar
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Harbor, ME). Animals were dark-adapted for one

hour, anesthetized with 4% of isoflurane (IsoFlo R©,

Esteve Veterinaria) and sacrificed by cervical dislo-

cation. After enucleation of the eye, the eyeball was

hemisected with a razor blade and the cornea and

lens were separated from the posterior half. The reti-

nas were then carefully removed from the remain-

ing eye cup, mounted on a agar plate ganglion cell

side up and covered with a cut Millipore filter. This

preparation was then placed on a recording cham-

ber and perfused with Ringer medium at physiolog-

ical temperature. All the procedure was made un-

der dim red illumination. Extracellular ganglion cell

recordings were made using an array of 100 micro-

electrodes, 1.5 mm long (Utah Electrode Array).

Simultaneous single- and multi-unit responses

were recorded with a data acquisition system (Bionic

Technologies Inc) and stored on a Pentium-based

computer for later analysis. Neural spike events were

detected once they exceeded the thresholds estab-

lished in each electrode using standard procedures

described elsewhere.60,61

The spike sorting for classifying the different

units was accomplished with an free open source soft-

ware based on principal component analysis (PCA)

method and different clustering algorithms.62 Time

stamps for each action potentials of the single unit

were used to generate peristimulus time histograms

and peristimulus spike rasters using NeuroExplorer

Version 4 (Nex Technologies) as well as customized

software.63

Visual stimuli were programmed in Python us-

ing an open source library (VisionEgg) for real-time

visual stimulus generation64 and reproduced in a 16-

bit ACER TFT 60 Hz monitor. Different patterns

of light stimuli drawn on this area were projected

through a beam splitter and focused onto a 4×4mm

area photoreceptor layer with the help of optical

lenses.

Finally Fig. 3 summarizes the data acquisition

procedure commented bellow.

Figure 3. Data acquisition procedure.

4. Case studies

To assess the feasibility and quality of the proposed

MOOGA strategy for tuning a retinal model, two ex-

tensive experiment-based case studies were designed.

The first case study assesses the convergence of four

proposed metrics, while the second one presents the

multi-objective tuning of a retinal model using these

metrics. In both experiments the objective was to

demonstrate the relevance of a fine-tuning for a given

retinal model in order to best match the electrophys-

iological recordings.

We choose several visual stimuli to be syntheti-

cally approximated by our retinal model. To classify

the retinal ganglion cells in ON, OFF, ON/OFF65

we used repetitions of a 700ms flash (196.25 cd/m2)

followed by 2300ms darkness. Then we stimulate the

isolated retinas with 250µm wide white bars crossing

a black screen at 0.5 & 1Hz. Four pairs (eight moving

bars) of stimuli were used: 0◦, 45◦, 90◦, 135◦, 180◦,

225◦, 270◦ and 315◦.

The same experiments were also performed with

the synthetic retinas using identical VisionEgg stim-

ulus. Then we performed a detailed characterization

of the physiological properties of the recorded neu-

rons in both experiments (real and simulated elec-

trophysiological recordings). To investigate the firing

patterns of individual neurons we used Post-Stimulus

Time Histograms (PSTH), that allow one to measure

the average intensity of neuronal firing across several

epochs (or bins) and raster plots.

Secondly, the selected retinal model to be tuned,

which is based in the general expression already pre-

sented on Section 2, is defined on Eq. (3) and Eq.

(4).
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Stage1 = f1DoG(σ1
1 ;σ1

2 ;µ1
1;µ1

2; K
1
1; K

1
2, R+B, 0.2 ·G)

+ f2DoG(σ2
1 ;σ2

2 ;µ2
1;µ2

2; K
2
1; K

1
2, R+G,B)

+ f3LoG(σ3
1 ;σ3

2 ;µ3
1;µ3

2; K
3
1; K

3
2, I) (3)

Stage2 = IaF (Stage1;Threshold, Leakage,

RefractoryPeriod, Persistence,

FrequencyModulationFactor); (4)

Considering that the selected stimulus has no

color (a white bar moving over a black background),

we should take into account that those retinal pa-

rameters related with color processing have little or

no impact on the synthetic records. Consequently

the input color combination using R, G and B color

channels, and each σ and µ parameter from the Dif-

ference of Gaussian contribution was fixed accord-

ing with.7,66 Thus, in this case, σi
1 = 0.9, σi

2 = 1.2,

and µi
j = 0 (gaussian filters centered on each retinal

ganglion cell). The Stage2 of the retinal processing

model was defined by a Integrate and Fire (IaF )

spiking neuron model which was based in the Leaky-

Integrate&Fire (Leaky-IaF ) model by67 with the

only addition of a new parameter Persistence time to

model how many times every video frame feeds the

retinal model. The firing response was finally mod-

ulated by the FrequencyModulationFactor (FMF)

parameter. This parameter has the effect of varying

the firing pattern of a ganglion transient cell by al-

tering its firing rate and the time to reach up to a

basal response.

Each parameter from Stage1, and the kernel size

for each filter from Stage2 were selected to be auto-

matically modified, allowing the overall tuning of the

model. Regarding the kernel size parameter, each one

was fixed to the same value within a given individual.

I.e. each K
i
j from Eq. (3) remains constant for a given

retinal model. Table 1 summarizes the selected pa-

rameters to be automatically changed, together with

its variation range. In the case of the kernel size K,

only odd numbers within the interval 3 to 13 are al-

lowed. Note that, with the exception of Persistence

time and K, the remaining parameters move within

a continuous range, and thus an infinite search space

is presented. The six selected parameters were cod-

ified accordingly with the chromosome scheme from

Section 2.

Table 1. Chromosome parameters

Parameter Min. value Max. value

K(oddnumber) 3 13
Threshold 225.0 275.0
Leakage 10.0 15.0
Refractory period (ms) 1.0 10.0
Persistence time 3 7
FMF 0.25 0.40

The parameters of the genetic operation were

selected as follows: population size – 60, mutation

probability – 0.05, crossover probability – 0.3 and

300 iterations (or generations) for the case study pre-

sented in the Section 4.1 and 550 iterations for the

case study presented in the Section 4.2. Thus, a total

amount of 60 · 300 = 18000 retinal models were pro-

cessed in the case study 1 and 60·550 = 33000 retinal

models were processed in the case study 2. The first

experiment (Section 4.1) took a total of 110 hours

to be completed and the second experiment (Section

4.2) took a total of 202 hours to be completed. The

simulation and calculus for each generation took 22

minutes in average using a Intel Xeon X5660 with

48GiB of RAM.

Finally, to compare synthetic and real electro-

physiological recordings, and also to test the behav-

ior of the proposed MOOGA strategy, four quality

metrics, also called fitness functions in the field of

genetic algorithms, were selected. The electrophys-

iological recordings coming from the experimental

setup are comprised by a raster and PSTH data

for each isolated ganglionar cell, which are the same

type of data produced by our retina simulator. First

of all, in order to compare PSTH data, Kullback-

Leibler Divergence (PSTH-KLD) is proposed to mea-

sure the quality of the PSTH response. This metric

is widely used to compare probability distributions

or histograms. A valuable and requested characteris-

tic is its inherent sensitivity to changes on the shape

of each distribution. The same metric has also been

used to compare each ISI (InterSpike-interval) his-

togram. Secondly, to compare the area of each re-

ceptive field (RFAD), as well as the Firing Rate Ab-

solute Difference (FRAD) of each raster recordings,

we have used the absolute difference.



February 15, 2016 13:6 rev˙ws-ijns

AUTOMATIC TUNING OF A RETINA MODEL FOR A CORTICAL VISUAL NEUROPROSTHESES USING A MOOGA 9

4.1. Case study 1: Study of
convergence for the four proposed
metrics

Before proceeding with the multi-objective experi-

ment, we have to test and ensure the convergence

of each particular metric. To that end, four mono-

objective experiments corresponding to the four pre-

sented metrics were designed to approximate both,

synthetic and real electrophysiological recordings

metric values. Each experiment was completed using

a population of 60 individuals and a total of 300 iter-

ations. The processing time for each mono-objective

test took 22 minutes on average, and consequently it

used 4.6 days of computing time. Table 2 shows the

correspondence between the selected metrics and the

performed experiments.

Table 2. Convergece test label-
ing

Quality Metric Experiments

PSTH −KLD Experiment 1
FRAD Experiment 2
ISI −KLD Experiment 3
RFAD Experiment 4

As can be seen from Fig. 4, all quality metrics

converge at approximately the same number of iter-

ations. Within 150 iterations the search space is re-

duced to 20% in each experiment, which represents

fast convergence in the initial iterations. Finally, at

the end of simulation, a clear convergence is obtained

for each metric and thus, we validate them for the

experimentation. For the sake of clarity to observe

better the convergence, a magnified window using a

reduced iteration margin is attached to each figure.

4.2. Case study 2: Multi-objective
tuning of retinal model

To assess the effectiveness of the proposed MOOGA

approach, a multi-objective experiment designed to

find a set of retinal models optimizing at the same

time a set of predefined criteria of interest is pre-

sented in this section. To this end, the four studied

metrics summarized in Table 2 from Section 4.1 were

selected as quality metrics in an effort to improve the

retinal model presented in this section. In this exper-

iment, we adopted the criterion of minimizing the

absolute difference among synthetic and real values

of each metric to approximate the electrophysiolog-

ical recordings. As a result, the set of figures from

Fig. 5 shows the solutions minimizing the values for

all metrics at the same time. The data are graphed

for pairs of criteria. Those individuals belonging to

the Pareto front and consequently representing valid

non-dominated solutions for the problem are identi-

fied by red dots.

Figures 5(c) to 5(f) display a collection of con-

vex shapes for the Pareto front. On the other hand,

Fig. 5(b) shows a non-convex shape of the Pareto

front. In case of convex shape, it is more easily agree

for a trade-off point between all possible solutions of

the problem, i.e., the best retinal model.

Fig. 5(a) shows a point cloud with the set of so-

lutions obtained comparing PSTH-KLD and FRAD

metrics, which has pseudo-lineal shape. Fig. 5(b)

shows the comparison between PSTH-KLD and ISI-

KLD. There are two different groups (two clusters)

clearly differentiated. This is of interest as it shows

that some gene is classifying the individuals of the

population in two different clusters. The Pareto front

in this case is composed two clusters of solutions.

In Fig 5(d) FRAD and ISI-KLD fitness metrics is

compared. Similary to the previous graph (Fig. 5(b))

there are two different groups, more so in this case

since the groups are more compact.

Fig. 5(c), Fig. 5(e) and Fig. 5(f) show similar

patterns and trends, with little-differentiated clus-

ters and little-differentiated Pareto fronts. The shape

of the clusters is not defined as pronunced as on Fig.

5(b) and Fig. 5(d).

These results show that the MOOGA strategy

reduces the search space and offers a set of optimized

retinal models following several objectives at a time,

and that the computation can be completed in a rea-

sonable amount of time.

Finally, a visual example of how our optimiza-

tion framework fits the biological behavior using the

aforementioned criteria is shown in Fig. 6. This figure

shows a comparison of biological and synthetic nor-

malized PSTH and raster data produced by 9 rep-

etitions of the experiment. Each set of raster data

is represented together with the accumulated raster

which gathers all repetitions for biological (up) and

synthetic (bottom) cases. As usual, each PSTH is

calculated using the accumulated data. In the case

of synthetic data, the 9 rasters were generated by
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(a)PSTH-KLD convergence test (experiment 1).
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(b)FRAD convergence test (experiment 2).
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(c)ISI-KLD convergence test (experiment 3).
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(d)RFAD convergence test (experiment 4).

Figure 4. Convergence test for PSTH-KLD (a), FRAD (b), ISI-KLD (c) and RFAD (d) when comparing biological and
synthetic recordings.
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(f)ISI-KLD against RFAD.

Figure 5. Multi-objective graphs facing each pairs of criteria.

individuals selected from the Pareto front. A visual

inspection of this figure reveals the tendency of ap-

proximating the overall behavior of the ganglionar

ON-transient cell using our MOOGA based frame-
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Figure 6. Comparison of biological (up) and synthetic (bottom) normalized PSTH and raster data produced by 9 repe-
titions of the experiment. Accumulated spikes (Acc. raster) gathering all repetitions are also shown.

work.

5. Conclusions

An automatic evolutionary multi-objective strategy

for tuning retinal models has been presented. The

tuning is performed so that a selection of those

parameters that best approximate a synthetic reti-

nal model output with actual electrophysiological

recordings is automatically calculated. Our results

show that this strategy performs well when deal-

ing with optimization problems with multiple cri-

teria satisfaction. Furthermore the selected quality

metrics converge in a reasonable amount of time,

what suggest that this strategy, based on the algo-

rithm NSGA-II, is useful for adjusting neuronal mod-

els. In addition, the multi-objective strategy reveals

valuable information when the proposed criteria are

faced, and highlights the different trade-off among

them.
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Moreo and H. Adeli, Lecture Notes in Computer Sci-
ence 9107 (Springer International Publishing, 2015),
pp. 108–118.

30. N. Siddique and H. Adeli, Computational Intelli-
gence: Synergies of Fuzzy Logic, Neural Networks
and Evolutionary Computing (John Wiley and Sons,
2013).

31. N. Srinivas and K. Deb, Multi-objective optimization
using nondominated sorting in genetic algorithms,
Evol. Comput. 2 (September 1994) 221–248.

32. C. M. Fonseca and P. J. Fleming, Genetic algorithms
for multiobjective optimization: Formulation, discus-
sion and generalization, Proceedings of the 5th Inter-
national Conference on Genetic Algorithms, (Mor-
gan Kaufmann Publishers Inc., San Francisco, CA,
USA, 1993), pp. 416–423.

33. K. Deb, A. Pratap, S. Agarwal and T. Meyarivan,
A fast and elitist multiobjective genetic algorithm:
NSGA-II, IEEE Transactions on Evolutionary Com-
putation 6 (apr 2002) 182–197.

34. K. Deb and H. Jain, An Evolutionary Many-
Objective Optimization Algorithm Using Reference-
Point-Based Nondominated Sorting Approach, Part

https://www.researchgate.net/publication/303083585_Multi_objective_optimization_using_nondominated_sorting_in_genetic_algorithms?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/303083585_Multi_objective_optimization_using_nondominated_sorting_in_genetic_algorithms?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/303083585_Multi_objective_optimization_using_nondominated_sorting_in_genetic_algorithms?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/285391095_Evolutionary_Fuzzy_Systems?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/285391095_Evolutionary_Fuzzy_Systems?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/285391095_Evolutionary_Fuzzy_Systems?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/285391095_Evolutionary_Fuzzy_Systems?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/267960550_ImageNet_Classification_with_Deep_Convolutional_Neural_Networks?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/267960550_ImageNet_Classification_with_Deep_Convolutional_Neural_Networks?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/267960550_ImageNet_Classification_with_Deep_Convolutional_Neural_Networks?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/267960550_ImageNet_Classification_with_Deep_Convolutional_Neural_Networks?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/267960550_ImageNet_Classification_with_Deep_Convolutional_Neural_Networks?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/267960550_ImageNet_Classification_with_Deep_Convolutional_Neural_Networks?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/267338491_Modelling_Retinal_Feature_Detection_With_Deep_Belief_Networks_In_A_Simulated_Environment?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/267338491_Modelling_Retinal_Feature_Detection_With_Deep_Belief_Networks_In_A_Simulated_Environment?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/267338491_Modelling_Retinal_Feature_Detection_With_Deep_Belief_Networks_In_A_Simulated_Environment?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/267338491_Modelling_Retinal_Feature_Detection_With_Deep_Belief_Networks_In_A_Simulated_Environment?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/267338491_Modelling_Retinal_Feature_Detection_With_Deep_Belief_Networks_In_A_Simulated_Environment?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/267338491_Modelling_Retinal_Feature_Detection_With_Deep_Belief_Networks_In_A_Simulated_Environment?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/264387359_An_Evolutionary_Many-Objective_Optimization_Algorithm_Using_Reference-Point-Based_Nondominated_Sorting_Approach_Part_I_Solving_Problems_With_Box_Constraints?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/264387359_An_Evolutionary_Many-Objective_Optimization_Algorithm_Using_Reference-Point-Based_Nondominated_Sorting_Approach_Part_I_Solving_Problems_With_Box_Constraints?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/264387359_An_Evolutionary_Many-Objective_Optimization_Algorithm_Using_Reference-Point-Based_Nondominated_Sorting_Approach_Part_I_Solving_Problems_With_Box_Constraints?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262786960_An_optimization_spiking_neural_P_system_for_approximately_solving_combinatorial_optimization_problems?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262786960_An_optimization_spiking_neural_P_system_for_approximately_solving_combinatorial_optimization_problems?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262786960_An_optimization_spiking_neural_P_system_for_approximately_solving_combinatorial_optimization_problems?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262786960_An_optimization_spiking_neural_P_system_for_approximately_solving_combinatorial_optimization_problems?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262786960_An_optimization_spiking_neural_P_system_for_approximately_solving_combinatorial_optimization_problems?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262786958_Studying_the_role_of_synchronized_and_chaotic_spiking_neural_ensembles_in_neural_information_processing?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262786958_Studying_the_role_of_synchronized_and_chaotic_spiking_neural_ensembles_in_neural_information_processing?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262786958_Studying_the_role_of_synchronized_and_chaotic_spiking_neural_ensembles_in_neural_information_processing?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262786958_Studying_the_role_of_synchronized_and_chaotic_spiking_neural_ensembles_in_neural_information_processing?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262786958_Studying_the_role_of_synchronized_and_chaotic_spiking_neural_ensembles_in_neural_information_processing?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262777104_Simulating_vertical_and_horizontal_inhibition_with_short-term_dynamics_in_a_multi-column_multi-layer_model_of_neocortex?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262777104_Simulating_vertical_and_horizontal_inhibition_with_short-term_dynamics_in_a_multi-column_multi-layer_model_of_neocortex?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262777104_Simulating_vertical_and_horizontal_inhibition_with_short-term_dynamics_in_a_multi-column_multi-layer_model_of_neocortex?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262777104_Simulating_vertical_and_horizontal_inhibition_with_short-term_dynamics_in_a_multi-column_multi-layer_model_of_neocortex?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262777104_Simulating_vertical_and_horizontal_inhibition_with_short-term_dynamics_in_a_multi-column_multi-layer_model_of_neocortex?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262734103_A_generalized_Leaky_Integrate-and-Fire_neuron_model_with_fast_implementation_method?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262734103_A_generalized_Leaky_Integrate-and-Fire_neuron_model_with_fast_implementation_method?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262734103_A_generalized_Leaky_Integrate-and-Fire_neuron_model_with_fast_implementation_method?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262734103_A_generalized_Leaky_Integrate-and-Fire_neuron_model_with_fast_implementation_method?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262350118_Improved_spiking_neural_networks_for_EEG_classification_and_epilepsy_and_seizure_detection?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262350118_Improved_spiking_neural_networks_for_EEG_classification_and_epilepsy_and_seizure_detection?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262350118_Improved_spiking_neural_networks_for_EEG_classification_and_epilepsy_and_seizure_detection?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/262350118_Improved_spiking_neural_networks_for_EEG_classification_and_epilepsy_and_seizure_detection?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/257352352_A_visual_attention_model_based_on_hierarchical_spiking_neural_networks?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/257352352_A_visual_attention_model_based_on_hierarchical_spiking_neural_networks?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/257352352_A_visual_attention_model_based_on_hierarchical_spiking_neural_networks?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/257352352_A_visual_attention_model_based_on_hierarchical_spiking_neural_networks?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/257352352_A_visual_attention_model_based_on_hierarchical_spiking_neural_networks?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/257352352_A_visual_attention_model_based_on_hierarchical_spiking_neural_networks?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/221691244_Linking_the_Computational_Structure_of_Variance_Adaptation_to_Biophysical_Mechanisms?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/221691244_Linking_the_Computational_Structure_of_Variance_Adaptation_to_Biophysical_Mechanisms?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/221691244_Linking_the_Computational_Structure_of_Variance_Adaptation_to_Biophysical_Mechanisms?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/221620343_Sparse_deep_belief_net_model_for_visual_area_V2?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/221620343_Sparse_deep_belief_net_model_for_visual_area_V2?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/221620343_Sparse_deep_belief_net_model_for_visual_area_V2?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/221620343_Sparse_deep_belief_net_model_for_visual_area_V2?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/221618859_Learning_Convolutional_Feature_Hierarchies_for_Visual_Recognition?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/221618859_Learning_Convolutional_Feature_Hierarchies_for_Visual_Recognition?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/221618859_Learning_Convolutional_Feature_Hierarchies_for_Visual_Recognition?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/221618859_Learning_Convolutional_Feature_Hierarchies_for_Visual_Recognition?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/221618859_Learning_Convolutional_Feature_Hierarchies_for_Visual_Recognition?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/221618859_Learning_Convolutional_Feature_Hierarchies_for_Visual_Recognition?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/51424380_Spatio-temporal_correlations_and_visual_signaling_in_a_complete_neuronal_population?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/51424380_Spatio-temporal_correlations_and_visual_signaling_in_a_complete_neuronal_population?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/51424380_Spatio-temporal_correlations_and_visual_signaling_in_a_complete_neuronal_population?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/51424380_Spatio-temporal_correlations_and_visual_signaling_in_a_complete_neuronal_population?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/51424380_Spatio-temporal_correlations_and_visual_signaling_in_a_complete_neuronal_population?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/24431937_A_new_supervised_learning_algorithm_for_multiple_spiking_neural_networks_with_application_in_epilepsy_and_seizure_detection?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/24431937_A_new_supervised_learning_algorithm_for_multiple_spiking_neural_networks_with_application_in_epilepsy_and_seizure_detection?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/24431937_A_new_supervised_learning_algorithm_for_multiple_spiking_neural_networks_with_application_in_epilepsy_and_seizure_detection?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/24431937_A_new_supervised_learning_algorithm_for_multiple_spiking_neural_networks_with_application_in_epilepsy_and_seizure_detection?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/8057624_BehavioralSystemsCognitive_Contrast_Adaptation_in_Subthreshold_and_Spiking_Responses_of_Mammalian_Y-Type_Retinal_Ganglion_Cells?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/8057624_BehavioralSystemsCognitive_Contrast_Adaptation_in_Subthreshold_and_Spiking_Responses_of_Mammalian_Y-Type_Retinal_Ganglion_Cells?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/8057624_BehavioralSystemsCognitive_Contrast_Adaptation_in_Subthreshold_and_Spiking_Responses_of_Mammalian_Y-Type_Retinal_Ganglion_Cells?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/8057624_BehavioralSystemsCognitive_Contrast_Adaptation_in_Subthreshold_and_Spiking_Responses_of_Mammalian_Y-Type_Retinal_Ganglion_Cells?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/7476474_Mini-Symposium_Do_We_Know_What_the_Early_Visual_System_Does?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/7476474_Mini-Symposium_Do_We_Know_What_the_Early_Visual_System_Does?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/7476474_Mini-Symposium_Do_We_Know_What_the_Early_Visual_System_Does?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/7476474_Mini-Symposium_Do_We_Know_What_the_Early_Visual_System_Does?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/7463235_BehavioralSystemsCognitive_Prediction_and_Decoding_of_Retinal_Ganglion_Cell_Responses_with_a_Probabilistic_Spiking_Model?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/7463235_BehavioralSystemsCognitive_Prediction_and_Decoding_of_Retinal_Ganglion_Cell_Responses_with_a_Probabilistic_Spiking_Model?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/7463235_BehavioralSystemsCognitive_Prediction_and_Decoding_of_Retinal_Ganglion_Cell_Responses_with_a_Probabilistic_Spiking_Model?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/7463235_BehavioralSystemsCognitive_Prediction_and_Decoding_of_Retinal_Ganglion_Cell_Responses_with_a_Probabilistic_Spiking_Model?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/7463235_BehavioralSystemsCognitive_Prediction_and_Decoding_of_Retinal_Ganglion_Cell_Responses_with_a_Probabilistic_Spiking_Model?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/7017915_A_Fast_Learning_Algorithm_for_Deep_Belief_Nets?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/7017915_A_Fast_Learning_Algorithm_for_Deep_Belief_Nets?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/7017915_A_Fast_Learning_Algorithm_for_Deep_Belief_Nets?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/6912170_Reducing_the_Dimensionality_of_Data_with_Neural_Networks?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/6912170_Reducing_the_Dimensionality_of_Data_with_Neural_Networks?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/6912170_Reducing_the_Dimensionality_of_Data_with_Neural_Networks?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/2526557_A_fast_and_elitist_multi-objective_genetic_algorithm_NSGAII?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/2526557_A_fast_and_elitist_multi-objective_genetic_algorithm_NSGAII?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/2526557_A_fast_and_elitist_multi-objective_genetic_algorithm_NSGAII?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/2526557_A_fast_and_elitist_multi-objective_genetic_algorithm_NSGAII?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/2246029_Genetic_Algorithms_for_Multiobjective_Optimization_Formulation_Discussion_and_Generalization?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/2246029_Genetic_Algorithms_for_Multiobjective_Optimization_Formulation_Discussion_and_Generalization?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/2246029_Genetic_Algorithms_for_Multiobjective_Optimization_Formulation_Discussion_and_Generalization?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/2246029_Genetic_Algorithms_for_Multiobjective_Optimization_Formulation_Discussion_and_Generalization?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/2246029_Genetic_Algorithms_for_Multiobjective_Optimization_Formulation_Discussion_and_Generalization?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==
https://www.researchgate.net/publication/2246029_Genetic_Algorithms_for_Multiobjective_Optimization_Formulation_Discussion_and_Generalization?el=1_x_8&enrichId=rgreq-73556f91dc45ab3b41059a5e25b0f8bc-XXX&enrichSource=Y292ZXJQYWdlOzI5OTQ5NDAxOTtBUzozNzM4NjUwOTMwNTg1NjBAMTQ2NjE0Nzc5MjE2Ng==


February 15, 2016 13:6 rev˙ws-ijns

14 Antonio Mart́ınez-Álvarez
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