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Abstract—Multi-class imbalance shape-based leaf image 

features requires feature subset that appropriately represent the 

leaf shape. Multi-class imbalance data is a type of data 

classification problem in which some data classes is highly 

underrepresented compared to others. This occurs when at least 

one data class is represented by just a few numbers of training 

samples known as the minority class compared to other classes 

that make up the majority class. To address this issue in shape-

based leaf image feature extraction, this paper discusses the 

evaluation of several methods available in Weka and a wrapper-

based genetic algorithm feature selection. 

 

Index Terms—Feature Selection; Multiclass Imbalance; High 

Dimensionality; Leaf. 

 

I. INTRODUCTION 

 

Class imbalance data is a type of data classification problem 

in which some data classes are highly underrepresented. This 

occurs when at least one of the data class is represented by 

just few numbers of training samples known as the minority 

class [1]. Hence, the problem to learn in such conditions 

constitutes most biases particular to several learning 

algorithms which are the most significant in some real 

applications such as biological data analysis, image 

classification, text classification, and web page classification. 

In the earlier time, several approaches have been explored 

to provide solution to this pervasive problem. The most 

significant point is that these methods are just based on two-

class imbalanced problems. Meanwhile, in practice, many 

problem domains possess more than two classes with uneven 

distributions, which a typical example such as in protein fold 

classification and the weld flaw classification [2].  

Multiclass imbalance problems present new challenges that 

are not associated with two-class problems. Although that 

two-class problem can be extended to multi-class problem, 

however, it was presented that the multi-class imbalance 

problems pose the challenges that are not covered by the two-

class problems [3]. Thus, further investigation is necessary to 

examine multiclass imbalance for specific problems.  

Methods for imbalance problem can be categorized in two 

groups based on their approaches, namely data-level (also 

known as sampling) and algorithm-level [4]. Data-level 

methods are concerned about how the data are presented to 

the classifier to address the imbalance problem. There are two 

methods that are associated with data-level methods which 

are column-based (feature selection) and row-based (e.g. 

sampling).  

Feature selection (also known as attribute subset selection 

or attribute reduction) is an important research issue in data 

mining and machine learning, and can be viewed as part of 

data pre-processing techniques (selecting the subsets of the 

available features [5]).  

The study reported in this paper considers feature selection 

to address the imbalanced multiclass problems, mainly to find 

the subset of relevant features and to improve the prediction 

accuracy.  

There are many feature selection methods that specifically 

implemented to reduce the dimensionality of features in the 

data. Many researchers have recently put more focus on 

feature selection. With the quick progress of computers and 

database innovation advancements, datasets with a large 

number of variables or components are currently omnipresent 

in recognition of pattern, data mining, and machine learning 

[6]. Feature selection can be addressed in three general 

schemes; filter methods, wrapper methods and embedded 

methods [5]. The schemes for feature selection differ 

significantly on how the search operates on a given feature. 

Filter methods look at the problem of feature selection as an 

independent process from the model selection (i.e. inductive 

generalization is not involved in feature selection process). In 

contrast, the wrapper methods associate the hypotheses 

search with the inductive classifiers to get the feedback 

whether the model selection is good. In this method, various 

combinations of feature subsets are generated and evaluated 

in order to improve the classification performance. On the 

other hand, embedded methods search for an optimal subset 

and are designed internally to the classifier construction. 

Feature selection approaches have been applied in various 

studies such as dendrite cell algorithm, dynamic software 

quality attributes selection, UCI benchmark dataset, intrusion 

detection, association rule, and imbalance learning. Among 

the method presented in these studies are comparisons of 

feature selection methods (e.g. Information Gain, Gain Ratio, 

etc.) [7], wrapper-based genetic algorithm [8, 9], filter-

wrapper with feature ranking [10], mixed ant colony 

optimization [11], and filter-based comparison of 

symmetrical tau and mutual information [12].  

In imbalance learning, specific feature selection study has 

been presented using ensemble-based wrapper which 

utilizing hybrid sampling and trainable base classifiers that 

consists of Random Forest, 3-Nearest Neighbors, 7-Nearest 

Neighbors, LogReg, Multi-Layer Perceptron and ADTree 

[13].  The finding from the study reveals that by incorporating 
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the ensemble with feature selection and multiple sampling 

shows that, features selection approaches using ensemble-

based wrapper are significantly better than using single 

classifier. 

The domain of Machine learning and Data mining 

researches are greatly faced with the problem of multiclass 

imbalance. This is most significant in some of the real world 

applications. Although class imbalanced problem has been 

extensively investigated. However, the issue of high 

dimensionality in data still remain unsolved, whereas, high 

dimensionality is a common feature of class imbalance 

problem. In a study centered on Malaysian medicinal leaf 

identification [14], leaf shape features generate enormous 

possibilities (high dimensional data) for leaf species. In this 

kind of identification, though, high accuracy may be recorded 

by a classifier in identifying the dominant leaf features 

(majority class) but there is greater tendency for the same 

classifier to record low or very low performance in 

identifying the non-dominant features. 

Herdiyeni and Santoni [15] show an identification 

performance of 72.16% for herb leaf features. In the same 

vein, Prasvita and Herdiyeni [16] presents 56.33%, which is 

a result obtained for 30 species of Indonesian medicinal 

plants having 48 different image features. Similarly, leaf 

identification by Sainin, Ahmad and Alfred [14] has achieved 

70% accuracy on high dimensional shape-based features 

using ensemble classifier.   It is obvious in these studies that 

despite the efforts made in extracting the necessary features 

for identification of medicinal leaf, optimum classification 

feature is still unable to be achieved by most of the classifiers.  

Therefore, in this study, we aim to investigate the 

performance of different feature selection algorithms for 

shape-based leaf features and evaluate their effectiveness in 

representing the relevant shape features. We use feature 

selection approaches available in Weka [17] according to 

evaluator and search methods. Evaluator that directly reduce 

the features are CfsSubsetEval, ConsistencySubsetEval, 

FilteredSubsetEval and WrapperSubsetEval. Search methods 

are including BestFirst, GeneticSearch, and GreedyStepwise 

and LinearForwardSelection. In addition, wrapper-based 

feature selection based on genetic algorithm8 is also 

investigated. The assesment of these methods is according to 

two measurement metrics: accuracy and F-measure. This 

paper is organized as follows. Section 2 introduces the 

overview of the shape-based leaf features. Then, the related 

works in feature selection and methods used in this study is 

discussed in Section III. Experiment setup in Section IV and 

Section V discusses the finding of the study. The conculsion 

of this work is presented in the final section. 

 

II. SHAPE-BASED LEAF FEATURES 

 

Shape-based is the one of the popular approaches for 

feature extraction as it provides rich information for 

classification. The earliest work in leaf shape-based 

automated identification on specific leaf is started by 

Heymans and Kuti [18] which involves extracting the shape 

of the leaf (represented as grid) and using neural network for 

identification purposes. Since then, other techniques based on 

shape features were presented such as centroid contour 

distance [19, 20], inner-distance shape context approach [21], 

and Moving Median Center Hypersphere [22]. Several shape-

based features were compared for their recognition, namely 

geometric features, moment invariants, Zernike moments and 

Polar Fourier Transform (PFT), where PFT gives the best 

result. In recent works, Patil and Manza [23] presented 

various shape-based feature extraction methods based on 

geometric and morphological features.  

In other method, shape features such as region, aspect ratio, 

area and perimeter were used to represent the leaf shape in 

Singh and Bhamrah [24]. Their result based on Neural 

Network classification is 98%. Using the same classifier 

method, shape method with Moments-Invariant (M-I) model 

and Centroid-Radii (C-R) model that was applied to 180 

images with three classes provides 88.9% and 100% 

respectively.  

Most of the studies in shape based leaf features consider 

balanced multiclass data. However, in real world application, 

leaf collection or sampling may not create balanced data 

among leaf species. This is due to available sampling where 

some plants may have few leaves that can be used as sample. 

This condition poses a new problem in the identification 

called multiclass imbalance data. In relation to this problem, 

leaf shape feature extraction addresses the imbalance problem 

and high dimensionality [25] shows low performance using 

five species and 65 leaves. The best accuracy is 50% using 

SMO in Weka and 65% using ensemble classifier. Therefore, 

this paper is investigating the effect of feature selection 

methods on shape-based leaf feature. 

 

III. FEATURE SELECTION METHODS 

 

As mentioned in previous section of this paper, Weka’s 

feature selection evaluators and search methods are 

investigated for their effect on the multiclass imbalance 

classification performance. Another wrapper-based feature 

selection using genetic algorithm is also examined. 

 

A. CfsSubsetEval, ConsistencySubsetEval and 

FilteredSubsetEval  

These evaluators are in the type of filter-based feature 

selection. CfsSubsetEval or Correlation-based feature 

selection method (CFS) is concern with the hypothesis which 

contain features that are highly correlated with the class, but 

has no correlation with each other [26]. In that sense, each 

feature is the test that measure traits related to the class using 

merit evaluation [27]. It then will compute the correlation 

between attributes by first, applying the discretization and 

followed by the symmetrical uncertainty measure. In the 

study, CFS is proven to be comparable to wrapper feature 

selection method, but better on small datasets and overall 

running time [27, 28].  

ConsistencySubsetEval (CSE) is based on probabilistic 

approach to feature selection that is claimed to be simple and 

fast feature selection algorithm, thus guaranteed to find the 

optimal given the suitable resources [29]. The probabilistic 

approach called Las Vegas Algorithm (LVF) makes 

probabilistic choices as guide for the search of feature subset. 

In the experiment of this filter-based feature selection, it 

produces minimum features for the tested datasets with 

promising error rates. 

An analytical comparison on filter based feature selection 

has been conducted on CFS and CSE using decision tree 

classifier for accuracy measurement [30], where CFS 

provides less feature subset most of the time but CSE with 

BestFirstSearch strategy has higher perforamance.     

FilteredSubsetEval (FSE) is simply a filter-based feature 

selection which available in Weka that running an arbitrary 
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subset evaluator on the training data and produce the best 

feature subset [31]. 

 

B. WrapperSubsetEval and WrapperGA  

WrapperSubsetEval [32] in Weka is a feature selection 

method that using an induction algorithm as a blackbox 

(evaluator) for feature subset, where accuracy estimation 

technique is applied to measure how good is the features. In 

the study, the method is shown to improve significantly for 

some datasets with two induction algorithm namely decision 

tree and Naïve Bayes. 

Wrapper-based selection method using genetic algorithm 

(GA) used in this study is implemented according to the 

genetic based wrapper feature selection (WrapperGA) 

approach using nearest neighbor distance matrix [8]. In this 

method, a supervised nearest neighbor distance matrix 

(NNDM) which produces the nearest neighbor matrix during 

training. The NNDM is also applying the loss function in 

order to group similar class label to each instance. In order to 

select the feature subset, The GA based wrapper feature 

selection is adopted to optimize the possible combination of 

certain number of attributes that best describe the dataset, 

where fitness function is based on the best information gain 

score and using Naïve Bayes and kNN as the ensemble 

classifier (called DECIML) performance evaluator. The 

method is shown to produce higher classification but with 

higher number of feature subset. Thus, the method is 

investigated in multiclass imbalance and high dimensionality 

leaf shape data. 

 

IV. EXPERIMENTAL SETUP 

 

The dataset of Malaysian medicinal leaf images [14] is 

acquired to follow closely the original dataset in order to 

compare the classification performance of the best feature 

selection outcome. Species of the leaves are presented in 

Table 1. The dataset is available upon request to the 

corresponding author.  

The shape-based features from the leaf images are acquired 

by using shapes represented as angles of each point specified 

in the leaf. A full-leaf shape produces about 624 angles 

(contour points along the leaf boundary, represented as sinus 

and cosines) which then become the attributes. Table 2 shows 

the description of the experimental data. Although the dataset 

looks small, but it dubs a high dimensionality, where the 

obtained feature space dimension is 45*624 for training set 

and 20*624 for test set. This leads to face the high 

dimensionality problem with multiclass imbalance, whereby, 

this paper suggests using the feature selection methods and 

comparing their performance. 

The experiment uses three filter-based feature selection 

methods (CFS, CSE, and FSE), each using search methods 

(BestFirst (BF), GeneticSearch(GS), GreedyStepwise(GSW) 

and LinearForwardSelection(LF)) and full training set 

approach. In FSE, the filter used is RESAMPLE with 

biasToUniformClass=1.0 and sampleSizePercent=150%, and 

also SMOTE. The setting is to make sure that the instances in 

each class is balanced. Wrapper-based feature selection 

(WrapperSubsetEval) in Weka is implemeted using Naïve 

Bayes as the induction algorithm. Another experiment is the 

WrapperGA8 with parameters (crossover rate=0.7, mutation 

rate=0.01 and maximum generation=100). The classifiers that 

were used to evaluate the performance of the feature selection 

methods in Weka are Naïve Bayes (NB), J48, and Random 

Forest (RF).  

 
Table 1  

Experiment Dataset 

 

Class Example Name Train Test 

1 

 

Cemumar 11 4 

2 

 

Kapal 
Terbang 

12 4 

3 

 

Kemumur 
Itik 

11 4 

4 

 

Lakom 5 4 

5 

 

Mengkudu 6 4 

Total 45 20 

 

Table 2 
Dataset description 

 

Description Value # 

#Examples 65 
#Attributes 624 

#Training 45 

#Testing 20 
#Majority 12 

#Minority 5 

 

Evaluation metric that was observed in each experiment is 

the F-measure, which is normally used to measure the true 

positive rate as well as the accuracy of positive prediction (in 

multiclass imbalance problem). The highest value in F-

measure indicates that the performance of the feature 

selection methods given by the classifier is the best result. 

 

V. FINDINGS 

 

This section discusses the evaluation of the Weka’s feature 

selection performance and the wrapper method over the data. 

First, the classification performance (accuracy) of the 

classifiers when using all features is listed in Table 3, where 

RF provides higher classification accuracy (70%). Then, the 

number of feature selected by the evaluator and search 

methods is presented in Table 4. 

 
Table 3 

Accuracy using all features 

 

 NB J48 RF 

Accuracy (%) 50 60 70 

 
Table 4 

Number of feature selected using the evaluator and search method. 

 

 BF GS GSW LF 

CFS 9 229 9 6 

CSE 8 266 6 5 
FSE+Resample 20 176 20 8 

FSE+SMOTE 14 261 14 3 

Wrapper+NB 8 291 3 11 
Wrapper GA - 384 - - 
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Based on Table 4, CFS and CSE produce less than 10 

attributes (out of 624) when using BF, GSW and LF search 

methods. It can be seen that LF search method gives 

minimum number of features consistently in the experiments, 

where FSE+SMOTE output the minimum features (3 

features). Further tests were carried out to compare the 

performance of selected features using three classifiers as 

shown in Table 5. Performance using all features shows that 

it is better than most of feature selection methods. According 

to the results, filter-based feature selection methods almost 

perform similar given by the three classifiers. It can be seen 

that FSE+Resample performs better in every tested classifier, 

where GS is the best search method when J48 and Random 

Forest is used as the classifiers. However, BF performs 

averagely better in all feature selection methods when Naïve 

Bayes is used as classifier.  Interestingly, despite that 

FSE+Resample perform better in average, only NB evaluates 

the feature selection methods with 70% accuracy using BF or 

GSW as search technique.  

In relation to small feature subset selection, LF is 

surprisingly comes in second place for the average 

performance. In fact, although not the most minimum number 

of features, LF combined with Wrapper+NB provides the 

highest classification accuracy of 75%.  This shows that the 

wrapper-based feature selection method has successfully 

selected the best feature subset (11 features) and evaluated by 

Random Forest (using default settings). 
 

Table 5 

 Performance of the feature selection methods using NB, J48 and 
Random Forest 

 

Methods 
NB/Search 

BF GS GSW LF Avg. 

CFS 50 40 50 55 48.75 

CSE 45 65 45 20 43.75 

FSE+Resample 70 40 70 55 58.75 

FSE+SMOTE 50 50 50 40 47.5 

Wrapper+NB 45 50 35 45 32.5 

Average 52 49 50 34  

Methods 
J48/Search 

BF GS GSW LF Avg. 

CFS 35 50 35 45 41.25 

CSE 25 55 20 40 35 
FSE+Resample 50 60 50 50 52.5 

FSE+SMOTE 35 60 35 50 45 
Wrapper+NB 60 50 30 45 46.25 

Average 41 55 34 46  

Methods 
Random Forest/Search 

BF GS GSW LF Avg. 

CFS 65 60 65 40 57.5 

CSE 50 65 35 45 48.75 

FSE+Resample 50 65 50 70 58.75 

FSE+SMOTE 50 50 50 60 52.5 

Wrapper+NB 55 70 30 75 57.5 

Average 54 62 46 58  

Comparing the classification performance between all 

features and selected features (which is very small), the 

feature selection effect is notable where it can represent the 

dataset significantly using small number of features. The 

performance is similar or even better as shown by the 

FSE+Resample and Wrapper +NB. Thus, it is proven that 

feature selection can improve the classification and in the also 

reduce the running time than using all features. Taking the 

methods with higher classification rates from Table 5, the 

detailed performance (F-measure) on the class labels for each 

method is shown in Table 6. The F-measure values indicate 

that although the accuracies of some methods are similar, 

however the effects of feature selection to the imbalance data 

are varies. It is proven that when the dataset has imbalance 

problem, high accuracy is actually a poor choice for model 

evaluation as it just rely on majority class. The 1st row in the 

table illustrates this problem, where the majority class gets 

high F-measure while the minority class (Lakom) gives low 

F-measure value.   

Two of the methods show that the F-measure values are 

almost balance. In this case, the FSE+Resample with BF and 

GSW have better performance distribution except for class 

Kapal Terbang, where this class is supposed to be the 

majority class. FSE+Resample with LF search method higher 

F-measure on minority class but in turn, gets lower value in 

majority class, thus, the weighted average accuracy based on 

F-measure is actually lower (0.69) than the percentage 

accuracy (70%). Unfortunately, wrapper-based feature 

selection namely Wrapper+NB with GS has the similar F-

measure values when all features are used. An interesting 

observation on Wrapper+NB with LF that this method 

provides the best accuracy, however the F-measure values are 

not seen promising compared to FSE+Resample with BF or 

GSW, where the majority and minority class gives low F-

measure values. Higher average F-measure for Wrapper+NB 

is achieved due to increased performance in class ‘Kemumur 

Itik’.     

Another wrapper-based feature selection using GA and 

ensemble classifier is investigated for its performance. The 

fact that GA is an optimization function, it is expected that 

feature subset combination is optimized so that the 

classification accuracy will be high. Although that this 

method gives the highest number of feature selection (384), 

however, the classification accuracy is 80% with weighted 

average F-measure is 0.85. 

 

 

 

 

 
 

Table 6 

Performance (F-measure) of the best feature selection methods on each class (*best value) 
 

 Search Classifier Cemumar 
Kapal 

Terbang 

Kemumur 

Itik 
Lakom Mengkudu Average 

All Features - RF 0.33 0.80 0.73* 0.40 1.00 0.65 
FSE+Resample BF NB 0.89* 0.44 0.50 0.67 1.00 0.70 

FSE+Resample GSW NB 0.89* 0.44 0.50 0.67 1.00 0.70 

FSE+Resample LF RF 0.67 0.33 0.55 0.89* 1.00 0.69 
Wrapper+NB GS RF 0.33 0.89* 0.67 0.40 1.00 0.66 

Wrapper+NB LF RF 0.89* 0.40 0.73* 0.57 1.00 0.72 
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VI. CONCLUSIONS 

 

The effective technique for feature selection on multiclass 

imbalance shape-based data is investigated in this study 

which consists of five feature selection. From the 

experiments, there are two important points in order to 

maintain or increase the classification accuracy while 

balanced performance among the classes is achieved. First, 

filter-based method FSE+Resample with BF or GSW search 

technique is comparable to wrapper-based method 

(specifically the Wrapper+NB) in terms of performance but 

faster running time. Second, if number of features is concern, 

filter-based method is preferable due to small number of 

features is guaranteed to be produced. However, if the 

optimized features are required, then wrapper-based GA 

feature selection can be used but with the cost of running 

time. 
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