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Review of Gesture Recognition for Virtual
Automotive Training Applications
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Abstract— In a virtual system, gesture is considered as a natural way for communication between human and computers.
Gesture recognition is the process of recognizing and interpreting a stream of continuous sequential gesture from a given set of
input data. The main goal of gesture recognition is to create a system which can recognize specific human gestures and use them
to convey information or to control a device and/or application. The objective of this paper is to review gesture-based recognition
methods and its applications as an approach to improve user interaction particularly for virtual automotive training. Review of
applications and techniques of gesture recognition system will be provided with emphasis on hand gesture expressions. The
major techniques include HMMs, ANN, and fuzzy clustering will be reviewed and analyzed.

Index Terms— Gesture Recognition, Artificial Neural Networks, Fuzzy Clustering Algorithm, Hidden Markov Model, Histogram
Based Feature, Virtual Automotive Training
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1 INTRODUCTION
SING the gesture for natural human-computer

interaction became one of the important issues in the
recent few decades, to enclose human life appliance.

Sign languages usually used among people to explain
specific meaning or deliver a meaningful message, for this
reason gestures motivate to simulate the natural
interaction between humans, but in this time between
human and computers by modelling, analyzing the
gesture, and finally recognize it. Gesture recognition
relates to recognizing meaningful expressions of motion
by a human, involving the head, face, hands, arms, and/or
body. It is of utmost importance in designing an intelligent
and efficient human–computer interface.

For many years, gestures have been used in human-
computer interaction (HCI). Earlier, hardware based
gesture recognition was more common. The user had to
wear gloves, helmet and other heavy equipment. Sensor
actuator and accelerometer were used for gesture
recognition. But the whole process was difficult in real
time environment. According to Mitra & Acharya [16],
gesture can be subdivided into two types; static (the user
assumes a certain pose or configuration) and dynamic
(with prestroke, stroke, and poststroke phases). However,
some gestures also can have both static and dynamic
elements, as in sign languages.

The automotive industry is one of the leading industry
in this environmentally conscious manufacturing and
product recovery [25]. In Malaysia, the establishment of
Proton in 1985 and consequently Perodua in 1993 acted as a

catalyst to the development of the automotive sector in
Malaysia including the development of local automotive
component manufacturers [1].

There is concern among industry leaders that many of
the instructors and trainers are not staying current, as
required. There is also a concern that the resources are out-
dated. Since technology in the automotive industry is
changing rapidly, training facilities must keep up with the
pace of the technology. Modern science and technology
requires high quality of automotive engineering
education. Application using gesture-based interfaces for
virtual reality automotive training is one of the possible
ways for improving the educational process. This study
attempts to develop gesture recognition for user
interaction with virtual automotive training applications.
Therefore, the objective of this paper is to review gesture
recognition methods and its applications as an approach to
user interaction particularly in virtual automotive training.

2 LITERATURE REVIEW
The literature review will discuss the analysis and existing
or similar research that relates to this study. It will focus on
the Gesture Recognition Based Applications, Gesture
Recognition Methods and Virtual Automotive Training.

2.1 Gesture Recognition Based Applications
Gesture based applications are broadly classified into two
groups on the basis of their purpose: multidirectional
control and a symbolic language. Multidirectional control
was applied in 3D design, tele presence and virtual reality
while symbolic language applied in sign language.
3D Design: CAD (computer aided design) is an HCI which
provides a platform for interpretation and manipulation of
3-Dimensional inputs which can be the gestures. For
instance, Huang & Rai [7] developed a novel real-time
gesture based conceptual computer aided design tool

————————————————

 Juliana A. Abubakar is with the School of Multimedia Technology &
Communication, Universiti Utara Malaysia, Malaysia, Kedah 06010. E-
mail: liana@uum.edu.my

 Sarah N. Zamalik is with the UUM M3DIA Lab, Universiti Utara
Malaysia, Malaysia, Kedah 06010. E-mail: sarahnabila232@gmail.com

 Abdul Razak Yaakub is with the Centre of Foundation Studies in
Management, Universiti Utara Malaysia, Malaysia, Kedah 06010. E-mail:
ary321@uum.edu.my

U

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by UUM Repository

https://core.ac.uk/display/83552951?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


International Journal Of Interactive Digital Media, Vol. 4(1), ISSN 2289-4098, e-ISSN 2289-4101
www.ijidm.org 41

© 2016 International Journal of Interactive Digital Media

which enables intuitive hand gesture-based interaction
with a given design interface. In the presented system,
gestures are identified based solely on the depth
information obtained via inexpensive depth-sensing
cameras. Another research is done by Jaiswal et al. [9] on
gesture-based conceptual computer-aided design (C-
CAD) exploration tool for scaled 3D product family
models that were obtained by using depth sensing (RGB-
D) camera, and also available in large online repository
such as Google Warehouse and TurboSquid.
Telepresence: Telepresence robots allow the remote user
to control a remote robot avatar, exploring the
environment and interacting with people in a more natural
way, for instance a telepresence robot developed by Tee et
al. [24] that automatically directs attention with speech
source localization, head tracking, as well as gesture
recognition. Another research is a Telepresence Mobile
Robot using a Kinect sensor as the main interface device
done by Berri et al. [3]. The proposed gesture recognition
method tracks the hands positions and movements, when
moving it forward towards the robot, and then recognizing
a set of predefined gestures/commands.
Virtual reality: Virtual reality applies to computer-
simulated environments that can simulate the physical
presence in places in the real world, as well as in imaginary
worlds. Most current virtual reality environments are
primarily visual experiences, displayed either on a
computer screen or through special stereoscopic displays
[10]. Some related work was done by Sucar et al. [23] on
Virtual Reality-Based Motor Rehabilitation Platform that
provide support for rehabilitation principles: promote
repetition, task-oriented training, appropriate feedback,
and a motivating environment by gesture therapy. In other
hand, Liu et al. [14] presents a hand gesture recognition
method in interaction of virtual reality. Proved by
experiments, the hand gesture segmentation in YCbCr
color space is very accurate and the HU moments of the
hand gesture can well characterize the hand geometric
features.
Sign Language: Sign language recognition is a growing
research area in the field of gesture recognition. Research
on sign language recognition has been performed around
the world using many sign languages [26]. Martínez-
Camarena et al. [15] presented a method focused on
representing each sign by the combination of responses
derived from hand postures and hand gestures. The
experiments proved that modeling hand gestures by
considering spatio-temporal relations between different
parts of the body brings improvements over only
considering the global trajectories of the hands.

2.2 Gesture Recognition Methods
There are different tools for gesture recognition, based on
the approaches ranging from statistical modeling,
computer vision and pattern recognition, image
processing, connectionist systems, etc. Most of the
problems have been addressed based on statistical
modeling, such as Artificial Neural Networks (ANN),
Histogram Based Feature, Fuzzy Clustering Algorithm

and Hidden Markov Model (HMM) [8].

A. Histogram-Based Feature
Table 1 describes the list of projects that employs
Histogram Based Feature. These projects aim to improve
hand gesture recognition methods using hand
segmentation and feature extraction.

TABLE 1. GESTURE RECOGNITION BASED ON HISTOGRAM
BASED FEATURE

Author(s) Objective Notable Findings
Fang et
al. [4]

To develop an
accurate and
robust hand
gesture
recognition
method.

By combining fast
hand tracking, hand
segmentation and
multi-scale feature
extraction. If there is
obstruction passes the
recognition area, the
histogram will deviate
and segmentation
results will be rapidly
degraded.

Zhou et
al. [27]

To present hand
gesture
recognition
system based on
local orientation
histogram
feature
distribution
model.

Proposed feature
distribution based
recognition algorithm
captures the distinct
hand shape without
requiring a clean
segmentation.

Based on [4], it takes advantage of color and motion
cues acquired during tracking to implement adaptive hand
segmentation. On the basis of segmentation, multi-scale
feature extraction is executed and gestures are recognized
with palm-finger decomposition.

Meanwhile, Zhou et al. [27] presented hand gesture
recognition system based on local orientation histogram
feature distribution model. Skin color based segmentation
algorithm was used to find a mask for the hand region.

B. Artificial Neural Networks (ANN)
Table 2 describes the list of projects that employs Artificial
Neural Networks (ANN). Apart from hand gesture, facial
expression may also adopt ANN to recognize human
emotion.
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TABLE 2. GESTURE RECOGNITION BASED ON ARTIFICIAL
NEURAL NETWORKS (ANN)

Author(s) Objective Notable Findings

Razuri et
al. [19]

To focus on a
system of
recognizing
human emotion
through facial
expression
analysis in
merged images
based on an
Artificial
Neural
Network.

Face recognition for
human emotions
using pixel technique.

Hasan [6] To explore the
utility of two
feature
extraction
methods,
namely, hand
contour and
complex
moments to
solve the hand
gesture
recognition
problem by
identifying the
primary
advantages and
disadvantages
of each method.

A recognition
algorithm to
recognize a set of six
specific static hand
gestures, namely:
Open, Close, Cut,
Paste, Maximize, and
Minimize. The hand
gesture image passes
through three stages,
namely,
preprocessing, feature
extraction, and
classification.

Razuri et al. [19] used a pixeling technique where the
original large-size face image is represented by another
reduced-size image, keeping the basic features of the face
so that the person could even be recognized by this image
to recognize human emotions based on face images. In [6],
the hand contour is used as a feature which treats scaling
and translation problems (in some cases). The complex
algorithm is, however, used to describe the hand gesture
and treat the rotation problem in addition to the scaling
and translation. The results show that the hand contour
method has a performance of 71.30% recognition, while
complex moments have a better performance of 86.90%
recognition rate.

C. Fuzzy Clustering Algorithm
Table 3 describes the list of projects that employs Fuzzy
Clustering Algorithm. Hand gesture recognition is used in
a healthcare system and for interacting with mobile robot.

TABLE 3. GESTURE RECOGNITION BASED ON FUZZY
CLUSTERING ALGORITHM

Author(s) Objective Notable Findings

Saha [20] To recognize 12
health care
linked gestures
from young
individuals of 20-
40 years of age
group

Recognize 12 gestures
arising from pain and
stiffness in joint and
muscles.

Li, X. [12] Presented fuzzy
c-means
clustering
algorithm to
recognize hand
gestures in a
mobile remote.

Focus on the image
processing stage and
how to use the FCM
algorithm to do pattern
recognition. Found that
a one-meter distance
between the user and
the camera is a good
distance for the robot to
recognize the hand
gesture.

Saha [20] elaborates a method to recognize the early
stage gestures related to healthcare in young person using
FCM clustering with accuracy of 96.0201% in 0.0439 second
obtained using a dataset whose dimension is reduced from
171 to 50 using PCA. Li [12] describes the algorithm,
implementation and testing of a static hand gesture
recognition system. Experimental results showed that the
system satisfies the requirement for a robot
implementation and a user-friendly input device. The
Fuzzy C-Means algorithm provided enough speed and
sufficient reliability to perform the desired task.

D. Hidden Markov Model (HMM)
User interaction techniques are normally associated with
Hidden Markov Model (HMM) approach. Table 4
describes the list of projects that employs HMM.

TABLE 4. GESTURE RECOGNITION BASED ON HIDDEN
MARKOV MODEL (HMM)

Author(s) Objective Notable Findings

Pansare
et al. [18]

To introduce
an application,
“Gestuelle”,
that recognizes
dynamic hand
gestures using
hidden
Markov model
to control
windows
applications.

8 observation symbols
have been used in the
Markov model.
Through
experimentation, it
realized that there was
no need for so many
symbols and that 8
symbols were sufficient
for performing most
rectangular gestures
and also, gestures
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involving curves.

Nguyen-
Duc-
Thanh et
al. [17]

To introduce
an approach
for HRI in
gesture
recognition for
human-robot
interaction by
using the 2-
stages Hidden
Markov Model
method.

The 2-stage HMM is
implemented for the
robot to recognize
prime gestures and then
classify what kind of
task the robot should
execute.

Results from [18] observed that it is relatively easier to
capture the linear gestures, rather than inclined or circular
ones, but still the algorithms implemented perform
effectively and the overall recognition rate achieved by the
system is high because of the use of the Markov model and
adequate training. Nguyen-Duc-Thanh et al. [17]
performed three kinds of experiments. The first
experiment aims to obtain the optimal number of hidden
states and mixture components. The second one is to
compare the recognition rate of the first stage with that of
the other method that uses the diagonal covariance Gaussian
mixture hidden Markov model (DCGM-HMM). Lastly, an
experiment was conducted for the 2-stage HMM on iRobot
Create to classify two kinds of tasks: cleaning and
transporting.

2.3 Virtual Automotive Training
Stork et al. [22] presented a technical approach, how to
enable large-scale virtual assembly training in and beyond
the automotive industry by introducing the VISTRA
project. The VISTRA Training Simulator (VTS) represents
an interactive virtual assembly simulation, which is used
to train and test manual assembly processes. The VTS
provides the actual training functionality to the trainees. It
communicates internally to the VKP in order to request
and restore training content. To enhance the acceptance
and hence the learning effect of the intended virtual
training system for procedural assembly knowledge, they
propose a game-based approach allowing natural user
interaction as Fig. 1 below.

Fig. 1. Natural interaction for grabbing a tool. Image courtesy from
[22].

The basic interaction prototype employs a Microsoft
Kinect camera and a WiiMote controller to allow for easy-
to-use and easy-to-learn user interaction. The features and
information provided by the Microsoft Kinect and the
corresponding SDK enable the system to capture and track
the body posture and actions of the user and directly reflect
these within the virtual scene. In combination with a
handheld WiiMote controller the user can directly
manipulate virtual objects using the corresponding real-
world actions performed during the assembly process, e.g.
rotating and twisting an object. In addition the device
provides a means for triggering “virtual” actions, e.g.
button presses, as well as acoustic and haptic feedback
through the included actuators.

Research and development using gesture recognition
are mainly conducted in the application of virtual training
in areas such as aircraft maintenance [2], machine
operations [13], surgical operations [11, 21], and the
military [5]. There have been virtual training systems
which were developed to aid the acquisition of procedural
skills related to assembly tasks. Most systems are aimed at
supporting the training of maintenance tasks in which
knowledge of both assembly and disassembly is part of
what is acquired during the training of the tasks.

One key challenge to address when developing virtual
automotive training is the extensive authoring effort for
setting up virtual environments. Although knowledge of
the product and manufacturing design is available and
could be used for virtual training, a concept for integration
of this data is still missing. It is also unlikely to change the
automotive materials. Since technology in the automotive
industry is changing rapidly, training facilities must keep
up with the pace of the technology. The rate of
introduction of any automotive gesture recognition system
is more likely to be dictated by the rate of user acceptance
and not the timing of the technical issue resolution. Also, it
is proposed to have interactive applications for tackling
classroom applications in education. Most of the model
design systems are more focused in the areas of training,
medicine, architecture and computer games as it is used
for commercial purposes.

3 CONCLUSION & FUTURE WORK
Building an efficient human-machine interaction is an
important goal of the gesture recognition system. Many
applications of gesture recognition system ranging from
virtual reality to sign language recognition and robot
control. In this paper, review of applications and
techniques of gesture recognition system have been
provided with emphasis on hand gesture expressions. The
major techniques include HMMs, ANN, and fuzzy
clustering have been reviewed and analyzed. Future
works will focus on using symbols or gestures used for
virtual automotive training system and also the use of such
system in classroom for education purposes. Although the
presented solution is closely oriented towards the needs of
the automotive sector, the virtual training system is
anticipated to be effectively used in other related
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industries with similar product complexity and
production structure, such as the aerospace and monorail
industry.

This study is expected to help educators, instructional
designers and software developers that interested in
providing virtual technology to students or users for the
future. In summary, results from this study can contribute
an up-to-date references to the used of gesture recognition
in learning and training purposes. In addition, the results
of this study can create awareness about the gesture
recognition potential in current technology for educational
purposes.
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