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Coupled Model: AWI-CM

We discuss a strategy to modify a coupled model so
that we can use it for efficient ensemble data
assimilation. The method uses a direct connection
between a coupled model and the ensemble data
assimilation framework PDAF [1, http://pdaf.awi.de].
The strategy allows us to set up a data assimilation
program with high flexibility and parallel scalability
with only small changes to the model.

The direct connection is obtained by

1. adapting the source codes of the coupled model so
that it is able to run an ensemble of model states

2. adding a filtering step to the source codes.

We discuss this connection for the coupled
atmosphere-ocean model AWI-CM. For this coupled
model, we have to augment the codes of both the
ocean and atmosphere, adapt the parallelization, and
add routines for the handling of observations and
model fields specific for each model compartment.

Augmenting the Model Codes
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The coupled model AWI-CM [2] consists of ECHAMG6 for
the atmosphere including the land model JSBACH, and
the finite-element sea ice-ocean model FESOM for the
ocean compartment. The models are separate pro-
grams. They are coupled with OASIS3-MCT. Fluxes
between the models are computed each 6 hours by
OASIS3-MCT using the fields from FESOM.

Call-back Routines for Analysis Step
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The data assimilation system can be separated into
three components: Model, filter algorithm, and
observations. The filter algorithms are model-
independent, while the model and subroutines to
handle observations are provided by the user. The
routines are either directly called in the program code
or share information, e.g., through Fortran modules.

Building Ensemble-Based Data Assimilation Systems with Coupled Models
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Example of an ensemble integration with two
ensemble members. Both models and the filter are
parallelized. The ensemble adds one level of
parallelization to integrate all members at once.

Configuring the Parallelization

To augment the coupled model with
data assimilation functionality, three
subroutine calls for PDAF are inserted
into the source codes of ECHAM6 and
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FESOM. Further, we need to replace a
communicator in OASIS3-MCT [3] so
that each coupled ensemble task is
treated separately by the coupler.
Source code
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The filter analysis step needs information on the assimilated
observations. Further, model fields need to be written into the
state vectors. The functionality is provided by call-back routines.
The programs of the atmosphere and ocean models use distinct
user routines for handling observations and model fields.
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The parallelization is adapted to enable
the coupled ensemble integrations,
field exchanges between model and
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The discussed strategy to build the
data assimilation system uses a
combination of in-memory access and
parallel communication to create a
particularly efficient online-coupled
ensemble assimilation program.

The analysis step is computed in
between time steps. It is independent

Summary

filter, and the computation of the filter
step. Usually, we use the processors of
the model task 1 to compute the filter.

Decomposition into process groups
using parallel (MPIl) communicators:

(O] coupled model task

(O compartment in each task
(created by coupler)

(O Filter (1 for strongly, 2 for
weakly coupled assimilation)

(] connection for collecting
ensembles for filtering
(for each model sub-domain)

of the actual model coupler. There is
no need to write the ensemble into
files and no need to restart the model.
Care needs to be taken when
implementing the model interface and
observation handling routines, which
are specific to the two programs for
atmosphere and ocean.



