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ABSTRACT. Financial institutions are exposed to many risks from different 

directions. Too many areas need to be protected which is not possible unless a 

holistic and comprehensive risk management process is in order. Enterprise risk 

management (ERM) proponents argue that ERM is that process which is a good 

instrument to overcome today’s challenges. Moreover, researchers claimed that an 

effective risk management is impossible without effective technology. Therefore the 

purpose of this study is to evaluate the effect of different dimensions of technology 

on ERM among Iranian financial institutions. This study used survey questionnaire 

to evaluate ERM and the level of companies’ technology including IT strategy and 

IT structure in organizations. This study found that there is positive and significant 

relationship between all dimensions of technology and ERM. 

Keywords: Enterprise risk management; Information system; Information 

technology. 

 

 

1. Introduction. Risk management is the foundation of prudent financial institutions practices. Undoubtedly all 

financial institutions in today’s volatile environment are facing a large number of risks which may threaten an 

institution’s survival and success [1]. For this reason, effective risk management is absolutely required [2, 3]. 

Reference [4] asserts the only perfect method of managing a company in today’s complex world is through 

“balancing risk.” Unlike conventional risk management which group individual risk as independently managed risk 

‘silos’, ERM allows organizations to manage a wide range of risks in a coordinated, enterprise-wide manner.  

According to [5] and [6], in today’s environment, technology could have important effects in improving risk 

management systems in organizations. In other words, without effective technology it is imposible to have effective 

risk management [5, 6, 7, 8]. While previous researchs have been argued about the impact of technology on ERM 

theoretically, few attempts have been made to test the proposed theory empirically. Moreover, regarding the 

measurement of constructs, this study considered both dimensions of IT including IT strategy and IT structure [9] 

which, to the authors knowledge have not been considered in previous studies, and ERM is measured based on all 8 

variables of ERM in Committee of Sponsoring Organization of the Tread way Commission’s (COSO) framework 

[10]. Therefore this study can provide a comprehensive view of a companies’ IT as well as ERM. 

In addition, when most of the ERM works carried on the effect of ERM have been on firm performance this study 

attempts to specify a new dimension of the ERM researches. Furthermore, most of the previous studies were carried 

out in developed countries using US or European databases. However this study attempts to evaluate ERM in 
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developing countries such as Iran which can offer new knowledge about ERM in the world. Moreover, according to 

Iran’s 20-years perspective (vision) plan, Iran should be ranked first in the region in terms of economic, scientific 

and technology levels by the year 2025 [11]. Therefore, the objective of this study is to examine the relationship 

between IT strategy and IT structure on ERM.  

 

2. Literature and hypotheses development 

2.1Enterprise Risk Management (ERM) 

Globalization, competition, strict regulation, litigation, technology, and complex financial models all contribute to 

the challenges facing businesses. The inability to meet the challenges in any of these areas can result in negative 

consequences for an organization. Traditional risk management is not sufficient enough to overcome all 

aforementioned challenges [12, 13, 14]. Under traditional method, risks will be managed in different units of the 

firm. For example, financial corporations have separate units for managing risk in their companies, and can include 

market, liquidity, operational and credit risks which are separately managed in individual risk silos [15]. 

Recently many companies have come to view risk management as a holistic approach instead of a silo- based 

perspective to survive and succeed in today’s environment. This holistic approach is called Enterprise Risk 

Management (ERM) [1, 10, 12, 16, 17, 18]. In this approach, each risk class is a part of the firms overall risk 

portfolio. In other words, it is an integrated approach for managing the total risk portfolio in a company. 

Committee of Sponsoring Organization of the Treadway Commission (COSO) provided an ERM definition as 

follows:  

“Enterprise risk management is a process affected by an entity’s board of directors, management and other 

personnel, applied in a strategic setting and across the enterprise, designed to identify potential events that 

may affect the entity and manage risk to be within its risk appetite, to provide reasonable assurance 

regarding the achievement of entity objectives.” [10] 

The available studies on ERM frequently describe many benefits of using ERM. For example, ERM allows firms to 

consider risk in their decision making processes, preventing the duplication of processes and reducing risk 

management expenses [13]. Organizations that incorporate ERM principals can better recognize the risks inherent in 

a variety of business activities. Additionally, companies that use ERM can objectively evaluate how resources can be 

allocated, thus improving the efficiency of their capital and increasing the return on their equity. Furthermore, large 

cash flow shortages are reduced when risk is managed using ERM [16]. Moreover as well as reducing monetary 

losses, ERM benefits organizations because it can be used to provide investors with risk profiles. As a result, the 

costs associated with regulatory scrutiny and external capital are also reduced [19].  

In this regard, the results of previous studies revealed that companies that embrace ERM have a competitive 

advantage over those organizations that rely on traditional silo approaches [1, 10, 16]. Reference [20] pointed out 

that ERM is a management tool that ultimately enhances shareholder value. Reference [12] and [1] explained that 

ERM reduces financial distress because it identifies the negative consequences of a single risk to the organization as 

a whole thus allowing it to be identified and controlled. These two researchers also found that one of the greatest 

advantages of ERM on corporate earnings was its ability to control variable costs and revenue sources.  

Overall, ERM benefits organizations by increasing stakeholder value, competitive advantage, performance, and the 

ability of an organization to accomplish their objectives [1, 10, 12, 16, 17, 20, 21, 22, 23]. 

A number of ERM models are in use at the moment. In this respect, one of the most commonly adopted models is the 

Committee of Sponsoring Organizations of the Treadway Commission (COSO) [8, 21, 24]. The origin for the ERM 

approach was based on COSO’s 1992 internal control-integrated framework, a publication that formed the basis of a 

universal method to manage internal control mechanisms [24]. 

The framework provides risk management infrastructure in terms of eight elements to be studied under each of the 

four themes of objectives. Therefore each level of the company implements the eight ERM elements to the following 

four themes of objectives concerned (Figure 1). A specific objective may be grouped into one or more categories. Thus, 

the grouping may demarcate the purpose into multiple lines of authority.  

According to this framework ERM components are: (1) internal environment; (2) objective setting; (3) event 

identification; (4) risk assessment; (5) risk response; (6) control activities; (7) information and communication; and (8) 

monitoring. 

This framework suggested that a company’s enterprise risk management mechanism should be positioned to attain the 

following four objectives: (1) strategy: high-level goals, aligned with and supporting the organization’s mission; (2) 

operations: effective and efficient use of the organization’s resources; (3) reporting: reliability of the organization’s 

reporting system; (4) compliance: organizational compliance with applicable laws and regulations. Table 1 shows the 

summary of definition of ERM components by COSO [10]. 



  

 

 
 

 
Figure I: COSO’s ERM Integrated Framework 

Table I: Summary of definition of ERM components 

ERM Factors Definition 

Internal environment Risk management viewpoint, risk appetite, truthfulness and ethical values. 

Tone of the firm which sets the framework for how risk is perceived. 

Objective setting Goals support and align with system’s mission and are consistent with its risk desire. 

Event identification Recognition of events affecting accomplishment of objectives. 

Risk assessment Risk assessed on intrinsic and residual foundation. 

Risk response Preventing, accepting, decreasing or sharing risk. 

Control activities Policies and Practices are set up for all procedures and all personnel are aware of it. 

Information and 

communication 

Essential data is recognized, captured and communicated. 

Monitoring Ongoing management processes, separate analysis. 

Source: [25] 

 

While ERM is very important in today’s economy, not many studies have done on different dimensions and issues of 

this new mechanism. Most previous studies only considered ERM as a dummy variable or only examined the extent of 

ERM usage or level of ERM adoption.  Accordingly, in order to better understand ERM in organizations, and since 

there are limited studies that investigate different components of ERM [26] this study provides a broader insight to 

ERM by focusing on all 8 COSO (2004) dimensions. 

 

2.2 Information Technology  

Technology plays a key role in today's business environment. Many companies want to adopt and implement 

different models of technology [27]. This is because product life cycles have become very short, the windows of 

opportunity that exist for companies to achieve the benefits of technology have been shortened and technology is 

changing rapidly. Therefore business organizations intend to build technologies to provide competitive advantage, and 

to create portfolios of products in ever changing markets [28 , 29]. In the same avenue, environmental changes create 

the need for more information and interpreting, greater information gathering, synthesis capabilities, which in turn 

lead to enhance an organizations performance [9]. According to [30] Information system (IS) and technology (IT) can 

be considered as a central point of technology in organizations. 

Reference [9] divided information system into two groups including IT strategy and IT structure. IT strategy could be 

explained as the information-processing which is required for an organization. This concept has been conceptualized 

by different authors. For example [31] recognized a four dimensional construct for IT strategy including role of IT, 

competencies, infrastructure, and system design and development. Reference [32] stated that information system’s 

strategic orientation focuses on the application portfolio of the organization which reflects its business strategic 

orientation besides elements of aggressiveness, defensiveness, analysis, proactiveness, futurity, innovativeness and 

risk aversion. 



  

 

 
IT structure reflects the firm’s information-processing ability. Three dimensions form the basis of the concept of IT.  

Organizational architecture is the first dimension that contains the level of demoralization of the IT organizational 

structure and the degree of responsibility of IT functions [33, 34]. The second one is the technological architecture. It 

is comprised of the nature of hardware deployment, the level of data integration and application, and standardization 

of the technology [35, 36, 37]. Finally, the process and skills is the last dimension, which contain arrangement 

mechanisms and the standardization of application progress and implementation methods [38]. 

Information system researchers have investigated essentially at these two (IT structure and IT strategy) separately, 

whereas according to contingency theorists an aggregated conceptualization has better power to explain by increasing 

the ability to retain the interrelation and complex nature of the linkage between variables [39]. Therefore in this study 

the information technology structure and strategy are considered together. Further, by reviewing the information 

system studies it can be conducted that while there are many studies regarding the effect of technology and its 

dimensions on other fields (e.g. accounting system, firm performance etc.) there have been few studies regarding the 

effect of IT on risk management. 

 

2.3 Information Technology and ERM 
The relationship between information technology and ERM has been mentioned by researchers and are outlined in the 

following discussion. Reference [40] posited that it is almost impossible to carry out effective management of risk 

without an efficient IT. Reference [41] recommended organizations adopt IT to have effective risk management. The 

author pointed out that: 1) IT can generate a relevant connection between risk management and business performance; 

2) IT offers data security by personnel level, reducing a user's access by time, line of commerce, commercial activity 

and personal risk; and 3) IT instruments gather information utilized previously so that organizations can learn through 

experience and avoid repeating the same mistakes. The effectual risk management information creates more value for 

decision making [6]. Therefore, IT is an essential element of prosperous risk management. 

Considering the question that arises on how technology can aid risk management in commerce, there are four 

important areas where it plays a role [42]: 1) Collecting data and storage, 2) Analysing risks and modelling, 3) 

Monitoring risks and controlling, 4) Risk information and communication.  

Thus, it encompasses providing adequate information for better decision making, gathering information that needs 

good front-end mechanism, an efficient mechanism, intelligence technology, adequate database, and information 

structure with little intervention of people. This stage requires properly trained personnel with the right tradition, 

attitude and processes to: (a) capture and log the data appropriately, and (b) to analyse the data effectively [42]. 

Moreover, analysis and modeling of risks is the basis for decision making [43]. By the use of technology, managers 

would be better able to analyze and model data and information. 

Additionally, the ability to access information and the use of technology has enabled organizations to effectively and 

consistently control risks. It would be almost impossible for risk managers to perform well without the storage and 

processing abilities of advanced technology and immediate capacity to communicate data-rich material around the 

world. In addition, computerised controls play an ever increasing role in risk management systems [42]. 

Literature has investigated several empirical studies regarding technology and risk management [5, 6, 7, 8, 44]. 

Reference [7] evaluated overall risk management as the capability to respond to market variables which lead to stable 

organizational revenue. The investigation was based on a concluded sample of 1,386 US-based firms with financial 

data provided from Compustat. The researcher found that: (1) companies functioning in high-technology and 

sophisticated sectors, such as semiconductors, computer products, pharmaceuticals, aircraft engines, diagnostic 

instruments, etc., have essentially greater advantage from effective risk management capabilities compared with other 

companies; and (2) technology, innovation, and risk management are positively related to performance measures. 

Further, [6] studied critical and significant success factors for prosperous risk management procedures on a sample of 

111 organizations in Thailand. The study found a group of seven critical success factors that can be utilized as 

parameters on how to increase the efficiency of risk management procedures. The elements are: (1) commitment and 

support from top management, (2) culture, (3) communication, (4) information technology (IT), (5) training, (6) 

organization structure, and (7) trust. The authors mentioned that IT is the most important factor for the success of an 

RM system in organizations.  

In another study, [8] examined the organizational dynamics of ERM based on the sample size of three private 

companies between 2002 and 2008 in Italy. The survey measured three components: experts’ uncertainty, risk 

rationalities, and technologies as dynamic variables of companies which influence ERM. The results of the research 

showed that ERM as a practice or route within the firms is affected by risk rationalities, experts and technologies.  

Further to the above, [5] measured documentation system which contains the information accuracy standard as a 

potential success approach which was implemented in the company and its hardware infrastructure and software 

capabilities structure. The findings of the survey showed that availability of all types of resources and infrastructure 



  

 

 
(HR, technical validity, and organizational validity) in documentation is necessary for all three phases of risk 

management system; readiness, execution and administration.  

As shown in the above discussion, literature documented that effective risk management depends on effective 

technology [5, 6, 7, 8, 44]. Technology can improve risk management system in organizations [5, 6]. While several 

authors have adopted and described the relationship between technology and risk management, there is lack of study 

which offer a comprehensive view of IT by evaluating all its different dimension and its effect on ERM. Therefore the 

hypothesis of this study is: 

H1) IT strategy has a positive and significant effect on ERM. 

H2) IT structure has a positive and significant effect on ERM. 

 

3 Methodology 

3.1 Data Collection 

Following most of the previous studies regarding ERM and IT issues, data collection and analysis method of this 

study is based on quantitative approach through a questionnaire survey. The population of this study consisted of 

183 firms which are all financial institutions of Iran including those listed on Iranian central insurance website, stock 

exchange market as well as Iranian central bank website,. In accordance with [12, 17, 18], the sample of this study is 

86 financial institutions those have already implemented and utilized ERM as their risk management system. In this 

regard, following the studies of [12], [17], [18], and [45], this study searched for various terms which are known as 

indicators of the presence of ERM in companies.  

According to previous studies the presence of “chief risk officer”, “vice president enterprise risk management”, “risk 

management committee”, “executive risk manager”, “senior risk manager”, “head of risk manager”, and “vice 

president risk management” are proxies for implementing ERM [12, 17, 18, 45]. 

Due to the small number of financial institutions which have implemented ERM, this study used census sampling 

techniques and self-administered supervised (one-to-one supervision) method of data collection to reduce the 

respondent’s error [46, 55]. 

 

3.2 Variable measurement 

To evaluate the ERM system in organizations, and to fulfill the objectives and hypothesis of the study, this study 

adapts some questionnaire items developed by [47], [26], and [48]. However, to enable a comprehensive view of ERM, 

the author tried to develop and add some questions to the above instrument to cover all 8 components of ERM which is 

offered by COSO [10] including internal environment, objective settings, event identification, risk assessment, risk 

response, control activities, information and communication, and monitoring. To develop the questions the author 

followed the principles and definitions offered by The Committee of Sponsoring Organizations of the Treadway 

Commission (2004b) in the “Enterprise Risk Management-Integrated Framework.” 

Regarding IT, this study followed the [9] questionnaire as a comprehensive measurement which measured technology 

of organizations by looking at IT strategy and IT structure. IT strategy is evaluated by IT environment scanning, and 

strategic use of IT. In addition, IT planning and control, and IT acquisition and implementation was used to measure IT 

structure.  

There was a total of 36 items for ERM and 29 items for IT used in the survey based on a respondent’s agreement or 

disagreement on a five-point Likert-type scale. The questionnaire was validated through expert interviews with three 

Chief risk officers and IT managers to gather information about ERM and IT. Moreover, to ensure the use of clear 

language the researchers employed two language professionals to revise the study instruments. A pilot test was also 

carried out for further refining the instrument. A small sample of institutions were requested to evaluate the 

questionnaire and provide feedback on the items. Based on general comments made, there were a few minor edits. The 

questionnaires of this study were administered through one to one supervision method to gather maximum response. 

Out of 86 questions developed, 84 were usable.  

 

3.3 Data Analysis 

Analysis of the raw data collected was conducted using Partial Least Square (PLS). PLS is a combination of principal 

components, path analysis, and regression. PLS offers several advantages. It is particularly appropriate for exploratory 

studies and model testing [49] with minimum sample size needs [49, 51]. PLS involves a two-stage method. First, in 

order to assess the reliability and validity of the measurement instruments, the measurement model is evaluated. 

Subsequently, the structural model of relationships between the variables is tested. 

 

 

 



  

 

 
 

3.3.1 Measurement model 

This  study  assessed  the  adequacy  of  the  measurement  model  through  an  examination  of  individual  

item  reliabilities,  convergent  and  discriminant  validity  of  all  constructs  (total  of  84 items) which are 

presented in Table 2 and Table 3 (see Appendix 1 and 2).  

Discriminant validity is met when the shared variance among any two variables (i.e., the square  of  their  

inter-correlations)  is  less  than  the  average variance extracted (AVE)  of  each  variable  [52].  As  can  be  

seen  from  Table 2,  there  was  no  correlation  between  any  two  latent constructs larger than or even equal 

to the square root AVE of these two constructs. Moreover, in ordet to evaluate discriminant validity, this study 

examined cross loading. In this regard, the items loading values was analysed to specified whether the indicators have 

the largest value on their own latent construct. The analysis revealed that all indicator variables load highest on the 

latent variable. Thus, this criterion is also fulfilled. Consequently, discriminant validity was supported and confidence 

was gained that all constructs in the research model were indeed measuring different concepts [52].  Finally 

Cronbach’s alpha scores and composite reliability were used to evaluate the reliability of the measures as suggested by 

[53], [54], and [55]. Cronbach’s alpha can be considered an adequate index of the inter-item consistency reliability of 

independent and dependent variables [54]. Reference [56] recommends that constructs have reliability scores in 

excess of 0.7 as a minimum threshold. According to [55] the minimum value of 0.7 is required for composite 

reliability (CR). The analysis of AVE, CR, and Cronbach’s Alpha of each variable and CFA for each instrument is 

presented in Table 3 (see Apendix 2).  

 

3.3.2 Structural model (hypothesis testing) 

After  testing  measurement  model,  the  structural  model  was  tested  to  answer  the  hypotheses of  

study.  The R2 (variance explained) and the sign and significance of path coefficients were applied to assess the 

structural model.  In PLS model evaluation path, R2 values are  the  amount  of  variance  of  dependent  

construct(s)  that  is  explained  by  the  independent construct(s).  Co-efficient,  on  the  other  hand  refers  

to  the  extent  of  change  in  the  dependent variable that is associated with  a  one  unit change in the 

independent variable. Both R2 and path coefficient values vary between 0 and 1 and closer to 1 is better (Hair et al., 

2003). According to Cohen (1988), the R2 values can be interpreted as follows: >0.35=strong effect; >0.15=moderate 

effect; >0.02=weak effect.  The corresponding t-values are assessed using the bootstrapping method. Good structural 

model fit exists when there are a sufficiently high explanatory relative power (R2) and statistically significant t-values. 

A bootstrapping method with 200 resamples was applied to evaluate the statistical significance of the path estimates. 

Figure 2 and Table 4 present the results of the measured structural model. 

 

 
Figure II: Framework and main effects test 

 
 



  

 

 
 

 

Table IV: Hypotheses testing 

Path Mean STDEV Coefficient t-value Hypothesis 

IT strategy -> ERM 0.947537 0.014601 0.336355 2.718469 Supported 

IT structure -> ERM 0.327173 0.125739 0.323792 2.575121 Supported 

 

The results of Table 3 allow us to test each of the proposed hypotheses. There are two main direct effects of IT on ERM 

in this study. All hypotheses  (H1  and  H2)  are  supported  because  the  model  shows  a  highly  

significant  link between both IT strategy (β=0.336, p>0.01, t value= 2.718) and  IT structure (β=0.324, p>0.05, t 

value= 2.575) with ERM. The R2 values of the model show that IT strategy and IT structure explain 37.4% of the 

variance of ERM. 

 

4 Discussion and Conclusion 

The results provided support for hypothesis 1 and 2 that there is a positive and significant relationship between IT 

strategy and IT structure and ERM in organization. This means that whatever IT system and its foundation is greater, 

the risk management would be better for the firm. The calculated values  and  path  coefficient  of  the  variables  

revealed  that  IT dimensions  among  Iranian financial institutions  has positive and significant  impact on  

ERM. This finding supports previous researches into this area which linked other dimensions of technology to risk 

management and found a positive and significant relationship [e.g. 6, 8]. 

The findings of this study make several contributions. First, the current findings extend ERM literature by providing a 

comprehensive view of IT through considering IT strategy as well as IT structure. This research could serve as a base 

for future studies on ERM in Iran. The findings further assist scholars’ in obtaining a better understanding of the role of 

technology in controlling risks and hazards.  Second, the empirical findings in this study provide  a  new  

understanding  of  the  underlying  concepts  of  ERM by considering all 8 components of COSO’s framework. 

Further, the findings contribute to managers’ knowledge of uses and benefits of improving ERM system through 

promoting IT system and its dimension. 

 

5 Limitations of Study 

The  findings  in  this  report  are  subject  to  at  least  three  limitations.  In other words, generalizing these 

results is subject to certain limitations. First, these findings are limited by the use of a cross sectional design. Second, 

these data apply only to measure the state of ERM and IT in the financial sector. Therefore, the results might not be 

generalizable to other business industries.  Further works therefore are required in other industries. Third, since only 

Iranian firms were included in this study, caution must be applied  as  the  findings  might  not  be  transferable  

to  other  developing  countries  as  well.  It  is strongly  recommended  that  further  research  be  

undertaken  in  the  same  subject  in  other developing countries.  It would also be interesting to compare the 

gained results from different business sectors and different countries together. Suggested studies results would be of 

great help to add substantially to scholars and managers understanding of various concepts and benefits of improving 

IT and ERM. At last, a further study with more focus on identifying other aspects of technology on ERM practices is 

suggested. 
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Appendix 1: Table II: Descriptive Statistics and Correlation for Continuous Variables   (Number=84)   

 

Diagonal items: AVE score roots 

(IE: Internal environment, OS: Objective setting, EI: Event Identification, RA: Risk assessment, RR: Risk response, CA: Control activities, INCO: 

Information and communication, M: Monitoring, ES: IT environmental scanning, SU: strategic use of IT, PC: IT planning and controlling, AI: IT acquisition 

and implementation) 

 

 

Appendix 2: Table III: Construct measurements summary 

 

Internal 

Environment 

Objective 

Setting 

Event 

identification 

Risk 

assessment 
Risk response Control activity 

Information 

communication 
Monitoring 

Cronbach’s Alpha 

0.890588 0.988641 0.789000 0.891409 0.891409 0.887201 0.885437 0.793802 

Composite Reliability 

0.892236 0.970427 0.792727 0.893607 0.893607 0.890492 0.889220 0.795376 

Average Variance Extracted (AVE) 

0.955161 0.936657 0.978493 0.974908 0.974908 0.963023 0.958235 0.981757 

  Mean S.D AI CA EI ES IE INCO M OS PC RA RR SU 

AI 2.8122 1.28632 0.92283                       

CA 3.0060 1.27651 0.48119 0.98133                     

EI 3.0952 1.42606 0.48373 0.68086 0.98918                   

ES 2.9071 1.31807 0.56642 0.49766 0.50389 0.98518                 

IE 2.8452 1.35519 0.53381 0.88983 0.75804 0.53680 0.97732               

INCO 2.8869 1.30419 0.55580 0.8378 0.80619 0.50529 0.91621 0.97889             

M 3.0000 1.34265 0.50197 0.7566 0.71072 0.45702 0.85372 0.77040 0.99083           

OS 2.9269 1.39909 0.54195 0.79716 0.73273 0.52352 0.88553 0.83494 0.83468 0.96781         

PC 2.5344 1.20691 0.86413 0.52015 0.44173 0.62809 0.54000 0.50032 0.48847 0.48690 0.91116       

RA 3.0357 1.43700 0.39248 0.71339 0.62016 0.39090 0.79348 0.72194 0.69041 0.71290 0.38707 0.98737     

RR 2.9970 1.36075 0.45704 0.80303 0.67146 0.44383 0.8759 0.81627 0.82029 0.81112 0.48677 0.73304 0.98907   

SU 3.0060 1.20587 0.64043 0.4242 0.51061 0.77053 0.52491 0.54120 0.43930 0.48586 0.74956 0.41173 0.42372 0.85205 



  

 

 

Loading Value 

IE1 0.96972 OS1 0.96707 EI1 0.88493 RA1 0.98723 RR1 0.8715 CA1 0.98146 INCO1 0.97820 M1 0.98978 

IE2 0.98137 OS2 0.86365 EI2 0.98867 RA2 0.96631 RR2 0.98281 CA2 0.88009 INCO2 0.96518 M2 0.96971 

IE3 0.98443 OS3 0.95343 EI3 0.98392 RA3 0.9856 RR3 0.98500 CA3 0.98087 INCO3 0.79305 M3 0.98682 

IE4 0.89405 OS4 0.98916  RA4 0.86025 RR4 0.79684 CA4 0.88291 INCO4 0.97893 M4 0.89699 

IE5 0.96318 OS5 0.94734       

IE6 0.97084 OS6 0.93377       

  OS7 0.88851       

 

 

Table III: Construct measurements summary (continue) 

 

IT environmental scanning Strategic use of IT IT planning and control 
IT acquisition and 

implementation 

Cronbach’s Alpha 

0.892409 0.917965 0.974320 0.977611 

Composite Reliability 

0.893976 0.938872 0.977765 0.980929 

Average Variance Extracted (AVE) 

0.970590 0.726003 0.830218 0.851618 

Loading Value 

ES1 0.98122 SU1 0.940863 PC1 0.879688 AI1 0.948436 

ES2 0.973296 SU2 0.989205 PC2 0.912059 AI2 0.968209 

ES3 0.988576 SU3 0.947277 PC3 0.857428 AI3 0.965179 

ES4 0.785969 SU4 0.956054 PC4 0.905917 AI4 0.954923 

ES5 0.796711 SU5 0.810155 PC5 0.941737 AI5 0.966549 

  SU6 0.821407 PC6 0.932234 AI6 0.93234 

    PC7 0.914135 AI7 0.930882 

    PC8 0.937407 AI8 0.7995 

    PC9 0.91656 AI9 0.824196 

 


