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”Look behind you, a Three-Headed Monkey!”

Guybrush Threepwood





Introduction

In a world running on a “smart” vision, the Internet of Things (IoT) progress

is going faster than ever. The term “things” is not just about computer, people

and smartphone, but also sensors, refrigerators, vehicles, clothing, food and so on.

Internet of Things is the possibility to provide an IP address for every item, so

it will have an interface on the Internet network. The household devices will not

just being commanded and monitored remotely then, but they will have an active

main character role, establishing a communication network between them.

Another important cause of the development of Internet of Things is the lower

cost of the electronic components: with only a few euros we are now able to

buy devices which are more powerful and faster than ever, for example, Arduino

and Raspberry Pi. These devices, if well configured, are able to evolve other

household items born before this revolution, providing an IP address to most of

the ordinary items.

Thinking about that, research and industry have started the implementation of

projects in various sectors: domotics, medicine, sensors engineering, environment

monitoring, etc.

This thesis aims to show how the IoT world, in conjunction with the research of

techniques of environment pollution monitoring, could be a good path to follow;

in the LIP6 lab (Laboratoire d’Informatique de Paris 6 ) our team and I studied

an innovative way to solve two different problems with the same tool:

• The pollution in the city of Paris, due to the particulate matter,

• Monitoring of fire in woods in remote areas of Thailand.
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ii INTRODUCTION

The thesis will begin describing a general overview, the state of art, of the IoT world

and of sensors networks, checking its potential and any restrictions, if present.

Then, every engineering aspect of the realized project, will been described in de-

tail.

This thesis will also prove that nowadays we have the right items and components

for the realization of reliable low-cost sensors.

The ultimate purpose is to verify the introduction of new network protocols like

NDN (Named Data Networking) to evaluate their performances and efficiency.

NDN is one of five projects funded by the U.S. National Science Foundation under

its Future Internet Architecture Program.

In chapter 5 I will propose the simulations output obtained by NS3 (Network

Simulator): a Thai-like scenario simulation using NDNSim and ChronoSync ap-

plication will be present.
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Chapter 1

State of the art

Figure 1.1: Scott Bedford/Shutterstock

According to Cisco Internet Business Solutions Group (IBSG), the number of

Internet devices will reach 50 billions by 2020.

The increase of new boards and smaller and smaller powerful and efficient sensors

made the computer science take the big step.
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2 1. State of the art

This chapter aims to describe the typical scenario of these little components which

are revolutionizing the technology, in an almost imperceptible way i.e. that of

Internet Of Things.

Up next, a further examination of an aspect of the IoT world will be analyzed:

Wireless Sensor Networks (WSNs), low-cost sensors typically adopted at in-

dustrial level or domestic level, to get environmental data.

1.1 IoT

1.1.1 Definition

The term Internet of Things was first coined by Kevin Ashton in the context

of supply chain management in 1999. [2]

However, in the past decade, the definition has been more inclusive covering wide

range of applications like healthcare, utilities, transport, etc. [3]

Even if the meaning of ”Thing” changes over time, it remains the idea that is is

the basis of M2M (Machine to Machine) communication: exchange data without

any human intervention.

This is leading to a radical transformation of the Internet in a huge interconnected

sensors network, which not only physically interact with the world or sense mea-

sures, but it supplies services to analyze data and to interact with them in real

time.

Thanks to prevalence of devices enabled by open wireless technology such as Blue-

tooth Low energy, Radio Frequency IDentification (RFID), Wi-Fi 802.11ah, and

many others as well as embedded sensor and actuator nodes, IoT has stepped out

of its infancy and is on the verge of transforming the current static Internet into

a fully integrated Future Internet [4].

Over the years, several definitions are assigned to IoT.

IEEE (Institute of Electrical and Electronic Engineers), in its special report on

Internet of Things issued in March 2014, described the phrase “Internet of Things”

as: A network of items — each embedded with sensors — which are connected to

the Internet. [5]
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Thanks to the transition from Ipv4 to Ipv6 which happened a few years ago, we

have an incredible breakthrough. Every household device could potentially be

equipped with an unique IP address, which can differentiate it from the others

and provide to it an entry to communicate in the network.

The relationship between real objects and virtual objects are well described in this

IoT definition:

“The Internet of Things represents a vision in which the Internet extends into the

real world embracing everyday objects. Physical items are no longer disconnected

from the virtual world, but can be controlled remotely and can act as physical access

points to Internet services. An Internet of Things makes computing truly ubiqui-

tous.” [6]

As identified by the authors in [7], Internet of Things can be realized in three

paradigms:

• Internet-oriented (middleware)

• Things-oriented (sensors)

• Semantic-oriented (knowledge)

Finally, IoT could be seen as a ”Interconnection of sensing and actuating devices

providing the ability to share information across platforms through a unified frame-

work, developing a common operating picture for enabling innovative applications.

This is achieved by seamless ubiquitous sensing, data analytics and information

representation with Cloud computing as the unifying framework.”[8]

1.1.2 Architecture

Internet of Things spreads over different levels: from the social level, through

the application level, till the software architecture, as shown in the figure below:
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Figure 1.2: Technological and social aspects related to IoT [9]

Generally, Internet of Things does not configure itself in a specific area, but it is

the result of different mechanisms that interact among them, from the software to

each low-level components.

IoT operating systems are designed to run on small-scale components in the

most efficient way possible, providing basic functionalities even if nowadays

the boards are becoming increasingly powerful and tiny.

Self-management and self-optimization of each individual component and/or

subsystem maybe strong requirements.

In other words, autonomous behaviors could become the norm in large and com-

plex IoT systems. [9]
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Let’s analyze now the different key points of the IoT world:

• User(s)

• Physical entity

• Device

• Sensor OS

User

A physical person or an active digital entity, a service, that has a goal. This

goal is achieved via interaction with the physical environment. This interaction is

mediated by the IoT.

The user can be active when it modifies the environment or passive when it only

retrieves values from it.

Physical entity

The Physical Entity is an identifiable part of the physical environment that

is of interest to the User for the completion of his goal. [10] Physical Entities can

be almost any object or environment; from humans or animals to cars; from store

or logistics chain items to computers; from electronic appliances to jewelery or

clothes.

Device

A device combines the users to the physical entities, simply suppling data or

interfaces among them when they’re close to the entities.

From a functional point of view, devices can belong to any of the following types:

• Tags – Passive sensors that are able to be read from ”readers” in order to

set a unique identifier to the device.
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RFID is a perfect solution for providing this unique identification of “things.”

The tag of an RFID is used to carry data, which is located on the object to

be identified.

This consists of a coupling element, such as an antenna, and an electronic

microchip, less than one-third millimeter in size.

• Sensors provide information about the physical entity they monitor. In-

formation in this context ranges from the identity of the physical entity to

measures of the physical state of the physical entity.

• An interrogator or reader reads the transmitted data. Compared with

tags, readers are larger, more expensive and power-hungry. They usually

transmits a low-power radio signal to power the tag.

The tag then selectively reflects energy and thus transmits some data back

to the reader, communicating its identity, location and any other relevant

information.

Frequencies currently used for data transmission by RFID typically include

125 kHz (low frequency), 13.56 MHz (high frequency) or 800-960 MHz (ultra-

high frequency).

• Actuators can modify the physical state of a physical entity. Actuators can

move (translate, rotate, etc.) simple physical entities or activate/deactivate

functionalities of more complex ones.

Sensor Operating Systems

Most operating systems (OS) that may be used for IoT were designed for

wireless sensor networks (WSN) like RIOT, TinyOS and Contiki.

OSs for sensor nodes follow either one of two different design concepts [12]:

• Event-driven systems, where every action an OS has to perform is trig-

gered by an event like a timer, an interruption indicating new sensor readings

or an incoming radio packet;
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• Multi-threaded system, where the OS multiplexes execution time between

the different tasks, implemented as threads.

RIOT is one the main and promising operating system IoT-oriented.

The developers of RIOT claim that an IoT OS needs to fulfill the following re-

quirements [11]:

• Minimal requirements to memory (RAM and program memory) and com-

puting power

• Ability to run on constrained hardware without more advanced components

like a memory management unit (MMU) or a floating-point unit (FPU)

• Standard programming interface

• Support for high-level programming languages

• Support to a variety of hardware platforms

• High degree of energy efficiency

• An adaptive and modular network stack

• Reliability

The strength of RIOT, and of the other IoT-oriented OS, is the low-power

consuming: Linux, which is developer-friendly and well supplied with every library

or driver you may need, lacks some of the minimum requirements above, as the

CPU management in a low-power scenario, by comparison.

These points are illustrated in the figure below, which compares attributes of the

cited OSs.

Figure 1.3: Hardware requirements for Contiki, TinyOS, Linux, and RIOT.

(3) full support, (◦) partial support,(7) no support.
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RIOT, and the like, are less supported by huge communities and they may have

a hard learning curve. For example TinyOS neither provides C/C++ support.

Figure 1.4: Key characteristics of Contiki, TinyOS, Linux, and RIOT.

(3) full support, (◦) partial support, (7) no support.

Summarizing, we can identify the following key system-level features that

Internet-of-Things needs to support [13]:

• Devices heterogeneity. IoT is characterized by a large heterogeneity in

terms of devices taking part in the system, which are expected to present

very different capabilities from the computational and communication stand-

points.

• Ubiquitous data exchange through proximity wireless technologies.

Wireless communications technologies enables smart objects to become net-

worked.

The ubiquitous adoption of the wireless medium for exchanging data also

pushes towards the adoption of cognitive/dynamic radio systems in order to

overcome issues in terms of spectrum availability [14].

• Scalability. As everyday objects get connected to a global information

infrastructure, scalability issues arise at different levels, including:

– naming and addressing – due to the sheer size of the resulting system,

even if IPv6 and NDN solve the problem;
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– data communication and networking – due to the high level of inter-

connection among a large number of entities, pushing new solutions in

terms of spectrum usage;

– information and knowledge management – due to the possibility of

building a digital counterpart to any entity and/or phenomena in the

physical realm;

– service provisioning and management – due to the massive number of

services/service execution options that could be available and the need

to handle heterogeneous resources;

• Energy-optimized solutions. In IoT minimizing the energy to be spent

for communication/computing purposes is primary constraint.

• Self-organization capabilities. The complexity and dynamics that many

IoT scenarios presents calls for distributing intelligence in the system, making

smart objects able to autonomously react to a wide range of different situ-

ations, in order to minimize human intervention. In this field, the artificial

intelligence brings a huge effort in order to make the device self-configurable.

[15].

• Localization and tracking capabilities. As entities in IoT can be identi-

fied and are provided with short-range wireless communications capabilities,

it becomes possible to track the location (and the movement) of smart ob-

jects in the physical realm.

• Embedded security and privacy-preserving mechanisms. Due to the

tight entanglement with the physical realm, IoT technology should be secure

and privacy-preserving by design. More details below.

1.1.3 Security

Data security and privacy will play an important role in IoT deployments. The

IoT world is tightly connected to the personal informations; so the data
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security and privacy are a critical factor would need attention.

To protect data against the first type of attack, memory is protected in most tag

technologies and solutions have been proposed for wireless sensor networks as well.

For example, tags protect both read and write operations on their memory with a

password [16].

Another way to protect data against attacks is protecting messaging according to

the Keyed-Hash Message Authentication Code (HMAC) scheme: this is based on

a common secret key shared between the tag and the destination of the message,

which is used in combination with a hash function to provide authentication. [18]

All the solutions proposed to support security use some cryptographic method-

ologies, even if they are power and energy hungry. Such solutions cannot be ap-

plied to the IoT, given that they will include elements (like RFID tags and sensor

nodes) that are seriously constrained in terms of energy, communications, and

computation capabilities [17].

Data confidentiality

In IoT scenarios, a fundamental issue is the data confidentiality. It is manda-

tory that only authorized entities can access and modify data.

This is particularly relevant in the business context, whereby data may represent

an asset to be protected to safeguard competitiveness and market values.

A transparent access control mechanism and a strong authentication process can

achieve this goal. [19].

Privacy

The concept of privacy is deeply rooted into our civilizations; the ways in

which data collection, mining, and provisioning will be accomplished in the IoT

are completely different from those that we now know and there will be an amazing

number of occasions for personal data to be collected.

Furthermore, the cost of information storage continues to decrease and is now

approaching 10−9 euro per byte; it means that once information is generated, will

most probably be retained indefinitely, which should push governments to legislate
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on private daya storage. The data described above, should be stored only until

it is strictly needed. [7]

In early-stage IoT deployments security solutions have mostly been devised in an

ad hoc way.

A recent report by Hewlett Packard Enterprise’s Aruba division confirms that 84%

of organizations analyzed have experienced an IoT-related security breach. [41]

In the perspective of an open IoT eco-system, whereby different actors may be

involved in a given application scenario, a number of security challenges do arise

[20].

1.2 Wireless Sensor Networks (WSN)

Figure 1.5: Wireless Sensor Networks [49]

1.2.1 Definition

Sensor networks are dense wireless networks of small, low-cost sensors,

which collect and disseminate environmental data. They facilitate monitoring and
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controlling of physical environments from remote locations with better accuracy.

They have applications in a variety of fields such as environmental monitoring,

indoor climate control, surveillance, structural monitoring, medical diagnostics,

disaster management, emergency response, ambient air monitoring and gathering

sensing information in inhospitable locations [21].

Sensor nodes have various energy and computational constraints because of

their inexpensive nature and ad-hoc method of deployment.

Considerable research has been focused at overcoming these deficiencies through

more energy efficient routing, localization algorithms and system design [22].

1.2.2 Architecture

This small device, called sensor node, consists of sensor, wireless communica-

tion device, small microcontroller and energy source.

Wireless sensor network has some unique characteristics such as large scale of de-

ployment, mobility of nodes, node failures, communication failures and dynamic

network topology. In addition, each sensor node has constraints on resource such

as energy, memory, computation speed and bandwidth because of the constraints

on size and cost.

Many applications of the WSN require secure communications. However, wire-

less sensor networks are prone to different types of malicious attacks, such as

impersonating, masquerading, interception for misleading because of the wireless

connectivity, the absence of the physical protection and the unattended deploy-

ment [23].

The main WSN components are the transducers.

A transducer is a device that converts energy from one domain to another.

It converts the quantity to be sensed into a useful signal that can be directly mea-

sured and processed. Since much signal conditioning and digital signal processing

is carried out by electronic circuits, the outputs of transducers that are useful for

sensor networks are generally voltages or currents [24].
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Figure 1.6: Sensory Transducer scheme [24]

Generally, a sensor node is a tiny device that includes three basic components:

1. a sensing subsystem for data acquisition from the physical surrounding en-

vironment

2. a processing subsystem for local data processing and storage,

3. a wireless communication subsystem for data transmission.

In addition, a power source supplies the energy needed by the device to perform

the programmed task. This power source often consists of a battery with a limited

energy budget.

There are different sensors such as pressure, accelerometer, camera, thermal, mi-

crophone, etc. They monitor conditions at different locations, such as tempera-

ture, humidity, vehicular movement, lightning condition, pressure, soil makeup,

noise levels, the presence or absence of certain kinds of objects, mechanical stress

levels on attached objects, the current characteristics such as speed, direction and

size of an object. [25]

A sensor node typically consists of five main parts [26]:

1. One or more sensors gather data from the environment.

2. The central unit in the form of a microprocessor manages the tasks.

3. A transceiver communicates with the environment

4. A memory is used to store temporary data or data generated during pro-

cessing.
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5. The battery supplies all parts with energy. To assure a sufficiently long

network lifetime, energy efficiency in all parts of the network is crucial.

Figure 1.7: Architecture of a smart sensor node [42]

The development of sensor nodes is influenced by increasing device complexity

on microchips, high performance, wireless networking technologies, a combination

of digital signal processing and sensor data acquisition, advances in the devel-

opment of microelectromechanical systems, and availability of high performance

development tools [27].

1.2.3 Characteristics of WSN

The main characteristics of a WSN include [28]:

• Power consumption constrains for nodes using batteries or energy harvesting

• Ability to cope with node failures

• Mobility of nodes

• Dynamic network topology
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• Communication failures

• Heterogeneity of nodes

• Scalability to large scale of deployment

• Ability to withstand harsh environmental conditions

• Ease of use

• Unattended operation

• Power consumption

1.2.4 Fields of applications of wireless sensor network

1. Security and surveillance: the sensors could be used in order to monitor

private properties through cameras or drones.

2. Environmental Monitoring: The term ”Environmental Sensor Networks”

has evolved to cover many applications of WSNs to earth science research.

This includes sensing volcanoes, oceans, glaciers, forests, etc.

• Air pollution monitoring : Wireless sensor networks have been deployed

in several cities to monitor the concentration of dangerous gases for

citizens. These can take advantage of the ad-hoc wireless links rather

than wired installations, which also make them more mobile for testing

readings in different areas.

• Forest fires detection: A network of Sensor Nodes can be installed in

a forest to detect when a fire has started. The nodes can be equipped

with sensors to measure temperature, humidity and gases which are

produced by fires in the trees or vegetation. The early detection is cru-

cial for a successful action of the firefighters; thanks to Wireless Sensor

Networks, the fire brigade would be able to know when a fire is started

and how it is spreading [25].
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3. Health Applications: In some modern hospital sensor networks are con-

structed to monitor patient physiological data, to control the drug adminis-

tration track and monitor patients and doctors.

4. Energy Control System: the sensors are able to check the flow current in

high voltage wires or control the train switch points.

5. Agriculture Applications: Wireless sensors free the farmer from the main-

tenance of wiring in a difficult environment. Wireless sensor networks are

also used to control the temperature and humidity levels inside commercial

greenhouses.

6. Industrial applications: the sensors in this field are used for a wide range

of purposes, from the production control to machine automation.

7. Structural monitoring: Wireless sensors can be used to monitor the move-

ment within buildings and infrastructure such as bridges, flyovers, embank-

ments, tunnels etc

1.2.5 WSN Based Air Pollution Monitoring Systems

Air pollution in urban areas with ubiquitous emission sources attracts extensive

attentions worldwide due to the tremendous impacts on human lives at anytime

and anywhere.

Data acquired by these stations can be utilized for building pollution maps and

models that provide authorized environmental situation information and predic-

tion [30].

According to this study [29] the existing WSN based air pollution monitoring

systems are classified into three categories based on the carriers of the sensor nodes:

1. Static Sensor Network (SSN): sensor nodes are usually mounted on the

streetlight or traffic light poles, or carefully selected locations.

In [47] a study was conducted in a similar backgrounds as ours: an outdoor
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ambient real-time air quality monitoring system was implemented and tested.

The sensors used get the concentration of O3, NO2, CO and H2S and GPRS

location over 1-minute sampling. The authors also built a Web and mobile

App to view the data. A solar panel was utilized to solve the power constraint

issue of the sensor nodes.

2. Community Sensor Network (CSN): sensor nodes are carried by the

public communities, usually by volunteers or people who are keen on air

quality.

[48] introduces a interesting project in a CSN scenario: an outdoor air quality

sensing system (P-Sense) based on the participatory sensing technology. The

sensors used collect multiple values like CO2, CO, VOCs, H2, temperature

and relative humidity and they exchange them via Bluetooth. Data are

acquired by the sensors and transmitted to the smartphone. Even in this

case, the authors developed a Web app to show the results.

3. Vehicle Sensor Network (VSN): Sensor nodes are carried by the public

transportations or specially equipped cars.
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Chapter 2

NDN

2.1 Definition

The NDN project transforms the concept of host-centric network architecture

(IP) to a data-centric network architecture and is one instance of a more general

network research direction called Information-Centric Networking (ICN).

IP was designed to create a communication network, where packets identified only

communication endpoints. Sustained growth in e-commerce, digital media, social

networking, and smartphone applications have led to dominant use of the Internet

as a distribution network. [34]

NDN aims to generalize the IP’s thin waist, such that packets can name objects

other than endpoints in a communication.

19
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Figure 2.1: CCN moves the universal component of the network stack from IP to

chunks of named content [35]

NDN changes the semantics of network service from delivering the packet to a

given destination address to fetching data identified by a given name.

A name in a NDN packets has a completely different meaning: it could be a book’s

chapter, a command in a system, a sensor data, a frame in a video etc.

2.2 Architecture

Coumminication in NDN is driven by two kinds of packets:

• Interest Packet: A consumer puts the name of a desired piece of data into

an Interest packet and sends it to the network. Routers use this name to

forward the Interest toward the data producer(s).

• Data Packet: Once the Interest reaches a node that has the requested

data, the node will return a Data packet that contains both the name and

the content, together with a signature by the producer’s key.
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Figure 2.2: CCN packet types [35]

In order to carry out the Interest/Data packet, NDN routers use a Forwarding

Strategy with three data structures:

• Forwarding Information Base (FIB): populated by a name-prefix based

routing protocol and multiple output interfaces per prefix

• Pending Interest Table (PIT): The table contains different entries; each

entry records the Data name with its incoming and outgoing interfaces.

• Contest Store (CS): The Content Store is a cache of Data packets received.

When an Interest packet comes, an NDN router checks the Content Store

first for matching data; if it exists the router returns the Data packet on the

interface from which the Interest came, else it looks up the name in its PIT.

In the absence of a matching PIT entry, the NDN router will forward the

Interest toward the producer based on information in the FIB according to the

Forwarding Strategy that may decide to drop it in certain situations: in this way

it avoids DoS attacks or links congestion.
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Figure 2.3: Forwarding Process at an NDN Node [34]

When a Data packet arrives, an NDN router finds the matching PIT entry,

forwards the data to ALL downstream interfaces listed in that PIT entry and it

then removes that PIT entry and caches the Data in the Content Store.

Data packets always take the reverse path of Interests and one Interest packet

results in one Data packet on each link, providing flow balance.

Neither Interest nor Data packets carry any host or interface addresses; routers

forward Interest packets toward data producers based on the names carried in the

packets, and forward Data packets to consumers based on the PIT state informa-

tion set up by the Interests at each hop [34].

The need of any source or destination notion becomes superfluous.

2.3 Names

NDN names are opaque to the network. This means that each application

choose the naming scheme that fits its needs.

Tha Names structure is hierarchical and every parts of the name is divided by ’/’.
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For example:

/upmc/lip6/106/temperature

may retrieve the temperature in the office 106 into the LIP6 lab in the UPMC

University.

Interest selectors in conjunction with longest prefix matching usually get the de-

sired data through one or more iterations.

Data that may be retrieved globally must have globally unique names, but names

used for local communications may require only local routing (or local broadcast)

to find matching data.

2.4 Security

TCP/IP leaves responsibility for security to the endpoints while NDN secures

the data itself by requiring data producers to cryptographically sign every

Data packet. [35] This inherently solves the lack of security in a IoT scenario.

It also supports finegrained trust, allowing consumers to reason about whether a

public key owner is an acceptable publisher for a data.

Applications can control access to data via encryption and distribute keys as en-

crypted NDN data. NDN’s use of multipath forwarding, together with the adaptive

forwarding strategy module, mitigates prefix hijacking because routers can detect

anomalies caused by hijacks and retrieve data through alternate paths. [36]

Since NDN packets reference content rather than devices, it is harder to mali-

ciously target a particular device, although mitigation mechanisms will be needed

against other NDN-specific attacks, e.g., Interest flooding DoS [37].
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Chapter 3

The project

Environmental pollution due to vehicular traffic, coal plants and waste inciner-

ation is a serious danger which could undermine the ecosystem, and is one of the

major cause of deaths per year.

According to a recent survey of the Stockholm Environment Institute (SEI), at least

3.4 millions of premature births are caused by air pollution. It is also estimated

that more than 90% of the world population lives in places where air pollution

exceeds safe limits set by the World Health Organization (WHO) [38].

China has the worst record, a place where pollution kills more than 1 million peo-

ple per year, followed by India (600.000) and Russia (140.000). Italy is the third

most polluted country of European Union, with more than 12.000 deaths per year.

The project aims to realize a low-powered, low-cost single-board computer that

is able to constantly monitor different measures as:

• Particulate matter 10 (PM10)

• Particulate matter 1.0 (PM1.0)

• Particulate matter 2.5 (PM2.5)

• Nitrogen dioxide (NO2)

• Formaldehyde

• Temperature

25
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• Air pressure

• Relative humidity

The different values, geo-localized via GPS, are measured in a time interval

and then sent to a centralized database to provide important data to organization

for pollution monitoring.

If, until now, the lack of appropriate or very expensive tools could have com-

promised a large-scale monitoring, this project now lays the groundwork for the

construction of low-cost tools that can give reliable measurements without needing

of professional equipments.

3.1 Objectives and requirements

The project sets some fundamental requirements as:

1. Low cost components: to allow a great scale production, it is necessary

being competitive in a market where there are industrial sensors, which are

functional but also expensive;

2. Low energy consumption, to minimize the necessity of recharge the board;

3. Certified sensor measurement: to ensure a reliable reading of the atmo-

spheric values;

4. Constant connection: to have a real-time feedback of the measurement

3.2 Context

The particulate matter is the set of substances suspended in the air and it is

a mix of: fibers, metals, solid and liquid pollutants, silica and carbonaceous par-

ticles.

In urban areas, the most dangerous pollutant is caused both by natural phenomena
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as dust, fires or erosion and anthropogenic factors as combustion engines, domes-

tic heating, mechanical and physical processing, incinerators, power plants and

tobacco smoke. [39]

The total dust emissions can be broken down depens on their particles dimensions.

In details there are three different categories:

• PM10 – particulate is made up of particles sizes of less than 10µm (less than

a hundredth of a millimeter), is an inhalable dust, i.e. it enters the nose and

the larynx. The particles between 2.5 and 5µm ish are deposited into the

bronchioles earlier. It remains in the air for 12 hours.

• PM2,5 – fine particulate with less than 2.5µm (a quarter of a hundredth of a

millimeter) in diameter, is a thoracic dust, i.e. it is able to penetrate deeply

into the lung.

• PM1.0, with less than 1µm in diameter, breathable dust able to penetrate

deeply into lung and alveoli. It can remains in the air up to a month.
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Figure 3.1: The penetration of particulate in the respiratory system [43]

The Italian legislation in the field of pollution (D.Lgs.155/2010) governs only

the presence of PM10 and PM2.5 in the air:

• PM10: The maximum annual limit level is 40µg/m3; the daily level is

50µg/m3, not to be exceeded more than 35 times a year.

• PM2.5: The limit level is 25µg/m3.
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Figure 3.2: World Air Quality Index [44]
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3.2.1 Paris

Figure 3.3: Paris Air Quality [44]

Paris, French capital, is the most populated city in Europe and it encompassing

a population of over 11 million people. In December 2016, the value of particu-

late matter in the city peaked the highest level in the last 10 years; it made the

administration set new rules about vehicles circulation and emissions.

A project in the field of particulate monitoring perfectly suits into this critical

situation.

The project in Paris requires the single-boards computer setup into back-

packs issued to first-grade children, in order to constantly monitor the pollution

along the home/school path.

In February 2017, the sensors developed have passed the preliminary tests success-

fully at the LSCE labs (Laboratoire des Sciences du Climat et de l’Environnement)

in Saclay and they’re being further tested at AirParif (Association de surveillance

de la qualité de l’air), Paris.
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Figure 3.4: AirParif particulate matter test, February 2017

In this case, this WSN scenario belongs to the CSN (Community Sensor Net-

work).

In CSN (or Participatory Sensing) systems, the sensor nodes are typically carried

by the users. They send data whenever a FreeWifi network is available. [32]

All the air pollution information is available to the public through the web page

or mobile App.

According to [29] there are some advantages and disadvantages:

Advantages

1. Coupled data generators and consumers: local or personal air pollution in-

formation is available.

2. Public-driven property: the cost of the sensor board and the data transmis-

sion can be apportioned by the users.

3. Automatic gathering property: the sensor nodes are densely distributed at

locations with gathering people automatically. Data with higher spatial res-

olution and accuracy are achievable in such case.
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4. Mobility of sensor nodes: the mobility of the users enlarges the sensor node’s

geographic coverage.

5. Public behaviors acquisition ability: information such as the public move-

ment patterns, and interaction between air quality and public behaviors, is

achievable.

6. Cost efficiency: the sensor node utilizes low-cost components.

Disadvantages

1. Low data accuracy and reliability: the sensor nodes are put into backpacks.

Also, the users spend significant amount of time indoor or inside cars [33].

2. Privacy issues: the users may not want to make their location information

public for privacy issues.

3. Serious constraint on energy consumption: the sensor nodes is powered by

battery with small capacity.

4. Uncontrolled or semi-controlled mobility: the routes of the sensor nodes or

users are pre-determined. The sensor nodes may squeeze into a small place

with crowded people and cause redundant sampling. Some locations may

never be visited.

5. Serious limitations on weight and size: the sensor node should be portable,

which affects the accuracy, reliability and number of sensors equipped, be-

cause it is carried by user.
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(a) Number of coal-fired plants in 2011 (b) Number of coal-fired plants by 2030

Figure 3.5: Number of coal-fired plants in Asia

3.2.2 Thailand

Coal emissions in Southeast Asia are projected to triple by 2030 (Figure 3.5).

”Air pollution in China and India has received a lot of scientific attention” said

Harvard University’s Shannon Koplitz, a lead researcher in the Asian air pollution

project. However, she says the ”impacts of planned coal power expansion in the

rest of the Southeast and East Asian region have been understudied” [40].

Koplitz ends by saying: ”Reliance on coal in emerging Southeast Asian countries

will have substantial and long-lasting impacts on air quality and public health”.

Our project, in collaboration with the AIT (Asian Institute of Technology) in

Bangkok, aims to monitor the pollution in the Chiang Rai area, in the north of

Thailand.

Installing our sensors in specific points in the region, will enable not only to mon-

itor the area, but also to identify forest fires or villages fires on time.

The sensors setup is scheduled for Spring 2017.
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Figure 3.6: Red pins on our future monitoring stations in Chiang Rai area

In this case, this WSN scenario belongs to the SSN (Static Sensor Network).

In SSN systems, the sensor nodes are typically mounted on the streetlight or traffic

light poles, or buildings.

By utilizing the low-cost ambient sensors, the number of sensor nodes in SSN

systems is much larger than that in the conventional monitoring systems.

As in the previous case, all the data is available to the public through the web

page and mobile App.

According to [29] there are some advantages and disadvantages:

Advantages

1. Loose constraint on energy consumption: the sensor nodes are powered by

batteries with large capacity or energy harvest devices or power line. In our

case we are planning to use solar panels.

2. Multiple sensors per node: one sensor node can equip with several types of

sensors because of the loose limitations on weight and size.
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3. Accurate and reliable data: sensor node can integrate with assisting tools

because of the loose limitations on weight and size.

4. Guaranteed network connectivity: once the stationary sensor node joined

the network, the topology is fixed and the connectivity is guaranteed even if

it has to be tested in the forest and with our distances between nodes.

5. Well calibrated and maintained sensors: the sensor nodes can be well cali-

brated and maintained by the professionals periodically.

Disadvantages

1. Careful placement of sensor nodes requirement: this is because of the location

dependence of air pollutants. In our case this has been already done in the

past.

2. Large number of sensor nodes requirement: data with sufficient geographic

coverage and spatial resolution are only achievable by increasing the number

of the stationary sensor nodes.

3. Customized network requirement: a customized wireless or wired network is

required when the cellular network is not utilized.

3.3 Architecture

The project had a series of different boards in order to find the right balance

between functionalities and requirements.

The prerequisites are:

• UART/I2C ports for the sensors

• Wifi 802.11 connection

• WPA2 Enterprise support for eduroam network

• EAP-SIM for freeWifi network



36 3. The project

• Linux, in order to be more flexible

• Arduino supported

• Ethernet connection

• A microprocessor for real-time sampling

• Low energy consumption

3.3.1 Sensors and components

The tested sensors chosen are:

• AM2302 (DHT22) - Temperature and Relative Humidity

The DHT22 is a basic, low-cost digital temperature and relative humidity sensor.

It uses a capacitive humidity sensor and a thermistor to measure the surrounding

air, and spits out a digital signal on the data pin.
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– Low cost

– 3 to 5V power and I/O

– 2.5mA max current use during conver-

sion (while requesting data)

– Good for 0-100% humidity readings

with 2-5% accuracy

– Good for -40 to 80◦C temperature read-

ings ±0.5◦C accuracy

– No more than 0.5 Hz sampling rate

(once every 2 seconds)

– Body size 27mm x 59mm x 13.5mm

(1.05” x 2.32” x 0.53”)

– 4 pins, 0.1” spacing

– Weight: 2.4g

• BMP180 - Barometric Pressure

This precision sensor from Bosch is a low-cost sensing solution for measuring baro-

metric pressure and temperature. The sensor is soldered onto a PCB with a 3.3V

regulator, I2C level shifter and pull-up resistors on the I2C pins.
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– Low cost

– Vin: 3 to 5VDC

– Logic: 3 to 5V compliant

– Pressure sensing range: 300-1100 hPa

(9000m to -500m above sea level)

– Up to 0.03hPa / 0.25m resolution

– -40 to +85◦C operational range, +-2◦C

temperature accuracy

– This board/chip uses I2C 7-bit address

0x77.

• PM SENSOR

The optical analyzer utilized, exploits the interaction between the ambient PM

and a laser. These analyzers are small, lightweight and battery operated.

Base on the optical principle, the optical analyzers can be classified into three

categories:

• direct imaging analyzers

• light scatting analyzers

• light obscuration (nephalometer) analyzers.

The sensor used is a light scattering optical analyzer.

This category of optical analyzers uses a high-energy laser as the light source.

When a particle passes through the detection chamber that only allows single par-

ticle sampling, the laser light is scattered by the particle. A photo detector detects

the scatting light. By analyzing the intensity of the scatting light, researchers can

deduce the size of the particle.

Also, the number of particle counts can be deduced by counting the number of
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detecting light on the photo detector.

Figure 3.7: Basic Light Scatting Particle Counter [29]

The advantage of this approach is that a single analyzer can detect particles

with different diameters simultaneously (i.e. PM2.5 , PM1.0 and PM10).

However, the particle counts need to be converted to mass concentration by cal-

culation (depends on the particle counts, particle types and particle shapes) and

this could introduce errors that further affect the precision and accuracy of the

analyzers [29].

There are some other technical components like:

• RTC DS3231 - Real time clock

The DS3231 is a low-cost, extremely accurate I2C real-time clock (RTC)

with an integrated temperature-compensated crystal oscillator (TCXO) and

crystal.

The device incorporates a battery input, and maintains accurate timekeeping

when main power to the device is interrupted.
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– Real-Time Clock Counts Seconds, Minutes, Hours, Date of the Month, Month,

Day of the Week, and Year, with Leap-Year Compensation Valid Up to 2100

– Accuracy ±2ppm from 0◦C to +40◦C

– Accuracy ±3.5ppm from -40◦C to +85◦C

– Digital Temp Sensor Output: ±3◦C Accuracy

– Register for Aging Trim

– Active-Low RST Output/Pushbutton Reset Debounce Input

– Two Time-of-Day Alarms

– Programmable Square-Wave Output Signal

– Simple Serial Interface Connects to Most Microcontrollers

– Fast (400kHz) I2C Interface

– Battery-Backup Input for Continuous Timekeeping

– Low Power Operation Extends Battery-Backup Run Time

– 3.3V Operation

– Operating Temperature Ranges: Commercial (0◦C to +70◦C) and Industrial

(-40◦C to +85◦C)
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• UBLOX Neo 7 - GPS

The new Ublox NEO 7 series is a high sensitivity, low power GPS module

that has 56 channels and outputs precise position updates at 10Hz.

– 56 channel Ublox NEO 7

– GPS L1 C/A, GLONASS L1 FDMA

– QZSS L1 C/A

– Galileo E1B/C

– SBAS: WAAS, EGNOS, MSAS

– 10Hz update rate

– 25x25x2 Ceramic patch antenna

– Rechargeable 3V Backup battery

– Low noise 3.3V regulator

– I2C EEPROM storage

– Power and fix LED’s

– Pedestal Mount/Case

– Pixhawk/PX4 compatible

– LNA MAX2659ELT+
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• Dekart SIM card reader

Dekart SIM card reader is a fully functional USB smart card reader.

Designed with modern hardware technologies, this USB SIM card reader

works reliably in any operating system that includes a PC/SC driver, with

any GSM SIM cards, 3G USIM cards, CDMA R-UIM cards, as well as with

smart cards.

3.3.2 Arduino Nano

The very first version of the project envisaged the design of a PCB (Printed

Circuit Board) with an Arduino Nano embedded with all the sensors and compo-

nents described above.

The Arduino Nano is a small, complete, and breadboard-friendly board based on

the ATmega328.

The board is designed especially for IoT applications and scenarios.
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– Microcontroller: ATmega328

– Architecture: AVR

– Operating Voltage: 5 V

– Flash Memory: 32 KB of which 2 KB used by

bootloader

– SRAM: 2 KB

– Clock Speed: 16 MHz

– Analog I/O Pins: 8

– EEPROM 1 KB:

– DC Current per I/O Pins: 40 mA (I/O Pins)

– Input Voltage: 7-12 V

– Digital I/O Pins: 22

– PWM Output: 6

– Power Consumption: 19 mA

– PCB Size: 18 x 45 mm

– Weight: 7 g
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Figure 3.8: Schematic of the first version of the project, Summer 2016

Designed in Summer 2016.

The very low-power nature of Arduino Nano lets the execution of the scripts up

to 4/5 days, thanks to the sleep mode available in some Arduino boards.

This version lacks of Linux flexibility and it does not connect to WPA2 Enterprise

networks or EAP-SIM. The WPA2-PSK is provided by a ESP8266 in the pcb.

The Thai sensor visible on the web page project is running this settings.



3.3 Architecture 45

3.3.3 Linkit Smart 7688 Duo

LinkIt Smart 7688 Duo is an open development board compatible with Ar-

duino Yún sketches, based on the OpenWrt Linux distribution, MT7688 and AT-

mega32u4.

The board is designed especially to enable the prototyping of IoT Application for

smart house or office.

Since it is compatible with Arduino, this allowed us to use different features similar

to Arduino Yún, which has helped on developing sketches.

The platform also offers options to create device applications in Python, Node.js

and C programming language.

– 580 MHz MIPS CPU

– Single input single output(1T1R)

– Wi-Fi 802.11 b/g/n (2.4G)

– Pin-out for GPIO, I2C, SPI, SPIS, UART, PWM and Ethernet Port

– 32MB Flash and 128MB DDR2 RAM

– USB host

– Micro SD slot

– Support for Arduino (ATmega32U4)
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The Linkit Smart 7688 Duo has Linux embedded.

Sadly all the network is managed by some proprietary driver that don’t support

WPA2-PEAP Enterprise or EAP-SIM, even if this board was the most promising

due to its low-power consumption.

3.3.4 Arduino Yùn

The Arduino Yún is a microcontroller board based on the ATmega32u4 and the

Atheros AR9331. The Atheros processor supports a Linux distribution based on

OpenWrt named Linino OS.

It consumes more than Arduino Nano but we tested it for its functionalities.

AVR Arduino microcontroller

– Microcontroller: ATmega32U4

– Operating Voltage: 5V

– Input Voltage: 5 V

– Digital I/O Pins: 20
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– PWM Output: 7

– Analog I/O Pins: 12

– DC Current per I/O Pin: 40 mA on I/O Pins; 50 mA on 3,3 Pin

– Flash Memory: 32 KB (of which 4 KB used by bootloader)

– SRAM: 2.5 KB

– EEPROM: 1 KB

– Clock Speed: 16 MHz

Arduino Microprocessor

– Processor: Atheros AR9331

– Architecture: MIPS

– Operating Voltage: 3.3V

– Ethernet: 802.3 10/100Mbit/s

– WiFi: 802.11b/g/n 2.4 GHz

– USB Type: 2.0 Host

– Card Reader: Micro-SD

– RAM: 64 MB DDR2

– Flash Memory: 16 MB

– SRAM: 2.5 KB

– EEPROM: 1 KB

– Clock Speed: 400 MHz

Arduino Yùn meets almost all the requirements.

The presence of a microcontroller and microprocessor allows us to have the real-

time Arduino reliability together with the Linux flexibility. It is the first board

tested that supports WPA2 Enterprise: we used wpa supplicant configuration to
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connect to eduroam network in the UPMC university.

OpenWrt lacks of our SIM reader’s drivers and EAP-SIM is not supported.

It has very low flash memory for storage out-of-the-box even if there are scripts in

order to allow some expansions on external SD cards.

According to our power consumption tests, Arduino Yùn consumes 460mAh ish.

3.3.5 Udoo Neo Full

Launched in 2015 and funded through Kickstarter, UDOO NEO is an Arduino-

powered Android / Linux single board computer enriched with 9-axis motion sen-

sors, Bluetooth 4.0 and a Wi-Fi module.

The unique feature of UDOO NEO is its heterogeneous processor, based on two

cores embedded on the very same chip: 1GHz ARM R© Cortex-A9 and an Arduino

UNO-compatible platform that clocks at 200 MHz, based on a Cortex-M4 I/O

real-time co-processor, all wrapped into an i.MX 6SoloX processor by NXP.

– Processor: NXP R© i.MX 6SoloX applications processor with an embedded

ARM Cortex-A9 core and a Cortex-M4 Core

– Memory: 1GB

– Graphics: Integrated 2d/3d graphics controller

– Video Out: Micro HDMI interface - LVDS interface + touch (I2C signals)

– Video In: Analog camera connection supporting NTSC and PAL - 8-bit

parallel camera interface
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– Mass Storage: MicroSD card slot onboard - 8-bit SDIO interface

– Audio: HDMI audio transmitter - S/PIDF & I2S

– USB: 1x USB 2.0 Type A ports - 1x USB OTG (micro-AB connector)

– Networking: Fast ethernet RJ45 – 10/100Mbps - Wi-Fi 802.11 b/g/n, Direct

Mode SmartConfig and Bluetooth 4.0 Low Energy

– Serial Ports: 3x UART ports - 2x CAN Bus interfaces

– Other Interfaces: 8x PWM signals - 3x I2C interface - 1x SPI interface - 6x

multiplexable signals

– Power Supply: 5 V DC Micro USB - 6-15 V DC Power Jack - RTC Battery

Connector

– LEDs: Green Power Status LED - User Configurable LEDs (Red and Orange)

– Integrated Sensors: 3-Axis Accelerometer - 3-Axis Magnetometer - 3-Axis

Digital Gyroscope - 1x Sensor Snap-In I2C connector

– Dimensions: 89mm x59mm (3.50′′ x 2.32′′)

– Arduino Pinout: Arduino-Compatible through the standard Arduino Pins

layout and compatible with Arduino shields.

– Digital I/O Pins: 32 extended GPIOs (A9 dedicated) - 22 arduino GPIOs

(M4 dedicated)

– Analog Input Pins: 6 available Pins

– Operating System: Android Lollipop & Linux UDOObuntu2 (14.04 LTS)

Udoo Neo Full is an Italian project that aims to provide the market with a

low-power and low-cost single-board computer with high performances.

The presence of Linux kernel (even if based on the old version 3.14.56) together

with 16GB of flash memory, allowed us to compile and install every package we

needed and all the sensors drivers.

It supports WPA2 Enterprise and It is the first board tested that supports EAP-

SIM. We tested the FreeWifi connection availability with the Dekart reader and a
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sim card.

The only negative note concerns the power consumption: the sleep mode is not

officially supported and we didn’t have support or hints from the developers about

it; this makes Udoo Neo consumes high in some circumstances where there are

Wifi, GPS and PM sensors actived.

According to our power consumption tests, Udoo Neo Full consumes 550mAh ish.

Udoo Neo is therefore the candidate for the Thai scenario, where the nodes are

fixed and we have A/C power supplier or solar panels in the buildings, without

weight problems.

3.3.6 Beaglebone Black Wireless

BeagleBone Black Wireless is the newest board in the BeagleBone family that

replaces the 10/100 Ethernet port with on-board 802.11 b/g/n 2.4GHz Wi-Fi.

The BeagleBone Black Wireless has a Texas Instruments WL1835MODGBMOCT

module and is an open source board utilizing Cadsoft EAGLE.

The new BeagleBone Wireless introduces the BeagleBoard compatible Octavo

OSD3358 system-in-package (SiP). The SiP has a Texas Instruments TPS65217C

PMIC, Sitara AM335x MPU, and TL5209 LDO.

– Processor: Sitara AM335x MPU 1GHz ARM R© Cortex-A8 - 2x PRU 32-bit

microcontrollers
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– Memory: 512MB DDR3 800MHZ RAM

– Graphics: 3D graphics accelerator

– Video Out: HDMI

– Mass Storage: 4GB 8-bit eMMC on-board flash storage

– USB: USB client for power & communications

– Networking: 802.11b/g/n and Bluetooth 4.1 plus BLE

– Power Supply: 5 V DC Micro USB - 6-15 V DC Power Jack - RTC Battery

Connector

– Dimensions: 86mm (L) x 53mm (W)

– Analog Pins: 7 pins ( AIN pins are rated 0 - 1.8V only)

– Digital I/O Pins: 65 pins (rated 0 - 3.3V only)

– Operating System: Debian, Arch, Angstrom

Beaglebone Black Wireless is a good candidate for the Parisian scenario.

The possibility to set its AM335X into the sleep-mode allows to reduce the power

consumption drastically.

Our preliminary test estimated that the consumption is 200mAh, less than half

the Udoo’s consumptions.

Debian 8.6 and Linux 4.4 supply the maximum flexibility with the most recent

drivers and packages support. In addition, the Kernel 4.4 has massively improved

its power management.
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Chapter 4

Implementation

The process flow is divided into 4 steps:

1. An Arduino sketch deals with initialize the sensors, sample the data produced

and it writes them to the serial port.

2. The script Ardu2Linux is responsible for parsing the serial port from the

Linux side, identifying which type of data have been produced; it checks if

they’re syntactically correct and finally it creates a new file in the file system

like this:

< latitude * longitudine * altitude * value >

while its filename is the epoch1 and its extension is the kind of sensor2.

E.g. a temperature sample produced will be name like this:

1482237603.temp: 48.8628005981*2.32920002937*20*23.5

3. The script Linux2Server is responsible for checking if there are samples in

the sampling folder defined in the settings file. If true, the script creates the

TLV (Type Length Value) packets to send to a centralized server.

4. Eventually, on server-side, a script reads the incoming packets, it checks if

their format is correct and it add them into the database.
1seconds that have elapsed since 1/1/1970
2e.g. temp or humi or PM10
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4.1 Arduino

In details, let’s examine the sketch responsible for reading the sensors.

The sketch follows the Arduino template: there is setup() where the sensors are

initialized and loop() where the sensors are read.

Algorithm 1 Setup sequence

procedure Setup

Set RTC Alarm

Set the working state of the PM sensor

Serial Arduino/Linux init

Serial PM sensor init

RTC init

DHT22 init

BMP init

Once setup the serial port and sensors’ GPIOs, it is loop time:

at the beginning the Real Time Clock (RTC) synchronizes with the system clock,

checking which one is correct.

Subsequently, the sampling gets started through some Arduino libraries; then the

sketch writes on the serial port every data it collected checking if they’re not NaN3.

The flow provides that the sample is done every period minutes4; eventually the

loop verifies if it is necessary to set the sleep-mode: if true that means that there

is still more than 15 seconds to the next RTC alarm.

In the sleep() function, the program checks if the RTC has triggered the alarm

interrupt; only it that case, the loop restarts.

3Not a number
4Usually every 5 or 10 minutes
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Algorithm 2 Loop sequence

procedure Loop

Time Update From Serial

t← now()

while now()− t < 30 do

PM sensor warmup

while now()− t < 60 do

Read PM1.0 PM2.5 PM10 and Formaldehyde

Read PM average values

Read Relative Humidity value

Read Temperature value

Read Pressure value

Print PM1.0 to Serial

Print PM2.5 to Serial

Print PM10 to Serial

Print Formaldehyde to Serial

Print Temperature to Serial

Print Relative Humidity to Serial

Print Pressure to Serial

minNow ← rtc.now().minute()

n periods← 60/period

nextAlarm← (((minNow/period) + 1)%n periods) ∗ period
diff ← ((((nextAlarm−minNow)%60) + 60)%60)

if diff > 1||(diff == 1 & rtc.now().second() < LIMIT SECONDS)

then return Sleep()
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Figure 4.1: Arduino Flow chart

4.2 Linux

At Linux-side two Python scripts are responsible for parsing the serial and for

building the packets ready to be sent to the server.

Ardu2Linux executes a series of tasks:

• Initializing the GPS serial;

• Synchronizing the system time with the RTC;
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• Reading everything is written through the Arduino Serial, checking if they’re

syntactically correct 5.

• Depending on the data received, the script checks every value is well formed;

the serial may put some noisy characters sometimes.

• At the end, a file is created in the spool directory defined in the configuration

file.

Figure 4.2: Arduino and Linux Interaction chart

Linux2Server, however, runs at regular intervals by Linux CRON and it checks

if there are files available.

If it is so, it opens a socket with the server and it starts creating the TLV packets:

every packet consists of an header, with the board ID and the data timestamp,

and a data field, with the type of the data and the numeric/string value.

5Every values follows the pattern type#value
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The following provides an example for temperature packet:

– Header: 42,1482237603

– Data: h,4,23.5

In this example, ’h’ stands for short integer, while 4 is the temperature type id.

The type IDs are defined in a specific database table described below.

Eventually, on server side, a python script is responsible for demultiplexing

every incoming packet. It checks if they’re well formatted and it generates the

correct SQL entries to the database.

4.3 Database

The database is made up of 4 tables:

• unified-data: here are the sensors’ values entries.

Every entry contains the following fields:

– id, of the entry,

– node_id, specified in unified-node table,

– server_timestamp, that corresponds to the timestamp when the server

has received the sample,

– timestamp, that corresponds to the timestamp when the data has been

produced by the sensor,

– type_id, it is the type identification specified in unified-type,

– value_num, if the value is numeric,

– value_str, if the value is a string;
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• unified-node: here are the entries with every boards’ id number that are

unique for the nodes in the world map.

Every entry contains the following fields:

– id, of the node,

– name, user-friendly node’s name,

– interval, (in minutes) between two samples.

• unified-type: here are the entry with every kind of type of data: every

entry stands for a different kind of sensor.

Every entry contains the following fields:

– id, of the node,

– view_id, id used to show the node on the world map,

– notes, type name,

– datatype, data format,

– multiplier, of the value

• unified-view: this table contains the information useful to the front-end in

order to show correctly the charts on the map.

Every entry contains the following fields:

– id, of the kind of value,

– name, full name of the kind of type,

– unit, unit of measurement,

– minimum, minimum value in order to show the node as green,

– threshold, minimum value in order to show the node as orange,

– maximum, minimum value in order to show the node as red,

– number, has value 1 if it is numeric, 0 instead
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4.4 Front-end

We developed a user-friendly web platform to let users to watch nodes data.

Through Google Maps is possible to identify every node connected in the world

and it is possible to check the data flows in real-time.

It is not only possible access the fresh data, but changing the date, is possible to

read every sensors history.

Figure 4.3: Two sensors on our Web application
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NDN into the project

In view of a future deployment, in order to study potential and characteristics

of this new protocol, I simulated a possible NDN application use scenario through

NS3 (ns-3 Network Simulator). The application chosen for the test is ChronoSync.

The in-depth analysis of ChronoSync is well described in [46]

5.1 ChronoSync

ChronoSync originates from the synchronization chat protocols or from stor-

age cloud service like Dropbox: it describes a dataset state through a crypted

digest (e.g. SHA256); every nodes’ goal is to exchange this digest in order to

check if the state matches with its internal state or any changes happened.

Every node, through periodic broadcast Interests, can announce a data production

or it can get the data from another producer in the graph.

Each application, based on ChronoSync, has to define a Logic module, where

there are all the methods needed to the application logic management. (e.g. mes-

sage sorting in a chat, ChronoChat, or files synchronization, in Cloud storage,

ChronoShare).
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Figure 5.1: ChronoSync overview [46]

5.2 The ndnSIM simulation

With the help of NS3 and ndnSIM module, I defined a sensors tree, where each

nodes can have two different purposes:

• Producer node: The leaf nodes of the tree simulate the real sensors. Every

minutes they produce a data (in the simulation they generate a pseudo-

random integer) like an environment sample in reality. Next, ChronoSync is

responsible for retrieving the date from the Interest in order to aggregate it

with the others. Everytime a date has been produced, a broadcast Interest

is generated to announce the other nodes that the state digest has changed;

so the synchronization begins.

• Aggregator node: The nodes inside the tree (root included) are aggregator

nodes, i.e. during the simulation, they try to get every data has produced
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from the producers, through the sync mechanism by ChronoSync. Then

they start getting data processed like the average or min/max of last hour

sampling.

Once the ”aggregator data” has been processed, every node register the new

data’s name into the FIB in order to retrieve them from any nodes in the

network, through an Interest package.

Figure 5.2: Simulation tree [46]

The simulation aims is to check the ChronoSync architecture and reliability in

a semi-real context. The topology described may well represent the Thai scenario:

lots of sensors sample the pollution and they write values in synchronization; at

this point a coordinator node might want to check the PM average in the area,

doing ’sync’ between its subtree nodes.

The higher the tree level, the more processed data are available and they will be

related to a bigger area.
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The simulation has the following characteristics:

• Tree topology,

• 3 Aggregator nodes, one of them directly linked to 4, 20, 50, 100 producer

nodes, each,

• Producer nodes record a new value every 60 seconds,

• Every node sends a Sync Interest every 60 seconds,

• The simulation time is 1000 seconds.

5.3 Results

Figure 5.3: Received Packet Overtime

The first chart is the result of 4 simulations with different number of producers.

It is important to that the root, node 0, gets all the data sent by producer nodes
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properly. The root node is therefore in a position to aggregate all the tree.

It should be noted that a node ’father’ (node 1 ), gets half of root’s data ish, as

expected since it only gets its subtree values.

Figure 5.4: Data propagation delay

The second chart, unfortunately, shows a problem in the ChronoSync applica-

tion used. In these 4 tests, the delay between a data production and its arrival to

the root has been calculated.

While the delay is acceptable with values < 20, since the synchronization happens

every minute, it gets worse if number of leaves increase: the delay does not remain

constant.

This is due to the broadcast nature of ChronoSync, that fits better with experi-

ments in which every node can synchronize with the others, e.g. a chat application.

The aggregator nodes, in this case, end up becoming bottle-necks, slowing the Sync

Interest forwarding.
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Figure 5.5: ndnSIM simulation

A further test with forwarders has been tested with the same results: moving

the forward from a ChronoSync node to a NDN node, the aggregator node still

gets lots of Interest packages.



Conclusions

Nowadays, the low cost of components and a wide choice of boards and oper-

ating systems, let the IoT wide open for the people’s fantasy. Anyone with the

right idea and with a small budget can build equipment able to solve unimaginable

problems.

This thesis showed two important aspects:

• The use of particulate matter sensors with microcontrolled boards allows

anyone to build a domestic single-board, able to monitor the atmospheric

pollution. Most ambitious projects, like the one described in this thesis, con-

comitantly with specialized agencies, can help the research to make further

progress even in situations unlinked to computer science, such as medical,

health, and education services.

Monitoring fire stations in remote areas in Thailand and wearable sensors

among the Paris rues, are two example, soon ready, of how information

technology can have a significant impact on human life.

• From an experimental point of view, it has not just dealt with a new concept

of sensors sampling, but a new protocol has been tested instead of using

traditional one, i.e. IP protocol. The use of NDN, even if it was a preliminary

test and it needs more studies and attention, showed its potential allowing

to access data in a new way.

Certainly, further improvements must be made in NDN scope to check its

correctness and the ChronoSync reliability in a similar context, such as the one

proposed by this thesis.
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