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Differential selective pressure 
alters rate of drug resistance 
acquisition in heterogeneous tumor 
populations
Daphne Sun1, Simona Dalin2,3, Michael T. Hemann2,3, Douglas A. Lauffenburger1,2,3 & 
Boyang Zhao1,3,4

Recent drug discovery and development efforts have created a large arsenal of targeted and 
chemotherapeutic drugs for precision medicine. However, drug resistance remains a major challenge 
as minor pre-existing resistant subpopulations are often found to be enriched at relapse. Current drug 
design has been heavily focused on initial efficacy, and we do not fully understand the effects of drug 
selective pressure on long-term drug resistance potential. Using a minimal two-population model, 
taking into account subpopulation proportions and growth/kill rates, we modeled long-term drug 
treatment and performed parameter sweeps to analyze the effects of each parameter on therapeutic 
efficacy. We found that drugs with the same overall initial kill may exert differential selective pressures, 
affecting long-term therapeutic outcome. We validated our conclusions experimentally using a 
preclinical model of Burkitt’s lymphoma. Furthermore, we highlighted an intrinsic tradeoff between 
drug-imposed overall selective pressure and rate of adaptation. A principled approach in understanding 
the effects of distinct drug selective pressures on short-term and long-term tumor response enables 
better design of therapeutics that ultimately minimize relapse.

Recent high-throughput sequencing studies revealed extensive intratumoral heterogeneity in patients1,2. 
Sequencing of clinical data and quantitative modeling approaches have shown tumor clonal evolution to be highly 
dynamic, with minor subclones oftentimes selected for during drug treatment3–8. Such drug-imposed selective 
pressures can affect the trajectories of evolution, and further, can be in competition with various other processes, 
such as background mutation rates, fitness of the resulting mutations, and clonal cooperativity/interference9–12.

Given this evidence, it follows that tumor heterogeneity and dynamics need to be considered during the diag-
nosis and treatment of cancer. Both stochastic13–26 and deterministic27,28 approaches have been used to model 
the clonal dynamics of the initiation, progression, and development of heterogeneity in cancers. Other studies 
have used similar mathematical/computational approaches to model tumor clonal dynamics under drug treat-
ment5–8,29,30 and design optimal drug combinations and/or dosing schedules in the regime of these complex 
dynamics31,32. We have previously used a computational approach to rationally design drug combinations in the 
context of tumor heterogeneity33. The objective in the optimization model was to find drug combinations that can 
best maximize the initial killing given a particular heterogeneous tumor composition. While maximizing initial 
tumor killing constitutes one goal in clinical therapeutic design, ultimately delaying the onset of drug resistance is 
critical for prolonged survival. Several studies have examined unconventional regimens that may influence over-
all survival34,35. However, the question remains as to how exactly overall drug-imposed selective pressure affects 
tumor dynamics and long-term drug resistance potential.

Here, we perform a systematic computational analysis to interrogate the effects of different drug-imposed 
selective pressures on long-term therapeutic outcome. We are especially interested in the case where two dif-
ferent regimens can have the same initial efficacy on the overall tumor, but differential drug-imposed selective 
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pressures on the individual subpopulations may lead to significantly different drug sensitivities in the long-term. 
Systematic sampling of the parameter space brought additional insight into the dependencies of growth rates, kill 
rates, and subpopulation proportions on potential predictability of therapeutic outcome, and intrinsic tradeoffs 
in therapeutic design.

Results
We focused our analysis in the regime of large population size (e.g. at times of diagnosis), and assumed that the 
population is well-mixed and contains pre-existing resistant subpopulations. While stochastic drift and back-
ground mutation rates are also important driving forces in clonal evolution and resistance12, we are interested 
here in regimes where there already exists resistant subpopulation(s) prior to drug treatment. This has been 
clinically observed in a number of studies4,6–8, where, while the pre-existing resistant cells are in the minority, the 
subpopulation size is still substantial enough that selection is the dominating driving process in resistance36. Thus, 
we can assume a sufficient initial subpopulation size such that tumor dynamics can be modeled as determinis-
tic processes, using ordinary differential equations (ODEs). Several parameters are of relevance. These include 
growth rates and drug killing rates of each subpopulation, overall growth and kill rates of the tumor, and the 
relative size of each subpopulation in the initial tumor (see Methods for details of the mathematical model).To 
effectively make comparisons across different drug regimens under the influence of these parameters, we required 
a common reference condition. Therefore, we ensured the same initial overall tumor size at the time of treatment 
and initial tumor reduction following the first treatment cycle between drug regimens. As such, this enabled us to 
compare various regimens, such as cases where two regimens result in the same overall initial tumor reduction, 
but cause vastly different resistance potentials due to differential killing of the subpopulations. We will refer to a 
treatment with differential killing of subpopulations as ‘asymmetric treatment’, and equal killing as ‘symmetric 
treatment’, for the remainder of this paper.

Differential Selective Pressure Affects Therapeutic Outcome. We first examined a single scenario 
contrasting a symmetric treatment, with equal subpopulation kill, and an asymmetric treatment, with unequal 
subpopulation kill. Upon successive symmetric treatments, we expectedly observed comparable tumor composi-
tions at the initial and final time points (Fig. 1a, as a representative example of approximately symmetric killing). 
In contrast, an asymmetric treatment led to the outgrowth of one subpopulation upon multiple rounds of treat-
ment (Fig. 1b). These results are intuitive. However, the important metrics of relevance for our later analyses are 
the following. The first is with respect to overall tumor size: in accordance with our constraints, the two regimens 
(i.e. symmetric vs asymmetric) had the same initial tumor burden and tumor reduction following a single round 
of treatment. As such, the initial efficacy of both regimens are comparable. Nevertheless, repetitive treatments led 
to a divergence in efficacy, with symmetric treatment having a smaller final tumor burden (Fig. 1c). This diver-
gence in efficacy is also apparent when we examine other metrics, such as the percent tumor reduction after each 
round of treatment (Fig. 1d). In addition, by taking the slope of the percent tumor reduction values for successive 
doses, we can determine the rate of change in tumor sensitivity. In other words, the greater the decrease in tumor 
reduction after each round of treatment, the more negative the rate of change in tumor sensitivity. Taking the 
absolute value of this metric can be thought of as the rate of adaptation, which refers to how quickly the popula-
tion composition changes (and thus responds to therapy) upon successive rounds of drug treatment. Because the 
tumor either retains the same or diminishing drug sensitivity in our analyses, we use the term ‘rate of adaptation’ 
for the rest of this paper to refer to the rate of acquisition of resistance.

Computational Sampling to Identify Mapping of Distinct Parameter Regions to Therapeutic 
Outcome. Using these aforementioned metrics (i.e. overall tumor size and rate of adaptation), we next stud-
ied how varying parameters and particular parameter regions affect therapeutic outcomes. Our ODE system of 
equations is fully defined by the following set of parameters: overall growth rate (ks), overall kill rate (αs), growth 
rate (k1) and kill rate (α1) of subpopulation 1, and the initial fraction of each subpopulation (P1

0 and P2
0). Given a 

defined set of values for these parameters, we can correspondingly determine growth rate (k2) and kill rate (α2) of 
the second subpopulation (see Methods for details on mathematical derivations, proofs, and constraints 
analyses).

We performed Latin hypercube sampling of the parameter sets (Fig. 2). We focused our analysis mainly on 
the effects of differential growth rate and kill rate on our therapeutic metrics, as influenced by different overall 
growth rates, kill rates, and subpopulation proportions. This analysis can be best visualized on a two-dimensional 
plot of differential kill rate (α2/α1) versus differential growth rate (k2/k1). Traversing along the abscissa toward the 
right, we increase the differential killing of the tumor subpopulations (i.e. differential selective pressure). On the 
other hand, values deviating up or down from the center of the ordinate axis correspond to differential growth 
rates of the subpopulations. This visualization also suggests the existence of a diagonal line corresponding to an 
‘effective’ equal growth and kill rate as we transverse in this parameter space (dotted diagonal line in Fig. 2). Here, 
the differential growth rate is balanced by the differential killing rate such that the net effect is symmetric growth 
and killing.

Increase in overall selective pressure broadens parameter range of adaptation rate. Using this analysis procedure 
and visualization, we first examined the effects of varying overall killing rate (αs) on long-term therapeutic effi-
cacy. We observed that the region of high rate of adaptation (i.e. more negative rate of change in tumor sensitivity, 
colored blue in the heatmap in Fig. 3a) broadens with increased overall kill, particularly along the differential 
growth rate axis. This suggests that when we increase the overall selective pressure on the tumor population, the 
rate of adaptation becomes less dependent on the differences in growth rates between subpopulations. In addition, 
increased differential killing of the subpopulations led to increased rate of adaptation (Fig. 3a and Supplementary 
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Fig. S1a). Thus, differential drug-induced selective pressure plays a prominent role in predicting rate of adaptation 
(and thus development of resistance), and dominates over a broader range of differential growth rates of subpop-
ulations as we increase the overall selective pressure on the tumor population.

Moreover, when we examined the corresponding final tumor size (Supplementary Fig. S2a), we observed that 
increasing the overall kill rate always leads to an overall decreased final tumor size. However, this comes with a 
cost of increasing the rate of adaptation in regions where there is significant difference in growth rates and kill 
rates (Supplementary Fig. S4). As such, there is a trade-off at higher overall selective pressures between overall 
tumor reduction and the rate of adaptation (and resistance acquisition).

Increase in overall growth rate affects rate of adaptation, contingent on directionality of relative fitness. Next, we 
explored how overall growth rate of a tumor population affects therapeutic efficacy. While overall growth rate is 
not a parameter we can modulate as easily in an experimental/clinical setting (as this can be an intrinsic prolifer-
ation rate of the tumor population), examination of this parameter gives us insight into the consequence of pro-
liferation, as associated with a particular tumor type, on its resistance potential in light of the other parameters. 

Figure 1. Representative tumor kinetics under regimens with distinct selective pressures on 
subpopulations. (a) Tumor kinetics of a minimal two-subpopulation tumor under a ‘symmetric’ regimen. 
Here, the drug has approximately equal selective pressure (i.e. killing) on the two subpopulations. Multiple 
rounds of drug treatment results in nearly the same tumor composition (with respect to the ratio of the two 
subpopulations). (b) Kinetics under an ‘asymmetric’ regimen with differential killing of the subpopulations, 
resulting in changes to the final tumor composition over multiple rounds of drug treatment. (c,d) Comparison 
of the overall tumor kinetics under symmetric and asymmetric treatment, illustrating that although the overall 
killing is the same after the first initial dose, asymmetric treatment results in higher tumor burden in the long-
term (c) and reduced drug sensitivity (d).
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Interestingly, we observed that the region of independence in the rate of adaptation no longer stretches along the 
ordinate axis, but rather broadens along the differential kill axis (region I in Fig. 3b and Supplementary Fig. S1b). 
This occurs only in the upper quadrants because of the direct competition between two parameters: the growth 
rate of subpopulation 2 (relative to subpopulation 1) and the killing rate of subpopulation 2 (relative to subpop-
ulation 1). Increasing the overall growth rate of the tumor population amplifies the dominance in growth rate of 
subpopulation 2 over subpopulation 1, and thus minimizes the effect of differential selective pressure on the rate 
of adaptation. On the other hand, when the relative growth rate is in the opposite direction (i.e. subpopulation 1 
has a higher fitness advantage over subpopulation 2), we expectably again observe the importance of differential 
drug selection on the rate of adaptation (region II in Fig. 3b and Supplementary Fig. S1b). Hence, when the pro-
liferation of the tumor is high, and with preferential fitness advantage on the same subpopulation as preferentially 
targeted by the drug, we have the least ability to minimize the rate of adaptation and resistance through choosing 
drugs with desirable differential killing characteristics.

Initial subpopulation fractions affect magnitude in rate of adaptation across parameter regimes. Initial tumor 
composition can vary widely prior to treatment. We examined the effects of varying initial fractions of subpop-
ulation 1 on therapeutic outcome. Here, we observed that decreasing the initial proportion of subpopulation 1 
decreases the magnitude of rate of adaptation (Fig. 3c) and overall tumor size (Supplementary Fig. S2c) across the 
entire parameter space, but does not change the general topology of the distinct regions (Supplementary Figs S1c 
and S3c). Thus, differential selective pressure still plays a critical role in the rate of adaptation, but the timescale 
over which a resistant subpopulation arises and becomes apparent is affected by initial subpopulation sizes.

Combinatorial effects of overall growth/kill rates constrain parameter regimes with high rate 
of adaptation. Thus far, we have analyzed independently the effects of overall growth rate (ks) and overall kill 
rate (αs). To gain an understanding of the combinatorial effects of these two parameters in relation to differential 
growth and kill rates, we ran our simulations again with higher overall growth/kill rates. In comparison to Fig. 3a, 
we again observed the broadening of the region of high rate of adaptation with increased overall killing rate 
(Fig. 4a and Supplementary Fig. S5a). However, at the higher basal overall growth rate, the spread of this area is 
now considerably dampened – specifically in regions where the same subpopulation has both a preferential fitness 
advantage and a preferential killing by drug (i.e. upper half of the heatmap) (Fig. 4a in comparison with Fig. 3a). 
We obtained similar conclusions when varying overall growth rate at a higher basal overall kill rate (region I 
in Fig. 3b in comparison with Fig. 4b and Supplementary Fig. S5b), or when we examined the final tumor size 
(Supplementary Figs S6 and S7 in comparison with Supplementary Figs S2 and S3). On the other hand, in regions 
where the subpopulation with preferential fitness advantage is not the same subpopulation with preferential kill-
ing (i.e. lower half of the heatmap), we observed enhanced spread of areas with high rate of adaptation. Thus, the 
overall growth and kill rates are competing factors in controlling the range of differential growth and kill rates 
where high rate of adaptation is attainable, and this is contingent on the directionality of preferential growth and 
kill.

Experimental differential selection demonstrating its effect on long-term resistance potential.  
To experimentally validate the results of our model, we used a preclinical murine model of Burkitt’s lym-
phoma37,38. The cell line was derived from a Eμ-myc; p19Arf−/− transgenic mouse, and was additionally transduced 
with different shRNA hairpins, knocking down genes in the DNA damage pathway and Bcl-2 family members33,39. 

Figure 2. Analysis procedure to identify parameter regimes with high/low therapeutic efficacy. Latin 
hypercube sampling was performed on the following parameters: overall growth rate (ks), overall kill rate (αs), 
growth rate (k1) and kill rate (α1) of subpopulation 1, and the initial fraction of each subpopulation (P1

0 and P2
0). 

See Supplementary Table S1 for the parameter range used. Provided with the constraint of equal tumor burden 
and tumor reduction following first round of treatment, we derived the corresponding growth rate (k2) and kill 
rate (α2) of subpopulation 2. For each given parameter set, we ran the ODE simulations and derived therapeutic 
metrics (tumor size, percent tumor reduction, and rate of change in tumor sensitivity). This was visualized on a 
two-dimensional heatmap of differential growth (k2/k1) versus differential killing α α( / )2 1 .
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Figure 3. Distinct parameter regimes influence rate of adaptation and acquisition of resistance.  
(a–c) Heatmaps showing rate of adaptation of tumor population to drug upon multiple rounds of drug 
treatment, given the specified model parameters (killing rates, growth rates, and initial subpopulation 
proportions). More accurately, the rate of change in drug sensitivity is shown, but this is directly related to 
the rate of adaptation. The abscissa axis is the ratio of the kill rates on the two subpopulations, and represents 
the extent of differential killing, or in other words the bias in killing of one subpopulation over the other. The 
ordinate axis is the ratio of growth rates, and represents the extent of differential growth between the two 
subpopulations. (a) Each subpanel shows the rate of adaptation corresponding to a given overall killing rate, 
and is ordered from left to right in increasing overall kill. Increased overall kill results in a more pronounced 
region of high rate of adaptation. Growth rate (ks) was fixed at 0.01 hr−1. (b) Similar layout as shown in (a), but 
with increasing overall growth rates. Increased overall growth rate results in two distinct pronounced regions of 
increased rate of adaptation. Killing rate (αs) was fixed at 0.01 hr−1. (c) Similar layout as shown in (a), but with 
decreasing initial subpopulation proportion.
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Each sorted population, with shRNA targeting a gene of interest, represents a distinct subpopulation. A heter-
ogeneous tumor can thus be modeled by using admixed combinations of these subpopulations. Empty vectors 
were used as negative controls. We measured the net growth rate in the absence of drug and dose response in the 
presence of a number of chemotherapeutics for each individual subpopulation (Supplementary Fig. S8). From 
these, we chose a pair of subpopulations with the same/differential sensitivity to distinct drugs. We observed no 
statistically significant differences between growth rates of the chosen cell lines: shBim and shChk2 (Fig. 5a). 

Figure 4. Combinatorial effects of overall growth and kill rates on parameter regimes with high/low rate of 
adaptation. (a) In contrast to Fig. 3a, the simulations here were performed at a higher basal overall growth rate 
(ks). The effect of increasing the overall kill rate (i.e. broadening the range for which high rate of adaptation can 
be attained) is limited at this higher overall growth rate, such that this phenomenon does not become completely 
independent of the differences in growth rates. Growth rate (ks) was fixed at 0.05 hr−1. (b) Differential growth 
rates give rise to particular regions with distinct high rate of adaptation. In regions where the preferential growth 
and killing of the subpopulation coincides, the area of this region is diminished (in comparison with Fig. 3b). 
Killing rate (αs) was fixed at 0.04 hr−1.
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Figure 5. Experimental validation of ‘symmetric’ and ‘asymmetric’ treatments on Eμ-myc tumor cells.  
(a) Parental murine Eμ -myc; p19Arf−/− cell line was transduced with different shRNA hairpins. The bar plot 
shows the measured net growth rate of the individual cell lines. Data were compiled from three replicates at 
seven time points. Data is shown as mean ±  SEM. No significant difference was observed between any of the 
growth rates (one-way ANOVA). (b) Corresponding IC50s (derived from a 12-point dose response curve, 
with error bars indicating SEM from model fit) for the individual cell lines upon treatment with olaparib or 
paclitaxel. For vector controls, IC50 fold change of MLT/MLS is shown. For shChk2/shBim, the geometric 
mean in magnitude of IC50 fold change between shChk2 and shBim is shown. ns, not significant, *P <  0.05, 
**P <  0.01, ***P <  0.001 (ANOVA with Bonferroni post-test. p-values for shBim and shChk2 were combined 
with Fisher’s Method). (c) Schematic of the drug selection on an admixed tumor population. Cell lines with 
shChk2 or shBim were mixed in a 1:1 ratio. IC50s of the cell populations in response to different drugs were 
determined from dose responses performed pre- and post- drug selection. (d) Enrichment/depletion of the 
shBim fraction relative to the empty vector control and normalized to day 1 shBim fraction over the course of 
drug selection. Olaparib treatment led to significant depletion of the shBim subpopulation. Data were compiled 
from two independent experiments. Averages shown as lines, individual replicate values shown as points. ns, 
not significant, *P <  0.05 (one-way ANOVA with Bonferroni post-test). (e) Comparison of shBim/shChk2 
populations’ change in drug resistance after symmetric (paclitaxel) or asymmetric (olaparib) treatment. This 
is calculated here as log2 fold change in IC50 between pre- and post- treatment. Data were compiled from 
two independent experiments. Averages shown as bars, individual replicate values shown as points. ns, not 
significant, **P <  0.01 (two-way ANOVA with Bonferroni post-test). (f) Parameterization of the mathematical 
model with experimentally derived parameter set (see Table S2) denoted by the white asterisk in the parameter 
space. Heatmap with the closest match to experimentally derived parameter values was based on αs =  0.01 hr−1 
and ks =  0.05 hr−1. Per both computational modeling and experimental results, the asymmetric olaparib 
treatment led to higher rate of adaptation.
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Both shBim and shChk2 conferred similar sensitivity to paclitaxel treatment, a microtubule poison, while shBim 
conferred significantly more sensitivity to a PARP inhibitor, olaparib, than shChk2 (Fig. 5b). Because of the large 
difference in IC50s for shBim and shChk2 under olaparib treatment, this drug is an example of asymmetric treat-
ment. Conversely, the modest difference in IC50s for these two subpopulations under paclitaxel shows that this 
is a case of symmetric treatment. As expected, we observed no significant differences in IC50s for our MLT and 
MLS vector controls for both drugs.

Using an admixed population of shBim/shChk2 on MLS or MLT vectors in equal proportions, we exposed the 
heterogeneous tumor population to olaparib or paclitaxel at a dose that killed 50% of the overall population. Both 
before and after drug selection, we performed dose responses to measure the efficacy of olaparib and paclitaxel 
on the original and post-selected populations (Fig. 5c). Under little selective pressure and nearly symmetric treat-
ment with paclitaxel, the admixed tumor populations maintained their subpopulation proportions. We observed 
no significant difference in shBim percentage, relative to the MLS/MLT control population, between untreated 
and paclitaxel-treated populations over 7 days of treatment (Fig. 5d). We also observed no significant changes 
in drug sensitivity in the untreated and paclitaxel treated populations post-selection (Fig. 5e). In contrast, upon 
asymmetric treatment with olaparib, shBim depletion was observed relative to the vector control, showing signif-
icant difference in shBim fold change compared to untreated populations by 4 and 7 days of treatment (Fig. 5d). 
Furthermore, the resulting post-selection population showed significant increase in resistance to subsequent 
olaparib treatment (Fig. 5e).

Using the experimentally determined growth rates and killing rates (Supplementary Table S2), we can fur-
ther parameterize our mathematical model to visualize where our experimentally validated parameter set lies 
using the same schematic of differential growth versus differential kill that we have introduced earlier. Here, we 
observed that the asymmetric drug olaparib, with a higher differential selective pressure, exhibited a higher rate 
of adaptation (Fig. 5f). Notably, the range in rate of adaptation from our computational model was quite broad, 
and even the modest difference, per prediction by the model, between these two drugs was sufficiently resolved 
experimentally. Taken together, knowledge of tumor subpopulation growth rates and kill rates can enable predic-
tions on how drug treatment affects rate of adaptation. While drugs with intrinsic asymmetric selective pressure 
on individual subpopulations can achieve equally effective initial response compared to symmetric regimens, they 
can amplify rate of adaptation and eventual resistance acquisition.

Discussion
Chemotherapy regimens have been traditionally developed empirically with the goal of maximizing overall 
tumor kill while maintaining a tolerable level of toxicity. This empirical approach and such rationales have been 
the major cornerstone for many of the frontline combination therapies (e.g. Hyper-CVAD, CHOP, etc) used even 
to this day. However, although this ‘hit-hard, hit-early’ approach has led to many success stories, drug resistance 
remains a major obstacle towards achieving a cure. In addition, recent genome sequencing of patients both lon-
gitudinally and spatially in different regions of the primary/metastatic tumor have brought greater focus to the 
extent of intratumoral heterogeneity in patients40. This presents a major challenge for therapeutic strategies in 
minimizing resistance, as we often observe the outgrowth of minor subpopulations to dominance at relapse41. 
This is further complicated by the complexity of potential differences in fitness for each subpopulation, both in 
terms of their growth rates and their responses to drugs.

Here, using ordinary differential equations modeling in a tractable model, we have systemically explored how 
different contexts (i.e. subpopulation size, growth and kill rates) affect outcome (using metrics such as final tumor 
size and drug sensitivity). We observed that the initial tumor response is often not the best predictor for eventual 
prognosis. We specifically highlighted this through comparing regimens where the initial overall kill (i.e. selective 
pressure imposed by the drug) is the same, but due to differential selective pressure on the subpopulations, these 
regimens can result in very different therapeutic outcomes. A systematic interrogation through parameter sam-
pling further enabled us to rationalize this effect in the context of different magnitudes of initial subpopulation 
proportions, and growth and kill rates of overall and individual subpopulations. We further illustrated this using 
a preclinical murine model of Burkitt’s lymphoma (Eμ-myc; p19Arf−/−), where treatment of an admixed hetero-
geneous tumor population with olaparib (a case of a differential selective pressure regimen) led to much greater 
resistance potential than paclitaxel (a case of an equal selective pressure regimen).

Furthermore, we observed the intrinsic tradeoff in maximizing overall kill (and thus greater initial reduction 
in tumor size) and greater resistance potential. In other words, while we can modulate parameters by choosing 
drugs that result in increased overall tumor killing, such strategies often come at the expense of drug sensitivity 
after repetitive treatments. This concept has been explored in antibiotic combination studies, where highly syn-
ergistic antibiotic drug combinations (i.e. greater selective pressure imposed on the population) led to a much 
greater rate of adaptation9,42. Therefore, consideration of the impact of overall and individual selective pressures 
on the rate of resistance acquisition is equally as critical as the initial tumor response.

Our model was based on the assumption that selection dominates over de novo mutation and genetic drift 
as the main driver of resistance in regimes where there exists a minor, but substantially sized, population of 
resistant cells. There are other clinically relevant contexts where drift and de novo mutations cannot be ignored. 
This includes, for example, when the resistant subpopulation is not present prior to treatment and/or in very 
small numbers, such that mutations and drift can vastly influence the dynamics and timing of clonal occurrence, 
and the overall time to relapse. Several studies of tumor clonal dynamics have used various stochastic methods 
to model de novo mutation and/or genetic drift in cancer initiation/progression13,16,22,23 and response to drug 
treatment36. Additional factors such as different growth models, clonal interference, and other subpopulation 
interactions (and with its environment) would undoubtedly further complicate our interpretations. Nevertheless, 
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this study offers an analysis on the tradeoffs in short-term and long-term drug response from the perspective of 
tumor dynamics driven by selection.

Computational/Mathematical Methods
Mathematical model. A heterogeneous tumor was modeled as two subpopulations (P1, P2), with distinc-
tive growth rates (k1, k2) and drug killing rates (α1, α2). The kinetics of the two subpopulations were modeled 
using ODE equations for exponential growth, shown below.
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= −
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dt
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Since ks is always a positive value, the expression exp(kst) is always greater than 1.

Boundary and constraints following first round of drug treatment. Per our constraint, after the first 
dose, the differential killing of the subpopulations should result in equivalent overall tumor burden reduction as 
per overall growth rate (ks) and kill rate (αs), such that,

α α α− + − = + −P k t P k t P P k texp[( ) ] exp[( ) ] ( )exp[( ) ] (7)d d
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1 1 2
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Solving for α2
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where Ps
d
,1
1 and Ps

d
,2
1 are subpopulations P1 and P2 under symmetric growth (ks) at time point d1.
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Lemma 1.2: The bound for α1 is α α α α∈ | < <{ }1 1 1 1min max
 and for α2 is α α α α∈ | < <{ }2 2 2 2min max
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Proof of Lemma 1.2:
The minimum α1 value such that α2 is defined requires

α α+ − − − >
P
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Therefore,
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The value α2 is maximum when the logarithm term in the α2 expression is minimized, which occurs when 
α α→1 1min

. This means,
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An additional constraint is to ensure that α2 is not negative. Therefore, setting α2 equal to zero and rearranging 
the terms in (8),
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Solving for α1,
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Similarly, solving for α1 from equation (7),
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which means the minimum α2 for which α1 is defined is,
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And the maximum value for α1 is,

α α α= −








+ − − −








k
t P

P P k t P k t1 ln 1 (( )exp[( ) ] exp[( ) ])
(17)d s

d
s
d

s s
d

1 1
1

1 ,1
1

,2
1

2
1

2 2minmax

It is clear that the expression for α1max
 above is a tighter bound (vis-à-vis equation (14)) because of the extra α2min

 
term. These bounds for k1max

 (equation (4)) and α1min
, α1max

, α2min
, and α2max

 (Lemma 1.2 equations in (9)) were used 
when we performed parameter sampling (see next section below).

Parameter sampling and simulations. We used a Latin hypercube sampling method to explore the 
global parameter space. Specifically, we performed a parameter sweep of P1

0, P2
0, ks, αs, log2[α2/α1], k2/k1. Here we 

sampled the ratios of the killing and growth rates instead of α1 or k1 to ensure uniform sampling in this trans-
formed space – as this is the final parameter space in which we performed our subsequent analyses. From the 
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sampled ratios, we derived the corresponding α1 via non-linear regression fit of log2[α2/α1] versus α1 to an expo-
nential function. Similar fitting was performed to derive k1. For each given parameter set {P1

0, P2
0, ks, αs, k1, α1}, we 

calculated the corresponding k2 and α2 values according to equations (3) and (8). We only kept values that are 
within bounds, as described in our constraint analyses. ODE simulation was then performed using Matlab ODE 
solver ode45 with a relative error tolerance of 1e–8 and an absolute error tolerance of [1e–8, 1e–8].

Experimental Methods
Cell culture and chemicals. Murine Eμ -Myc; p19Arf −/− B-cell lymphomas were cultured in B-cell medium 
[45% Dulbecco’s Modified Eagle Medium (DMEM), 45% Iscove’s Modified Dulbecco’s Medium (IMDM), 10% 
FBS, supplemented with 2 mmol/L L-glutamine, and 5 μ mol/L β -mercaptoethanol]. The cell line was tested and 
shown to be free of Mycoplasma using both PCR-based (American Type Culture Collection) and biochemi-
cal-based (Lonza) methods. Paclitaxel was obtained from LC Laboratories and olaparib was a gift from Peter 
Ghoroghchian.

shRNA constructs and transfection/transduction. All shRNAs were expressed in either MSCV–LTR–
MIR30–SV40–GFP (MLS)43 or MSCV–LTR–MIR30–PGK–Tomato (MLT) retroviral vectors and were previously 
validated for knockdown39. Transfection and transduction were performed as previously described33. Infected 
cells were subsequently sorted using a cell sorter.

In vitro assays. Proliferation assay was performed to determine the net growth rate of each sorted 
shRNA-containing population. On day 0, 10,000 cells were seeded per well in a 96 well plate and incubated for up 
to 72 hrs. Cell number was counted every 12 hrs using a cell analyzer FACS LSR, FACSCanto, or LSRFortessa (BD 
Biosciences). For dose response experiments, the kill rates were assessed for individual populations by measuring 
the IC50 at 48 hours. The IC50 value was determined via fitting data to the following dose response equation,

= +
−

+ ( )
y A

A A

1 (18)
inf

inf

drug
IC

n
0

[ ]
50

where y is the % live cells, Ainf is the % live cells at the highest drug concentration, A0 is the % live cells at 0 drug 
concentration, n is the hill coefficient, IC50 is the drug concentration where the % live cells is reduced by half, and 
[drug] is the concentration of the drug.

Killing rate α was calculated using the following equation.

α = −
y

t
ln( )

(19)

For drug selection experiments, indicated shRNA-containing populations were mixed at a 50:50 ratio and 
confirmed using a cell analyzer. The admixed tumor population was treated with indicated drug at IC50 concen-
tration – a dose needed to achieve 50% cell death at 48 hours in the individual populations. Cells were cultured 
in drug for six days and were split as needed. Cell death was assessed with propidium iodide incorporation. After 
four days, the percentages of GFP+  and Tomato+  cells were analyzed on a cell analyzer. Experiments were per-
formed with indicated shRNAs in both MLS and MLT vectors to rule out any vector-specific effects.

Experimentally Derived Model Parameters. P1
0 and P2

0 values were determined based on the final ratio 
of the two populations after several rounds of mixing, averaged between the two replicates (ratios experimentally 
determined using FACS). k1 and k2 values are the experimentally determined shChk2 and shBim growth rates in 
the absence of drug, averaged between the two vectors. ks was solved for based on the determined values for P1

0, 
P2
0, k1, and k2, following the constraint equation for symmetric initial tumor burden before treatment (2). α 1 and 

α 2 values for each drug were derived from individual dose response experiments, averaged between the two vec-
tors, and calculated based on equations (18) and (19). α s was calculated using equation (19), where the percent 
live cells (y) was 50%, based on the experimental design criteria that the admixed tumor population would be 
treated at a dose achieving 50% cell death at 48 hours.

Statistical Analyses. Statistical analyses were performed using Prism v5 (GraphPad). Two-tailed Student 
t tests, ANOVA and two-way ANOVA with Bonferroni’s post hoc tests, and Fisher’s method were performed as 
indicated. Error bars shown are mean ±  SEM.

References
1. Gerlinger, M. et al. Intratumor heterogeneity and branched evolution revealed by multiregion sequencing. N. Engl. J. Med. 366, 

883–892 (2012).
2. Marusyk, A. & Polyak, K. Tumor heterogeneity: causes and consequences. Biochim. Biophys. Acta 1805, 105–117 (2010).
3. Ding, L. et al. Clonal evolution in relapsed acute myeloid leukaemia revealed by whole-genome sequencing. Nature 481, 506–510 

(2012).
4. Misale, S. et al. Emergence of KRAS mutations and acquired resistance to anti-EGFR therapy in colorectal cancer. Nature 486, 

532–536 (2012).
5. Bhang, H. C. et al. Studying clonal dynamics in response to cancer therapy using high-complexity barcoding. Nat. Med. 21, 440–448 

(2015).
6. Leder, K. et al. Fitness conferred by BCR-ABL kinase domain mutations determines the risk of pre-existing resistance in chronic 

myeloid leukemia. PLoS One 6 (2011).



www.nature.com/scientificreports/

1 2Scientific RepoRts | 6:36198 | DOI: 10.1038/srep36198

7. Komarova, N. L., Burger, J. A. & Wodarz, D. Evolution of ibrutinib resistance in chronic lymphocytic leukemia (CLL). Proc. Natl. 
Acad. Sci. USA 111, 13906–13911 (2014).

8. Bozic, I. & Nowak, M. A. Timing and heterogeneity of mutations associated with drug resistance in metastatic cancers. Proc. Natl. 
Acad. Sci. USA 111, 15964–15968 (2014).

9. Pena-Miller, R. et al. When the Most Potent Combination of Antibiotics Selects for the Greatest Bacterial Load: The Smile-Frown 
Transition. PLoS Biol. 11 (2013).

10. Foo, J. & Michor, F. Evolution of resistance to anti-cancer therapy during general dosing schedules. J. Theor. Biol. 263, 179–188 
(2010).

11. Lipinski, K. A. et al. Cancer Evolution and the Limits of Predictability in Precision Cancer Medicine. Trends in Cancer 2, 49–63 
(2016).

12. Zhao, B., Hemann, M. T. & Lauffenburger, D. A. Modeling tumor clonal evolution for drug combinations design. Trends in Cancer 
2, 144–158 (2016).

13. Foo, J., Leder, K. & Michor, F. Stochastic dynamics of cancer initiation. Phys. Biol. 8, 15002 (2011).
14. Iwasa, Y., Michor, F., Komarova, N. L. & Nowak, M. A. Population genetics of tumor suppressor genes. J. Theor. Biol. 233, 15–23 

(2005).
15. Iwasa, Y., Michor, F. & Nowak, M. A. Stochastic Tunnels in Evolutionary Dynamics. Genetics 166, 1571–1579 (2004).
16. Beerenwinkel, N. et al. Genetic progression and the waiting time to cancer. PLoS Comput. Biol. 3, 2239–2246 (2007).
17. Datta, R. S., Gutteridge, A., Swanton, C., Maley, C. C. & Graham, T. A. Modelling the evolution of genetic instability during tumour 

progression. Evol. Appl. 6, 20–33 (2013).
18. Park, S.-C. & Krug, J. Clonal interference in large populations. Proc. Natl. Acad. Sci. USA 104, 18135–18140 (2007).
19. Bozic, I. et al. Accumulation of driver and passenger mutations during tumor progression. Proc. Natl. Acad. Sci. USA 107, 

18545–18550 (2010).
20. Reiter, J. G., Bozic, I., Allen, B., Chatterjee, K. & Nowak, M. A. The effect of one additional driver mutation on tumor progression. 

Evol. Appl. 6, 34–45 (2013).
21. Danesh, K., Durrett, R., Havrilesky, L. J. & Myers, E. A branching process model of ovarian cancer. J. Theor. Biol. 314, 10–15 (2012).
22. McFarland, C. D., Korolev, K. S., Kryukov, G. V., Sunyaev, S. R. & Mirny, L. A. Impact of deleterious passenger mutations on cancer 

progression. Proc. Natl. Acad. Sci. USA 110, 2910–2915 (2013).
23. McFarland, C. D., Mirny, L. a. & Korolev, K. S. Tug-of-war between driver and passenger mutations in cancer and other adaptive 

processes. Proc. Natl. Acad. Sci. USA 111, 15138–15143 (2014).
24. Iwasa, Y. & Michor, F. Evolutionary dynamics of intratumor heterogeneity. PLoS One 6 (2011).
25. Durrett, R., Foo, J., Leder, K., Mayberry, J. & Michor, F. Intratumor heterogeneity in evolutionary models of tumor progression. 

Genetics 188, 461–477 (2011).
26. Antal, T. & Krapivsky, P. L. Exact solution of a two-type branching process: Models of tumor progression. J. Stat. Phys. P08018, doi: 

10.1088/1742-5468/2011/08/P08018 (2011).
27. Page, K. M. & Nowak, M. A. Unifying evolutionary dynamics. J. Theor. Biol. 219, 93–98 (2002).
28. Michor, F. et al. Dynamics of chronic myeloid leukaemia. Nature 435, 1267–1270 (2005).
29. Bozic, I., Allen, B. & Nowak, M. A. Dynamics of targeted cancer therapy. Trends in Molecular Medicine 18, 311–316 (2012).
30. Bozic, I. et al. Evolutionary dynamics of cancer in response to targeted combination therapy. Elife 2013 (2013).
31. Shi, J., Alagoz, O., Erenay, F. S. & Su, Q. A survey of optimization models on cancer chemotherapy treatment planning. Annals of 

Operations Research 1–26, doi: 10.1007/s10479-011-0869-4 (2011).
32. Radhakrishnan, M. L. & Tidor, B. Optimal drug cocktail design: Methods for targeting molecular ensembles and insights from 

theoretical model systems. J. Chem. Inf. Model. 48, 1055–1073 (2008).
33. Zhao, B., Pritchard, J. R., Lauffenburger, D. A. & Hemann, M. T. Addressing genetic tumor heterogeneity through computationally 

predictive combination therapy. Cancer Discov. 4, 166–174 (2014).
34. Beckman, R. A., Schemmann, G. S. & Yeang, C.-H. Impact of genetic dynamics and single-cell heterogeneity on development of 

nonstandard personalized medicine strategies for cancer. Proc. Natl. Acad. Sci. USA 109, 14586–14591 (2012).
35. Gatenby, R. A., Silva, A. S., Gillies, R. J. & Frieden, B. R. Adaptive therapy. Cancer Res. 69, 4894–4903 (2009).
36. Zhao, B. et al. Exploiting Temporal Collateral Sensitivity in Tumor Clonal Evolution. Cell 165, 234–246 (2016).
37. Adams, J. M. et al. The c-myc oncogene driven by immunoglobulin enhancers induces lymphoid malignancy in transgenic mice. 

Nature 318, 533–538 (1985).
38. Schmitt, C. A., McCurrach, M. E., de Stanchina, E., Wallace-Brodeur, R. R. & Lowe, S. W. INK4a/ARF mutations accelerate 

lymphomagenesis and promote chemoresistance by disabling p53. Genes Dev. 13, 2670–2677 (1999).
39. Jiang, H., Pritchard, J. R., Williams, R. T., Lauffenburger, D. A. & Hemann, M. T. A mammalian functional-genetic approach to 

characterizing cancer therapeutics. Nat Chem Biol 7, 92–100 (2011).
40. Fisher, R., Pusztai, L. & Swanton, C. Cancer heterogeneity: implications for targeted therapeutics. Br. J. Cancer 108, 479–485 (2013).
41. Landau, D. a., Carter, S. L., Getz, G. & Wu, C. J. Clonal evolution in hematological malignancies and therapeutic implications. 

Leukemia 28, 34–43 (2014).
42. Hegreness, M., Shoresh, N., Damian, D., Hartl, D. & Kishony, R. Accelerated evolution of resistance in multidrug environments. 

Proc. Natl. Acad. Sci. USA 105, 13977–13981 (2008).
43. Dickins, R. A. et al. Probing tumor phenotypes using stable and regulated synthetic microRNA precursors. Nat. Genet. 37, 

1289–1295 (2005).

Acknowledgements
This work was supported by the Koch Institute Support (core) Grant P30-CA14051 from the National Cancer 
Institute, the Integrative Cancer Biology Program Grant U54-CA112967 (to M.T.H., D.A.L.). B.Z. is supported by 
the NIH/NIGMS Interdepartmental Biotechnology Training Program 5T32GM008334.

Author Contributions
D.S., D.A.L., M.T.H. and B.Z. designed research. D.S. performed computational modeling. D.S. and B.Z. analyzed 
computational data. S.D. and B.Z. performed experiments and analyzed results. D.S., D.A.L. and B.Z. wrote the 
manuscript with input from all authors.

Additional Information
Supplementary information accompanies this paper at http://www.nature.com/srep
Competing financial interests: D.A.L. is a consultant/advisory board member of Merrimack Pharmaceuticals, 
Genentech, and Complete Genomics. Remaining authors declare no potential conflict of interests.

http://www.nature.com/srep


www.nature.com/scientificreports/

13Scientific RepoRts | 6:36198 | DOI: 10.1038/srep36198

How to cite this article: Sun, D. et al. Differential selective pressure alters rate of drug resistance acquisition in 
heterogeneous tumor populations. Sci. Rep. 6, 36198; doi: 10.1038/srep36198 (2016).
Publisher's note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

This work is licensed under a Creative Commons Attribution 4.0 International License. The images 
or other third party material in this article are included in the article’s Creative Commons license, 

unless indicated otherwise in the credit line; if the material is not included under the Creative Commons license, 
users will need to obtain permission from the license holder to reproduce the material. To view a copy of this 
license, visit http://creativecommons.org/licenses/by/4.0/
 
© The Author(s) 2016

http://creativecommons.org/licenses/by/4.0/

	Differential selective pressure alters rate of drug resistance acquisition in heterogeneous tumor populations
	Results
	Differential Selective Pressure Affects Therapeutic Outcome. 
	Computational Sampling to Identify Mapping of Distinct Parameter Regions to Therapeutic Outcome. 
	Increase in overall selective pressure broadens parameter range of adaptation rate. 
	Increase in overall growth rate affects rate of adaptation, contingent on directionality of relative fitness. 
	Initial subpopulation fractions affect magnitude in rate of adaptation across parameter regimes. 

	Combinatorial effects of overall growth/kill rates constrain parameter regimes with high rate of adaptation. 
	Experimental differential selection demonstrating its effect on long-term resistance potential. 

	Discussion
	Computational/Mathematical Methods
	Mathematical model. 
	Boundary and constraints prior to treatment. 
	Boundary and constraints following first round of drug treatment. 
	Parameter sampling and simulations. 

	Experimental Methods
	Cell culture and chemicals. 
	shRNA constructs and transfection/transduction. 
	In vitro assays. 

	Experimentally Derived Model Parameters. 
	Statistical Analyses. 

	Acknowledgements
	Author Contributions
	Figure 1.  Representative tumor kinetics under regimens with distinct selective pressures on subpopulations.
	Figure 2.  Analysis procedure to identify parameter regimes with high/low therapeutic efficacy.
	Figure 3.  Distinct parameter regimes influence rate of adaptation and acquisition of resistance.
	Figure 4.  Combinatorial effects of overall growth and kill rates on parameter regimes with high/low rate of adaptation.
	Figure 5.  Experimental validation of ‘symmetric’ and ‘asymmetric’ treatments on Eμ-myc tumor cells.



 
    
       
          application/pdf
          
             
                Differential selective pressure alters rate of drug resistance acquisition in heterogeneous tumor populations
            
         
          
             
                srep ,  (2016). doi:10.1038/srep36198
            
         
          
             
                Daphne Sun
                Simona Dalin
                Michael T. Hemann
                Douglas A. Lauffenburger
                Boyang Zhao
            
         
          doi:10.1038/srep36198
          
             
                Nature Publishing Group
            
         
          
             
                © 2016 Nature Publishing Group
            
         
      
       
          
      
       
          © 2016 The Author(s)
          10.1038/srep36198
          2045-2322
          
          Nature Publishing Group
          
             
                permissions@nature.com
            
         
          
             
                http://dx.doi.org/10.1038/srep36198
            
         
      
       
          
          
          
             
                doi:10.1038/srep36198
            
         
          
             
                srep ,  (2016). doi:10.1038/srep36198
            
         
          
          
      
       
       
          True
      
   




