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Summary

Summary

This thesis focuses on the development of technologies for condition monitor-

ing (CM) targeted for industrial and manufacturing, and healthcare, all pulled by

real and significant industrial and healthcare needs. Three collaborations with

industrial partners and healthcare practitioners resulted in the development of

a configurable, generic, distributed and scalable wireless CM system prototypes.

The prototypes leverage on an appropriate synergy of constituent technologies

in embedded systems, wireless network, sensing and instrumentation, and their

different applications share a unified design architecture which allows these tech-

nologies to be integrated where appropriate. Apart from a unified platform, these

works are based on analogy of sound and vibrations generated, be they from in-

dustrial machine or humans under monitor. The thesis may thus be regarded

as a collation of results enabling an advance in technology frontiers to allow

novel industrial and healthcare CM applications, building on high power and

cost efficiency, embedded and wireless CM platforms.

The first work focuses on the research of sensors placement on a precision

machine for CM. The idea behind this chapter is based on the requirement from

Singapore Institute of Manufacturing and Technology (SIMTech) to realize an

optimal sensors placement methodology for inferring accurate vibration profiles

of a critical point. Moving mechanical parts in a machine will inevitably generate

vibration profiles reflecting its operating conditions. Vibration profile analysis

is a useful tool for CM to avoid loss of performance and unwanted machine

down-time.

VI



Summary

The second work highlights the need to develop a new method of CM for

precision machine by analyzing generated sound. This idea is pulled from the

discussions with Makino regarding the common approaches used by experienced

service engineers for impending machine fault detection. By manually sensing

the vibration with hand, and listening to the sound generated from a machine, an

engineer is able to determine if the machine is healthy and operating normally,

and any abnormal vibration and sound can represent an impending machine

failure. The current method is very subjective based on the accumulated expe-

rience of the engineer, and the mental models are difficult to be imparted to a

new engineer. Thus, a new CM method is proposed by using the proposed CM

system prototype.

The third work details the deployment of the CM system prototype recon-

figured for healthcare based CM (e-HealthCM). This chapter is pulled by an ag-

ing demography in Singapore and consequent of collaboration/discussions with

Southwest CDC (Community Development Council), Ministry of Health and

Family Welfare, Housing Development Board, the LionsBefrienders and other

welfare communities. The e-HealthCM system is tailored for use by senior citi-

zens to allow them to age in grace in their own homes as there is an increasing

trend in the number of senior citizens staying by themselves. In an increasing

number of unfortunate situations, senior citizens lost their lives in their own

apartments from accidental falls without anyone knowing. e-HealthCM system

monitors a senior citizen’s home for accidental fall activity and to automatically

request for assistance when a fall is detected.

The works resulted in six papers being written.

VII
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Chapter 1

Introduction

Embedded system, wireless communication, and sensors have been the key

building blocks [1] that fuel many innovative monitoring solutions in different

areas that include but not limited to medical, manufacturing, engineering and

logistics. The fusion of embedded system with wireless communication technol-

ogy and sensors can form powerful condition monitoring (CM) solutions that

are both distributed and scalable [2]. The pervasive nature of such a wireless

network ensures a distributed topology with a high degree of scalability.

Each wireless sensor node can be an autonomous embedded controller con-

trolling one or more sensors, and communicates with other similar wireless node

and central station via a defined wireless network infrastructure [3] [4]. Such a

platform can be deployed in different wide area (or pervasive) monitoring appli-

cations for health CM such as high technology manufacturing facilities or in a

hospital setting where patients’ vital signs or physiological parameters are wire-

lessly monitored and information relayed to a central monitoring nursing station

or in the homes of senior citizens where their motion activities are monitored
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Chapter 1. Introduction

for unwanted falls/accidents that may lead to injuries or deaths. The potential

of such a system is unlimited. When the next wave of wireless and embedded

technologies emerge, the next revision of the system will be more powerful with

added functionalities, smaller in term of physical size, better power utilization,

and lower in cost. There are several common choices of wireless infrastructures

identified as suitable for implementations with an embedded system and sensors

for pervasive monitoring purposes. These are: (a) ZIGBEE wireless Personal

Access Network (PAN), (b) Wi-Fi network, and (c) GSM Wireless Network.

The choice of an embedded system is usually defined by the type of a micro-

controller unit (MCU) used as the core processing element. MCU adoption is

widely dependent on the system requirements and performance of the embedded

system itself, ranging from extremely low power 8-bit MCU with limited process-

ing and memory capacities to the 32-bit based high-end MCU with rich built-in

peripherals, high processing and memory capacities. The choice of sensors are

dependent on the monitoring requirements.

A Wireless sensors network (WSN) can generally be described as a distributed

embedded system with sensors and wireless connectivity that form a network of

wireless nodes. The wireless nodes cooperatively sense and control the environ-

ment, enabling interaction among persons or computers and the surrounding

environment [5]. WSNs usually include sensor nodes, gateways and clients. A

large number of sensor nodes, deployed randomly inside of or near the monitor-

ing area (sensor field), form networks through self-organization. Sensor nodes

monitor the collected data to transmit along to other sensor nodes by hopping.

During the process of transmission, monitored data may be handled by multi-

2



Chapter 1. Introduction

ple nodes to get to gateway node after multi-hop routing, and finally reach the

remote management node through the internet or satellite. It is the user who

configures and manages the WSN with the management node, publish monitor-

ing missions and collection of the monitored data.

WSN based CM systems [6] are very well established in industrial and man-

ufacturing sectors where networked of miniature wireless sensors are attached

to machines replacing their aged or faulty wired counterparts, providing higher

precision and advanced CM features with minimal disruption or modification to

the original machines. The same systems also found its applications in civil and

structural engineering for structural health CM, and in healthcare and smart

homes automations.

Internet-of-Things (IoT) refers to uniquely identifiable objects and their vir-

tual representations in an Internet-like structure [7]. These objects can be any-

thing from large buildings, industrial plants, planes, cars, machines, any kind

of goods, specific parts of a larger system to human beings, animals and plants.

The IoT is one such all-inclusive technological framework that enable these ob-

jects to collect and exchange data and the framework is far superior than the

WSN, and not limited to sensors alone. The IoT allows objects to be sensed

and controlled remotely across existing network infrastructure, creating oppor-

tunities for more direct integration of the physical world into computer-based

systems, and resulting in improved efficiency, accuracy and economic benefits.

The ability to network embedded devices with limited resources means that IoT

finds applications in nearly every field. Such systems can be put in charge of

collecting information in settings ranging from natural ecosystems to buildings,

3



Chapter 1. Introduction

factories and healthcare [8]. WSN does not have the many advanced features

of IoT, but the small, rugged, inexpensive and low powered WSN sensors will

bring the IoT to even the smallest objects installed in any kind of environment at

reasonable costs. Integration of these objects into IoT will be a major evolution

of WSNs. In fact, one of the most important elements in the IoT paradigm is the

WSN. The benefits of connecting both WSN and other IoT elements go beyond

the remote access applications, as heterogeneous information systems are able

to collaborate and provide common services [9].

1.1 Embedded System and Sensors

Embedded system plays a crucial role in building an electronic device with a

certain level of computational intelligence. Embedded systems and sensors tech-

nology create portable devices with sensing and computing capabilities. Each

embedded system device has a MCU as its core processing element where con-

trol logics, algorithms and communications are implemented [10]. Modern MCU

has sufficient processing and memory resources to implement the most complex

algorithms.

Figure 1.1 depicts a typical block diagram of an embedded system with sensor

and communication system. Embedded system designed for sensor based condi-

tion monitoring is physically small and compact, relatively inexpensive, and with

some set of sensors attached. These multiple “sensor nodes” are deployed in-situ,

physically placed in the environment near the objects they are monitoring. The

nodes are networked, allowing them to communicate and cooperate with each

other to monitor the environment. These defined characteristics: embedded

4



Chapter 1. Introduction

controller, attached sensor(s), and the ability to communicate, define the field

of simple networking and differentiate it from the traditional centralized sensing

systems [11] [12]. A cluster of these devices is useful for automated information

gathering and distributed micro-sensing in many civil, military and industrial ap-

plications. Sensor networks use power aware computation and communication,

low-energy signaling and networking, clustering and routing [13].

Physical
Measurement

Wireless 
Infrastructure

Figure 1.1: Block Diagram of Embedded System with Sensor and Communica-
tion.

Sensing technology has also kept pace with advancements of MCU, especially

with the proliferation of Microelectromechanical system (MEMS) based sensors.

Many such sensors have been incorporated into existing sensor node platforms.

Despite their diversity, the principle of operation behind most of these MEMS

sensors are the same. They all rely on environmental factors inducing changes in

the electrical properties of appropriately chosen materials [14] [15]. The sensors

incorporate sensitive circuitry to detect changes in these electrical properties,

and are calibrated to correctly measure the corresponding environmental phe-

nomenon. For example, a temperature sensor relies on changes in the resistivity

of certain materials with temperature. The choice of material ranges from met-

als to semiconductors and is dictated by the required sensing range and sensi-

5
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tivity [15]. Similarly, a light sensor uses photoconductive materials whose elec-

trical characteristics vary with the amount of light falling on them [16]. Finally,

accelerometers measure the voltage induced by structural deformations of piezo-

electric materials; these deformations are caused by vibration/acceleration [17].

1.2 Wireless Infrastructure

1.2.1 ZIGBEE Wireless PAN and WSN

ZIGBEE wireless PAN is one of the widely used low bandwidth and low power

wireless communication infrastructure that implements a local area mesh-based

wireless topology for WSN and other types of wireless systems. ZIGBEE’s best

quality is its low power consumption rate and long battery life (A fresh battery

can typically lasts for months before a change in battery is required) [18]. It

is one of the most established implementation in terms of link reliability and

cost, and is one of the popular industry wireless mesh networking standard for

connecting sensors, instrumentation and control systems [19]. ZIGBEE’s low

power consumption, built-in security method and ratified specifications make

it very suitable to be used for sensor based condition/health monitoring [20].

ZIGBEE follows IEEE 802.15.4 specification, and is very robust and reliable

even in a noisy radio frequency (RF) environment with no data packet lost or

dropped [21]. ZIGBEE PAN is used to form a mesh type of inter-connecting

sensors topology for pervasive monitoring.

Figure 1.2 depicts a typical ZIGBEE based WSN setup for CM. The setup

consists of a ZIGBEE Coordinator module that forms and maintains a PAN,

routers to extend the PAN and end devices as wireless sensors modules that are

6
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physically attached to the targets (e.g., machine) to be monitored. The Coordi-

nator and Routers form a reliable mesh wireless PAN, and only the Coordinator

connects to the Backend Server. Each end device connects to the nearest avail-

able Router or Coordinator. Data from each end device is either transmitted

directly to the Coordinator or to the Coordinator via the Routers. The Coordi-

nator transmits each sensor data to the Backend Server for processing [18] [19].

Each sensor is a wireless node and the PAN that is robust and scalable as new

nodes can be easily added, and defective nodes removed/replaced [22].

Figure 1.2: WSN Implementation Using ZIGBEE.

In a typical factory-floor scenario, wireless data communication performance

is challenged by the presence of metallic machinery, which can reduce the signal

strength of the wireless communication channel, create packet-losses within the

data exchange, and require more robust protocol such as the IEEE 802.15.4 [23].

Despite these challenges with wireless communication in a factory, there are

many potential advantages that can result from deploying WSNs. The individ-

ual nodes can be mounted on various parts of a machine tool and monitored for

early fault detection and analysis. The small size and autonomy of the individ-
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ual wireless nodes enables their placement in locations that are usually difficult

to access. In addition, it is also possible, with minimal changes to the machine

configuration, to retrofit sensors onto machinery after it has been installed. The

sensor nodes not only monitor their own output but also collaborate with neigh-

boring nodes to determine the health of the overall machines and provide early

warnings of potential failure.

1.2.2 Wi-Fi and IoT

Wi-Fi is a local area network (LAN) infrastructure that provides wireless

network access within an average range 30 to 100 meters [24] without repeaters.

Wi-Fi is a star network where there’s one central hub and all nodes or devices

connect to it. This star topology makes it easy to add or remove devices without

affecting the rest of the network [25]. Although faster than ZIGBEE, Wi-Fi tra-

ditionally is not a power-efficient network. Wi-Fi based devices will usually last

only about 10 - 12 operating hours [26], which is one of the main reason for being

less popular than ZIGBEE for WSN implementation. However, with constant

technology improvements and with the strong emergence of the IoT initiative

and developments, Wi-Fi is again becoming the communication technology of

choice for WSN [27] [28]. A new kind of WSN, named Wi-Fi based WSN, came

into reality [27] [29–32]. Wi-Fi based WSN is the combination of Wi-Fi wire-

less mesh network and WSNs, and it has both the features of traditional Wi-Fi

network, network-centered, and WSN, data-centered [33].

Wi-Fi has attracted increasing attention in the IoT industry because Wi-Fi

has the features of high bandwidth and rate, large-scale data collection and high

cost-effective. But the power consumption of Wi-Fi based terminal is usually
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much higher than those low power based technologies like ZIGBEE, Bluetooth

and etc. However, in recent years, some industry players have developed power

efficient Wi-Fi chipset for sensors [34]. Studies [28] [35] have shown that these

low power Wi-Fi chipset provides significant improvement on energy consump-

tion and can be used for IoT sensors [36] [37]. Low power Wi-Fi sensors have

the advantages of easy integration with an existing network infrastructure and

built-in IP-based protocols, deployment without gateway. By taking advantage

of existing infrastructure where most organizations already have a Wi-Fi in-

frastructure covering extensive areas of real estate. Adding more clients and

applications is already a day-to-day activity, and given that IoT-based applica-

tions often involve infrequent transmissions and/or limited amounts of data, the

additional load is unlikely to be much of a concern in most cases. Also note

that many enterprize IoT applications will simply be new applications running

on smart phones and similar devices that are already connected to the Wi-Fi

network. Wi-Fi offers major advantages in capacity, coverage and ease of use.

Low-cost, low power, and small-form-factor implementations, including a wide

variety of ready-to-go Wi-Fi modules are the attractions of using Wi-Fi [38] [39].

As such, with continuous technological advancements, IoT may one day super-

sede the WSN.

1.2.3 GSM Cellular Wireless Network

The GSM cellular wireless network is a mobile phone based communication

network that is established for wireless voice and data communication [40]. The

GSM network technology has the highest penetration in both developed and de-

veloping countries [41] [42]. Most developing countries are well equipped with
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basic mobile phone based communication. With the availability of the basic

infrastructures, it is structurally viable to deploy sensors to remote areas for

monitoring purposes, with applications ranging from machine CM in manufac-

turing to human health monitoring in rural areas. By itself, GSM network is

a matured technology, with multiple networks spanning across very wide areas

defined by GSM base stations. The immediate advantage of adopting GSM net-

work is in term of network coverage and cost savings, as network infrastructure

investment is not required [43].

The GSM network used in sensor based monitoring application is usually in

the form of a mobile ad-hoc/pervasive network [44]. A mobile sensor module

(MSM) consists of an embedded system with an appropriate sensor attached

to a GSM communication module (e.g., GSM modem, smartphone, and etc.).

This MSM is by itself a self-contained autonomous module with pre-programmed

intelligence that functions independently, performing its pre-programmed mon-

itoring task and transmits result to a remote server via the GSM network. For

wide geographical area remote monitoring applications, MSM is sufficient and is

cost effective by making use of the existing GSM network infrastructure. Here,

Wi-Fi and ZIGBEE are not suitable as they have limited wireless communication

range and are suited only for local area coverage [45] [46].

Using multiple MSMs for local area monitoring will be an economical disad-

vantage when compared to utilizing ZIGBEE or Wi-Fi based wireless sensors.

Each MSM incurs network utilization cost for utilizing the GSM network, and

ZIGBEE or Wi-Fi based sensor does not incur such costs. Thus, MSM is only

good for wide area based remote monitoring.

10



Chapter 1. Introduction

GSM network can still be deployed as part of a local area monitoring solu-

tion, but only functions as a backend communication link to a server located at

a remote location. In this setup, ZIGBEE or Wi-Fi local area wireless are used

for the wireless sensors nodes, and the data from all the sensors are collated and

transmitted via the GSM network to a server located at a remote location. A

known pitfall of the GSM network is in the area of power efficiency. GSM net-

work is not power efficient and fares worse than the traditional Wi-Fi [47] [48],

and a MSM consumes high amount of electrical power, and is not suitable for

battery powered long term unattended monitoring operation [49–51]. Figure

1.3 depicts a summary where GSM network is being benchmarked with other

wireless networks infrastructures in terms of power consumption, cost, complex-

ity and data rate. It clearly indicates the GSM network is suitable to be used

for pervasive monitoring in a wide geographical area network, which is the only

advantage as compared to others. It fares poorly in other attributes.

Figure 1.3: Summary of Wireless Networks’ Power Consumptions, Costs, Com-
plexities and Data Rates.
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1.3 Motivation

1.3.1 Condition Monitoring for Industrial and Manufacturing

CM is a process where a target functional/operating parameter is measured

from an attached sensor and being processed and analyzed. Every industrial

and manufacturing system faces the problem of equipment amortization that

introduces maintenance cost into the equation. Moreover, there is a need for

structural and equipment CM techniques that could provide a global picture

on subject condition and accurately predict equipment failures and therefore

improve component and equipment reliability and performance. Furthermore,

structural monitoring system detects system damages before the actual failures

and minimizes the time that production line spends out of service, and thus in-

creases the overall profit. Without CM system, it is necessary to schedule regular

system checks and preventively replace production equipment, which can also in-

clude the risk of sending maintenance workers into hazardous environments.

CM can be implemented using existing WSNs or IoT frameworks, as both

have the necessary resources to do so. Traditionally, CM is implemented us-

ing the WSN framework, and there are readily available and proven industrial

solutions. WSN based CM has been widely deployed in areas like manufactur-

ing, agriculture, logistic, civil engineering and in healthcare [52] [53]. In the

industrial and manufacturing sectors, machine health condition is important as

it affects yield and quality of the finished product produced by the machine

itself. Engineers rely on CM and predictive maintenance techniques to ensure

critical equipment such as generators, pumps, compressors, and motors operate

more efficiently and last longer. Sensors commonly deployed for CM are: (a) ac-
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celerometer for object vibration measurement, (b) acoustic sensor for measuring

object acoustic emission, (c) proximity sensor for measuring displacement, (d)

tachometer for rotational speed, and (e) temperature sensor for measuring ob-

ject surface temperature. In many cases, operational characteristics of a machine

can be characterized by the outputs from these sensors, and a healthy machine

will have a known set of characteristics (or signatures). Any deviations of these

characteristics can be a sign of an impending machine fault or failure, and a

maintenance for preventable machine failure can be performed [54].

In industrial and manufacturing monitoring, predictive maintenance and CM

methodologies are used to enable day-to-day machinery monitoring and automa-

tion of data collection. Predictive maintenance analyzes sensors data using an-

alytical models to estimate the condition of a component, machine, or process;

whereas CM is an alarm-based methodology to monitor states of a machine. In

fact, CM often supplement predictive maintenance by acting as an early warning

system. Predictive maintenance [55] applications benefit from automation of the

traditional manual process for collecting machine condition data and more fre-

quent sampling, while CM applications benefit from more sensing points [56] [57].

Specific example applications of CM systems include motor analysis and ma-

chine tool performance monitoring. WSN-based CM systems can be readily used

for small electric motors [58], and as a wire replacement for traditional motor

vibration monitoring sensors [59]. In addition, WSNs enable new in-situ mo-

tor analysis opportunities previously not possible with wired sensors, including

agent-based steady-state motor analysis [60] and onboard oil analysis [61]. Ap-

plications for machine tool monitoring include, temperature based CM sensors
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for end-mill inserts [62], and vibration-based CM for tool breakage [63].

Noise and vibration signals from machine contain vital information about the

internal process and can provide valuable information about a machine running

condition [64] [65]. Noise signals are measured in proximity to the external

surface of the machine while vibration signals are measured on the surface of

the machine. When a machine is in good condition, the generated noise and

vibration frequency spectra will have certain characteristic shape. As faults

begin to develop, the spectra change. But in most cases, these desired signals

are mixed with other undesirable signals. Hence, analyses of these frequency

spectra require some specialized signal processing methods to relate the spectra

to the actual cause of faults in a machinery [66] [67].

In particular, vibrations of machine tools cause tool wear and tear, result-

ing from dynamic loading, structural element flexibility, cutting conditions, and

spindle characteristics. These are often characterized by stability lobes describ-

ing regions of safe machining with respect to chatter and surface finish [68].

WSNs enable new opportunities not possible with wired sensors such as multi-

sensor data fusion methods [69] to estimate tool wear using vibration monitoring

of the spindle and workpiece. In addition, wireless sensing of current, voltage,

and acoustic emission signals are also possible [70]. Figure 1.4 depicts a typical

setup of WSN based CM where a ZIGBEE PAN is used extensively. Each end

device is a wireless sensor attached to machines for CM purposes. The PAN

is established by a coordinator and extended by the routers. Sensors use the

PAN to transmit data to the Gateway Controller that pre-processes and collate

the data before finally sending it to the Server for further data processing. The
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Server sends out statuses and alerts to the receiving parties locally and remotely

via a wired/wireless network.

Figure 1.4: WSN for CM on a Factory Floor based on ZIGBEE PAN.

In another similar factory setting, Wright et al [57] propose the use of ac-

celerometer based monitoring of machine vibrations and tackle the problem of

predictive maintenance and CM of factory machinery in general. They demon-

strate a linear relationship between surface finish, tool wear and machine vibra-

tions thus proving the usability of proposed system in equipment monitoring.

Krishnamurthy et al [71] focus on preventive equipment maintenance in which

vibration signatures are gathered to predict equipment failure. They analyze

the application of vibration analysis for equipment health monitoring in a cen-

tral utility support building at a semiconductor fabrication plant that houses

machinery to produce pure water, handle gases and process waste water for fab-

rication lines. Furthermore, authors deploy the same sensor network on an oil

tanker in order to monitor the onboard machinery. In the end, they discuss

design guidelines for an ideal platform and industrial applications, a study of

the impact of the platform on the architecture, the comparison of two aforemen-
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tioned deployments and a demonstration of application return on investment.

Various CM methods for unmanned manufacturing systems employing ma-

chining processes have been proposed and evaluated in the past, but evidence of

these methods being adopted at the downstream is obscure. The main reason,

as aforementioned, is the complexity behind the large-scale process which is af-

fected by multiple factors and the constraints of machine to allow the retrofitting

of multiple sensing and integrating them along with the control and intelligence

into a single functional unit. Generally, published methods can be categorized

into two main groups: (1) Direct method, which requires the machine tool to

be removed from the machine, or the machine operations to be suspended in

order to physically evaluate machine status such as the volumetric loss of the

tool. Thus, this method is not suitable for continuous and real-time operations.

(2) Indirect method leverages on the measurement of the machining variables

such as force, vibration, acoustic emission and power dissipation during the ma-

chining process to compare them against normal operational signatures. The

indirect method, while favorable from a practical perspective, is rather sensitive

to machining parameters such as material variations and tool conditions, and

a robust model is often necessary at the core of the approach. For continuous

and real-time applications, the indirect approach has been the focus of various

research works and they are mainly based on the algorithm of signal processing,

sensor fusion and neural network [72–80].

The indirect method of machine CM relies significantly on the sensory system

deployed to monitor the machine conditions. The important factors determining

the effectiveness of such a scheme are: (1) Sensor placement methodologies, and
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(2) Sensor selection and fusion to combine the multitude of sensory information

available via intelligent signal processing algorithms to yield a machine condition

indicator. Unless a good physical understanding of the machine is available, the

selection of good sensor locations is mainly driven by engineering judgement and

iterated with the data collected. Furthermore, it is rare that a specific location

is optimal for detecting all types of disturbances, so that it is important to know

the conditions under which a location is superior to another, in terms of yielding

the appropriate information for machine CM. In order to obtain a comprehensive

monitoring coverage with limited number of sensors, one of the important issues

that must be considered is the evaluation of the relative effectiveness of various

locations [81–94].

Extensive research works have been conducted in these areas, with vari-

ous techniques developed to evaluate and quantify the performance. Salama et

al [81] proposed using modal kinetic energy (MKE) as a mean of ranking the

importance of candidate sensor locations. There has been several variants of

this scheme based on the average kinetic energy and weighted average kinetic

energy proposed by Chung and Moore [82]. Li et al [83] [84] studied the re-

lation between the effective independent (EI) method and the MKE method.

Kammer [85] proposed an iterative method using the EI method, based on the

maximization of the determinant of the Fisher Information Matrix (FIM), to

give a ranking to the sensor locations. FIM has been extensively used because

it can be built from a finite element model of the machine structure or from

the results of an experiment model [86–88]. Other performance indices that can

be applied to sensor location evaluation are Error Covariance Matrix [90] [91],
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Information Entropy [92], Hankel Singular Values [93], and Controllability and

Observability Gramian [94].

1.3.2 Condition Monitoring for Structural Health

Apart from industrial and manufacturing, CM is also widely used for mon-

itoring of structural health. Advances in structural engineering depend upon

the availability of many detailed data sets that record the response of different

structures to ambient vibration (e.g., earthquakes, wind, passing vehicles, and

etc.) or forced excitation delivered by large special-purpose shakers. Currently,

structural engineers use wired or single-hop wireless data acquisition systems

to acquire such data sets [95]. These systems consist of a device that collects

and stores vibration measurements from a small number of sensors. However,

power and wiring constraints imposed by these systems can increase the cost of

acquiring these data sets, impose significant setup delays, and limit the number

and location of sensors. WSNs can help address these issues, since they are eas-

ily deployable and configurable for this purpose. WSNs are used for structural

monitoring (e.g., vibration monitoring) on buildings [95], wind turbines [96], coal

mines [97], tunnels [98] and bridges [99] [100].

1.3.3 Condition Monitoring for Healthcare

In healthcare, CM of the human body vital and physiological parameters

such as heart rate, respiratory rate, blood pressure, blood oxygen saturation,

temperature and muscle activity, is analogous to the industrial based CM. The

parameters can provide condition indicators of human health status (similar to

machine health condition) and have tremendous diagnostic value. Healthcare
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CM devices are not new and have been around for awhile, and they have seen

deployments in various segments of healthcare. Sensors embedded in a variety of

medical instruments for use at hospitals, clinics, and homes provide patients and

their healthcare providers insight into physiological and physical health states

that are critical to the detection, diagnosis, treatment, and management of ail-

ments. Much of modern medicine would simply not be possible nor be cost ef-

fective without sensors such as thermometers, blood pressure monitors, glucose

monitors, Electrocardiography (ECG), Photoplethysmogram (PPG), Electroen-

cephalography (EEG), and various forms of imaging sensors.

Sensors beyond those that directly measure health states have also found use

in the healthcare practice. For example, motion activity sensing technologies are

being used in homes of senior citizens to assist in fall detections and preventions,

and help maximize senior citizens’ independence. For a senior citizen, experienc-

ing a fall unobserved can be dangerous. The obvious possibility of initial injury

may be further aggravated by the possible consequences if timely treatment is

not obtained. For example, many elderly can suffer accidental falls due to weak-

ness or dizziness, or due to their diminished self-care and self-protective ability.

Since they tend to be fragile, these accidents may possibly have serious conse-

quences if aids are not given in time. Statistics have shown that the majority

of serious consequences are not the direct result of falling, but due to a delay in

assistance and treatment. Post-fall consequences can be greatly reduced if relief

personnel can be alerted in time [101].

Healthcare CM systems have the useful potentials to mitigate problematic

patients access issues. Compared to patients in urban areas, patients in rural
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areas travel further to see trained healthcare professionals and have worse out-

comes for common medical conditions such as diabetes, hypertension and heart

failures [102]. Wearable wireless sensors and reliable remote healthcare CM sys-

tems have the potential to extend the reach of healthcare professionals in urban

areas to rural areas and minimize these disparities [103].

CM Sensors to monitor vital signs (e.g., temperature, heart rate and respira-

tory rate) can be deployed, for instance when monitoring patients with congestive

heart failure or patients with pulmonary disease undergoing clinical interven-

tion [104] [103]. The major goal will be to achieve early detection of potential

heart conditions by analyzing heartbeats and rhythms of the patients. Eliza et

al [105] demonstrated a low power wearable electro-cardiogram (ECG) moni-

toring system for multiple-patient remote monitoring. To detect ECG, systems

and methods relying upon wearable sensors have been proposed and evaluated.

Each patient was required to wear an electronic wearable device featuring a

miniature ECG sensor with wireless communication interface. Patients’ ECG

signals were monitored within the comfort of their own homes and transmitted

to a centralized remote monitoring server where the data were analyzed. Health-

care professionals and caregivers would be notified in the event when abnormal

heartbeats and rhythms were detected on any of the patients. This remote mon-

itoring application will result in timely deployments of much needed medical

interventions.

The earliest health CM solution relies on the GSM Cellular Wireless Network

to transmit health data to remote servers. MobiHealth [106] is one of the early

health CM projects that integrates all the wearable sensor devices such as mobile
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phones and watches that a person carries around during the day. The sensors

continuously measure and transmit physiological data together with the audio

and video recordings to health service providers in order to provide fast and

reliable remote assistance in case of emergencies. MobiHealth is important in

being one of the early studies proposing the convergence of different network

systems to enable personalized and mobile healthcare.

WSN and IoT are the two modern frameworks that provide health CM solu-

tions. WSN framework being adopted for health CM solution is never a problem

given the vast accumulated experience gained from various industrial CM de-

ployments. The IoT being a newer framework with better and more advanced

capabilities than the WSN [107], taps on the rich WSNs experience especially

for its miniature and low power wireless sensors [108]. Key technology play-

ers [109–112] have fused the advantage of WSN low power sensors and reliable

communications with the robust Internet Protocol (IP) based addressing, scal-

able and open architecture of IoT, resulting in a hybrid IoT/WSN system suit-

able for healthcare [109] [110] that has the advantage of both the WSN and IoT

frameworks.

A number of IoT/WSN enabled devices are available to patients and health-

care providers to monitor diabetes, heart conditions, and other ailments. The

devices monitor vital signs and physiological parameters, adherence data, and

consumer health data [112]. Zhou et al [113] proposed a three layer network

structure for a pervasive medical supervision system based on WSN. The first

layer is the medical sensor layer providing information such as the oximetry, the

heart rate/pulse and the blood pressure. The medical sensors form a star schema
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network with a gateway node elected by either a self-organizing protocol or man-

ual configuration. The second layer provides reliable transmission. If the patient

is at home, the physiological data is transferred to one of the nearest wireless

nodes that are emplaced in the house. These nodes not only relay the data to

the PC with an Internet connection in a multi-hop manner but also provide con-

textual data such as temperature, and the patients video/picture in emergency

situations. When the patient is outside, the relay mission is accomplished by a

mobile phone or a PDA device. The third layer of the system is responsible for

the aggregation of physiological data in a remote medical center for analysis and

providing feedback data back to the patient through a mobile phone, a PDA or

web services. Dohr et al [114] presented Keep In Touch (KIT), an IoT based

Ambient Assisted Living (AAL) system that encompassed technical systems to

support senior citizens and people with special needs in their daily routines to

allow an independent and safe lifestyle as long as possible. The main goal was

to maintain and foster the autonomy of those people and to increase safety in

their lifestyle and in their home environment. The monitoring of chronic ill-

nesses (health), on-demand provision with fresh food (safety), alarming systems

(security), reminder services (peace of mind) and enabling people-to-people com-

munication for instance with relatives (social contact) without recognizing the

technology behind it are just a few mentionable applications of AAL through

the IoT. Ray [115] demonstrated H3IoT - Home Health Hub IoT for monitoring

health of senior citizens at home, to cater with the needs of livelihood in a handy

and easy to use manner. H3IoT model comprises the dependency and intercon-

nectivity of bio-sensors, communication channels, MCU, gateway, internet, and
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applications. The health condition of senior citizens residing at home can easily

be monitored by their relatives, doctors, nearby hospitals, and caregivers staying

at remote location.

There are several benefits achieved with these health CM systems. To begin

with, remote monitoring capability is the main benefit of pervasive healthcare

systems. With remote monitoring, the identification of emergency conditions in

at risk patients will become easier and the people with different degrees of cogni-

tive and physical disabilities will be better enabled to have a more independent

and easy life.

1.4 Problem Formulation

In the prior art reviews conducted, majority of the researchers were focus-

ing on developing CM technologies based on GSM, WSN or IoT, or a fusion

of frameworks. Each development is application centric, and only caters to a

specific purpose. Most of the implementations are distributed, and not all are

scalable. Non-scalability results in a hardware implementation where any fu-

ture upgrade is not possible or very difficult. In the reviews, CM is used very

extensively in industrial and manufacturing sectors, and solutions are readily

available from key industrial players. In the healthcare sector, traditional health

CM conducted in hospital environment is matured [116]. However, health CM

with GSM, WSN or IoT away from hospital is still very much in active research

and developments, with only very limited systems ever made it to the consumer

market. By studying both approach to implementing CM and the types of hard-

ware developed, there is no synergy between each developed systems apart from
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the common types of wireless communication protocols used.

1.5 Thesis Contributions and Organization

This thesis contains the results of an industrial-track Ph.D research in col-

laboration with SIMTech which are focused on the development of technologies

for condition monitoring based on a wireless, distributed and scalable platform,

all pulled by real and significant needs, and is structured over six chapters.

Chapter 2 involves the formulation of a common hardware system framework

for CM based on a wireless, distributed and scalable platform. It spans across

the development for a generic CM system hardware prototype featured in this

thesis. The CM system prototype shares requirements in scalability, form fac-

tor, power consumption and cost as it is designed with uptake efficacy as an

end objective. The prototype leverages on an appropriate synergy of constituent

technologies in low power embedded systems, wireless communications networks

with ZIGBEE, Wi-Fi and GSM, sensing (monitoring) and instrumentation. The

prototype shares a unified design architecture which allows these technologies

to be integrated where appropriate. The thesis may thus be regarded as a col-

lation of results enabling an advance in technology frontiers to allow novel CM

applications, building on high power and cost efficiency, embedded and wireless

sensing (monitoring) platforms.

Chapter 3 extends the common CM framework proposed in Chapter 2 to

suit industrial based CM applications where a detailed CM method for indus-

trial application is defined and verified on a precision cutting machine. The

chapter also focuses on the research related to sensors placement on a precision
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cutting machine, for CM at critical locations. The idea behind this chapter is

pulled from the requirement from SIMTech to realize an optimal sensors place-

ment methodology for inferring accurate vibration profiles of the defined critical

point. These sensors are placed at sensitive measurement locations away from

the critical point. Moving mechanical parts in a machine will inevitably generate

vibration profiles reflecting its operating conditions. Vibration profile analysis

is a useful tool for real-time condition monitoring to avoid loss of performance

and unwanted machine down-time. In this chapter, an approach is proposed and

validated for sensor placement, selection and fusion for machine CM. The main

idea is to use a minimal series of sensors mounted at key locations of a machine

to measure and infer the actual vibration spectrum at a critical point where it

is not suitable to mount a sensor. The sensors locations which are subsequently

used for vibration inference are identified based on sensitivity calibration at

these locations moderated with normalized Fisher Information associated with

the measurement quality of the sensor at that location. Each of the identified

sensor placement location is associated with one or more sensitive frequencies

for which it ranks top in terms of the moderated sensitivities calibrated. A set

of Radial Basis Function, each of them associated with a range of sensitive fre-

quencies, is used to infer the vibration at the critical point for that frequency.

The overall vibration spectrum of the critical point is then fused from these

components. A comprehensive set of experimental results for validation of the

proposed approach is provided in the chapter.

Chapter 4 highlights the need to develop a new method of CM for preci-

sion machine by analyzing sound and vibration generated by the machine itself.
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This idea is pulled from the discussions with Makino regarding the common

approaches or methods used by experienced service engineers for impending ma-

chine fault diagnostics. By manually sensing the vibration with hand, and lis-

tening to the sound generated from a machine, a service engineer is able to

determine if the particular machine under his care is healthy and operating nor-

mally, any abnormal vibration and sound can represent an impending machine

failure, hence warrants a preventive maintenance. The current method is effec-

tive and is very subjective based on the accumulated experience of the service

engineer in that particular machine, and the experience is difficult to be handed

over to the new engineer. Thus, a new objective method is proposed by using

the CM system prototype designed in Chapter 2. The CM system prototype

aims to replace the hand and ear of a service engineer. Wireless sensor nodes

are deployed in various locations on the machine to sense machine vibration and

sound signals. The signals are pre-processed before being relayed to a central

base station node, and finally being processed by a backend application software.

The software contains a machine learning algorithm to learn the condition of the

machine, and to predict its health condition. End user will be notified if the

health condition warrants a preventive maintenance. This chapter introduces a

novel method of pre-processing and classifying sound signals by using the con-

cept of Mel Frequency Cepstral Coefficients (MFCC) which mimics a typical

human ear listening to machine sound. The same method is also used on vibra-

tion signals. The deployment of the CM system on a machine to be monitored

and the associated machine learning algorithm are thoroughly discussed in this

chapter, together with benchmarks against other similar systems.
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Chapter 5 details the deployment of the CM system prototype reconfigured

for healthcare based CM (e-HealthCM), and specifically highlights the capability

of the CM system prototype in adapting to different industrial and healthcare

requirements. This chapter is pulled by an ageing demography in Singapore

and consequent of collaboration/discussions with Southwest CDC (Community

Development Council), Ministry of Health and Family Welfare, Housing Devel-

opment Board (HDB), LionsBefrienders, and other welfare communities. The

e-HealthCM system is tailored specifically for use by senior citizens to allow them

to age in grace in their own homes as there is an increasing trend in the number

of senior citizens staying by themselves in small apartments. In an increasing

number of unfortunate situations, senior citizens lost their lives in their own

apartments from accidental falls without anyone knowing or due to help arriving

too late. e-HealthCM system monitors a senior citizen’s home for accidental fall

activity, and to automatically request for assistance when a valid fall is detected.

e-HealthCM system consists of an e-HealthCM Base Station (e-BS) where the

fall detection algorithm resides, wireless e-HealthCM Sound Sensor Module (e-

SS) for CM of potential fall based on detected sound, and e-HealthCM Wearable

Module (e-WM) that monitors motion activity. e-WM is also a low cost digital

hearing-aid for senior citizen with hearing difficulty. Having established the fact

that using only e-WM motion activity monitoring feature to detect a valid fall

is insufficient and prone to false fall detection, due to the unpredictable nature

of human movements [117–119], e-SS modules installed at various spots within

the senior citizen’s home are used to verify if a valid fall has occurred by mea-

suring the localized sound pressure level and the sound signature for potential
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occurrence of fall. The prototypes of e-HealthCM have been tested in homes of

several senior citizens and functionality tests were successfully concluded.

The thesis concludes with Chapter 6 listing a summary of the main contri-

butions of the works presented and possible future works.
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Chapter 2

Common Framework for

condition monitoring based on

a wireless, distributed and

scalable platform

2.1 Introduction

In Chapter 1, the various technological components that constitute the build-

ing blocks of a wireless, distributed and scalable condition monitoring system

were thoroughly reviewed. Huge potential remains to be explored for the area of

industrial or healthcare based condition monitoring (CM). In a consumer driven

economy [120] structure, each manufactured consumer product is competitively

priced and pricing is a major influencing factor, apart from the product’s qual-

ity. In order for a product to be competitively priced with an acceptable profit
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margin, manufacturing cost must be kept as low as possible which leaves min-

imal margin for machinery fault, as production must be minimally interrupted

at all cost. Any manufacturing machine fault incurs repair as well as opportu-

nity costs [121] [122]. Thus, the most common practice to reduce an occurrence

of machine fault is to perform periodic preventive maintenance (PM) on the

machine itself [123] [124]. Even though PM is executed for minimizing the oc-

currence of machine fault, but from time to time, machine fault still happens.

This problem may be attributed to certain un-diagnosed machine health condi-

tion that PM failed to address. By incorporating CM protocol to the existing

machine, the occurrence of machine fault can be further minimized [124] [125].

This is possible, as a typical CM system monitors the machine’s health param-

eters in real-time, and any parameter deviations from normal can be dealt with

immediately, ranging from performing PM at a much earlier stage, or change the

machine’s operating parameters to suite the detected health condition. As such,

with CM, a machine will always be ensured to perform at an optimal level [125].

CM also plays an important role in the area of healthcare [126] [127]. 87% of

the 195 countries in the world are developing ones, and together, they represent a

huge 84% of the total global population [128]. Conversely, the healthcare spend-

ing of these countries only constitutes 11% of the total healthcare spending of the

world, primarily due to the lagging economies, poverty and the very low doctor-

to-patient ratios. Despite lagging in general healthcare, many of these developing

countries are well equipped with basic mobile phone based communication and

Internet access largely due to the successful penetration of telecommunication

technologies. In 2015, statistics show that 68% of the world’s total number of
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Internet users resides in developing countries [129]. With the availability of the

basic infrastructures, it is structurally viable to deploy healthcare based CM

technology in developing countries to help bridge the gaps of quality healthcare

to the population at large and bring forth the following benefits [128]:

1. Cost savings: Healthcare based CM devices can be deployed to homes

of patients or senior citizens, and they are remotely monitored from a

central location. Healthcare professional only visits when needs arise. The

optimization of manpower resources results in better cost control.

2. Easy accessibility: patients and senior citizens can have basic healthcare

services deliver to the doorsteps of their own homes, and do not require

the need to travel often in order to seek for medical advices as their health

related parameters can be remotely monitored.

3. Quality of service: optimize the distribution of limited healthcare resources

to the mass population at large.

This chapter details the creation of a common hardware framework for the

proposed CM system. Two CM scenarios for industrial and healthcare segments

are explored by developing prototype hardware CM systems based on the pro-

posed framework. The CM system for industrial and manufacturing segment

is mainly for monitoring of machine for operational and health parameters. As

reviewed in Chapter 1, different machines have different health and operational

parameters to be monitored. Thus, in order to properly simulate a real-life man-

ufacturing based CM scenario, a precision rotational cutting machine is adopted

where its operating sound and vibration are monitored as part of the machine

health parameters. The prototype CM system consists of wireless embedded
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controller modules with attached sound and vibration sensors. Each module is

strategically positioned at various location on the machine for CM purposes. The

captured CM data from each module is transmitted to a central base station for

further processing to determine the machine’s actual health condition.

The healthcare based CM system for the healthcare segment is designed to

monitor health vital signs and physiological parameters of a senior citizen within

a home or controlled environment. There are many cases where home alone

senior citizens encounter health related emergencies without the knowledge of

the caregivers or with help arriving too late [130] [131]. The purpose of the

healthcare based CM is to render the much needed assistance to the elderly in a

timely manner when an emergency is detected from the install CM sensors. In

this thesis, a custom healthcare based CM system called e-HealthCM is designed

based on the defined common framework. The purpose of e-HealthCM is to

perform health CM of the motion activities of the elderly living in their own

homes, and to report any detected or suspect fall incidents to caregivers so that

help can be rendered in a timely manner.

The industrial and healthcare based CM systems handle and solve unique

non-overlapped issues related to industrial and healthcare problems with dif-

ferent types of sensing technologies, and are technically challenging to have a

common framework representing all three. However, a common framework is

still possible as the core technologies that form the basic (core) building blocks

remain largely the same. This chapter focuses directly on the various building

blocks that form the common hardware framework through appropriate selection

of existing technologies. The framework presented in this chapter will be used
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in subsequent works, as explained in the next few chapters.

2.2 Proposed Common Framework

The proposed framework consists of two distinct elements: (a) Data Acqui-

sition and Pre-processing (DAP) element, and (b) Data Processing and Alert

(DPA) element. Both elements contains the common core building blocks that

are listed as follows:

1. Microcontroller unit (MCU): The MCU is the most important computa-

tional element within the proposed framework. A 32-bit MCU with internal

hardware capable of performing basic digital signal processing (DSP) algo-

rithms is required. The MCU is tasked to implement custom monitoring

firmware and algorithms for CM systems to support both industrial and

healthcare applications, and is capable of performing in various power sav-

ing mode by ways of controlling its operating frequency and on-chip periph-

erals. The MCU contains a rich set of built-in communications interfaces

(I2C, SPI, Serial, etc.) and high resolution Analog to Digital Converter

(ADC) to support interfacing with various CM sensors. The MCU also

contains a built-in Real-Time Clock (RTC) for date and time stamping of

measured CM data, and sufficient non-volatile and volatile memories for

implementation of firmware and algorithm.

For the proposed framework, Microchip PIC32 based [132] 32-bit MCU

is used. Microchip based MCU is chosen for its built-in signal processing

hardware support. The MCU contains rich sets of internal peripherals

and require minimal external support IC chips, thus suitable for wearable
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devices.

2. Non-volatile Memory: A Micro-SD card [133] based non-volatile memory

module is included to store offline calibration data for attached CM sen-

sors, and for offline localized data logging of captured CM data. For the

proposed framework, a commercially available 8GB Micro-SD card is more

than sufficient to be used for data storage.

3. Wireless star network: Wi-Fi based wireless network with star topology

for reliable and moderate to high bandwidth wireless data communication

among various sensor modules [134] [135]. The network must have the

ability to perform self-discovery, self-healing and self-routing when new

devices are added and faulty devices are removed, and sustains a reliable

end to end communication channel with a moderate to high data rate of

115, 200bps to 11Mbps. The built-in Wi-Fi compliant network also ensures

IoT based application compatibility. For the proposed framework, low

power and low cost RN171 Wi-Fi module from Microchip [136] is used.

The module communicates via a standard RS232 serial interface [137] with

the host MCU for data transfer.

4. Vibration/Inertial Measurement Unit (DAP element only): Single axis

high vibration tolerance (≥ 50g) analog MEMs accelerometer is used for in-

dustrial vibration measurement, where the accelerometer is directly mounted

onto the selected critical vibration point of a machine. Digital tri-axial

MEMs accelerometer (≤ 16g) is used for the purpose of human motion and

fall activity detection in healthcare monitoring. Analog Devices ADXL001

[138] single axis accelerometer with large measurement bandwidth (4kHz)
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is used for industrial machine vibration measurement where it is capable of

measuring continuous machine generated vibration of ≥ 50g. Analog De-

vices ADXL345 [139] tri-axial accelerometer is used for detecting human

motion activity in three-axes degree of freedoms [101], and is commonly in-

cluded in most wearable devices for the purpose of human motion activity

monitoring and fall detection [101] [140].

5. Broadband communication endpoint (DPA element only): broadband com-

munication is identified as one of the core building block. There is a require-

ment where captured data is transmitted to a remote server for processing

by using the existing broadband communication infrastructure. The GSM

mobile network and the Internet are the two types of broadband com-

munications infrastructure that are the most commonly used. The two

endpoints selected for broadband communication are: (a) GSM modem

for sending data via the GSM network, and (b) Internet Access Point for

sending data via the Internet.

6. User Interface and Alert (DPA element only): Graphical user interface for

displaying real-time status of CM in progress, and to display health alert

(if any). The user interface is important as it is the only platform for

human machine interactions.

7. Power Supply: Regulated power supply is an important core building block

that ensures the accurate measurement of CM sensor, reliable data process-

ing and communications for all the core building blocks listed. Depending

on the target application, the input to the power supply can be from an

AC wall adaptor or from a battery.
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Not all of the listed core building blocks are to be used concurrently. Each

of the system designed contains some but not all of the building blocks. Figure

2.1 and 2.2 depict high level functional block diagrams for DAP, and DPA ele-

ments respectively. Each CM system will have one or more DAP and only one

DPA, making it a truly distributed and scalable system. Figure 2.3 depicts a

scenario where a precision milling machining center is fitted with a CM system

for machine health CM monitoring. The parameter of interest for each precision

cutting machine is the tool condition, and any serious tool wear will affect the

machine’s output quality. The machining center consists of N number of milling

machines being fitted with N number DAP based modules. Each DAP moni-

tors the machine vibration and infers the vibration at the cutting tool-tip. Each

DAP’s vibration data is transferred to the DPA station located at the mainte-

nance engineer’s desk. Tool-tips conditions are continuously monitored and any

unacceptable deterioration is reported.

Physical
Measurement

Figure 2.1: Data Acquisition and Pre-processing Element Functional Block Di-
agram.
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Internet / GSM

Figure 2.2: Data Processing and Alert Element Functional Block Diagram.

Internet

Precision Machining Center (Work Area)

Wi-Fi Wireless
Communication

Figure 2.3: CM System Implemented in a Precision Machining Center.

The e-HealthCM system consists of: (a) a DPA based e-HealthCM Base Sta-

tion (e-BS) that provides the alert and notification function and broadband com-

munication function, (b) wireless DAP based e-HealthCM Sound Sensor Modules
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(e-SS) for CM of potential human fall based on detected sound and, (c) DAP

based e-HealthCM Wearable Module (e-WM) that monitors human motion ac-

tivities for inertial based fall occurrence. e-WM is also a low cost digital hearing-

aid for senior citizen with hearing difficulty. Using only the e-WM motion activ-

ity monitoring feature to detect a human fall is insufficient and prone to false fall

detection due to the unpredictable nature of human movements [117–119]. e-SS

modules installed at various strategic spots within the senior citizen’s home are

used to verify if a valid human fall has occurred. Any detected inertial based fall

activity by the e-WM is broadcasted to all the installed e-SS via Wi-Fi. Each

e-SS when received the fall activity information from the e-WM checks the oc-

currence of a fall by measuring the sound pressure level (SPL) of its surrounding.

A fuzzy logic algorithm in the e-SS determines if a valid fall has occurred. If a

confirmed fall is detected, the effected e-SS notifies the e-BS via Wi-Fi and the

designated caregivers will be alerted by using the GSM mobile network. Figure

2.4 depicts a typical e-HealthCM installation within an elderly person’s apart-

ment. There are 11 e-SS modules (#T01 - #T11) installed to cover the whole

apartment, and 1 e-BS (#B01) that connects to the GSM mobile network. The

resident elderly person wears an e-WM (#W01)that monitors motion activity.

2.3 System Architecture Overview

Conceptual representations of a CM hardware framework for local and remote

monitoring are depicted in Figure 2.3 and 2.4 respectively. The figures repre-

sent CM systems that implements CM methodologies with the help of sensing

technology and established communication networks. The components within
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GSM Wireless Network

Figure 2.4: Healthcare based e-HealthCM System Implemented in an apartment
for the elderly.

the framework are built from all the core building blocks defined earlier. Each

of the DAP and DPA are based on the functional blocks depicted in Figure 2.1

and Figure 2.2 respectively.

CM sensor is used to gather measurement data for machine health in indus-

trial deployment, and physiological and motion data in healthcare that enables

senior citizen’s status monitoring. Sensors are deployed according to the appli-

cation of interest. In healthcare based CM, sensors to monitor vital signs (e.g.,

heart rate, respiratory rate, and core body temperature) are deployed, for in-

stance, when monitoring patients with congestive heart disease or senior citizens

with pulmonary disease that require or undergoing long term treatments.
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Wireless communication is relied upon to transmit acquired or pre-processed

CM data to a base station for further processing, and finally indicates the health

condition. CM data can also be transmitted to a remote server via the Internet

or GSM communication networks, this method is most commonly deployed in

healthcare, wherein health related data is transmitted to a remote server for anal-

yses by healthcare professionals and be notified in case of a medical intervention

has to be made.

The CM system employs a series of autonomous embedded systems that are

connected together via a Wi-Fi wireless communication network. Each individ-

ual component is considered a smart device incorporating its own MCU. The

hardware requirement for setting up a CM system depends on the targeted ap-

plication and the type of CM (sensors) required. This thesis focuses on two types

of CM hardware implementations, and the hardware setups will be discussed in

great details in Chapter 4 and 5 respectively.

2.4 Summary

In this chapter, a common and flexible framework for implementing CM

system for industrial and healthcare applications is proposed and discussed. The

important core components that form the common building blocks have been

properly identified and discussed on its intended use for building practical CM

systems. The hardware construction for the two prototype CM systems are based

on the proposed common framework, and will be further discussed in Chapter 4

and 5. This framework presented here will be used in this thesis to implement

further works and develop solutions toward practical CM systems.
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Sensor Placement, Selection

and Fusion for Real-time

Condition Monitoring of

Precision Machines

3.1 Introduction

An established practice of detecting extraneous disturbances relies on human

sensory [141] response to their occurrences, in which an experienced technical

personnel observes the machine operational characteristics such as those in the

form of the sound and vibration generated. If abnormality is observed, a certain

degree of correction can be performed via manual adjustment of machine pa-

rameters such as machining speed and force to restore some operational order.

However, such a method is heavily dependent on the experience of the techni-
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cal personnel and the acquired skills are typically in the form of mental models

which are difficult to be documented and imparted to a new personnel, not to

mention replicating the skills set onto an automation system. This phenomenon

is due mainly to the complex nature of the monitoring process involved multiple

factors. Thus, an objective and systematic diagnostic approach is highly desir-

able which can perform beyond the level of current practice and amenable to

continuous and online implementation.

In this chapter, a method towards sensor placement, sensory set selection

and fusion for continuous and real-time monitoring of machine conditions is pro-

posed and implemented. The approach is scalable and it employs an architecture

that is modular and amenable to parallel processing of incoming data to remain

viable and sustainable for real-time applications without requiring large scale

retrofitting to the system. A common machine monitoring problem is adopted

to serve as the background problem for illustration of the proposed method and

experiments, though the method presented is applicable to other monitoring

problems. The main objective under the problem posed is to use a minimal

number of vibration sensors mounted at key locations of a machine to infer the

actual vibration spectrum at a critical point, where direct mounting of sensors at

this location is not feasible. An example of such a critical point is at the tool tip

of a machining center. The quality of the end-product is very much dependent

on the tool condition and hence, real-time monitoring of the vibration spectrum

at the critical point is necessary to allow various control and mitigation measures

to be invoked when needed. The sensor placement locations are selected on the

basis of a moderated sensitivity indicator which fuses the location sensitivity to
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a vibration frequency at the critical point with the Fisher Information giving

the measurement quality. Thus, each sensor/location is associated with a set of

sensitive frequencies for which its measurement will be selected for inferencing

the specific vibration frequency at the critical point. A Radial Basis Function

(RBF) is used to carry out the inferencing process and the outputs of all the

RBFs invoked yield the vibration spectrum of the critical point which is the basis

for the CM. A comprehensive set of experimental results for verification of the

proposed approach is be provided.

3.2 Method for Machine Condition Monitoring

This chapter presents a method for carrying out machine CM. A problem will

be first formulated in the background for the purpose of better aligning to the

proposed method and allowing a more concise illustration. The proposed CM

method is also designed to be scalable towards large-scale systems (as explained

in Chapter 2) and its realization is amenable towards a distributed architecture

which would help to mitigate the current difficulties of realizing a full-scale CM

system on large-scale machines without having to retrofit them to a proportion-

ate scale.

3.2.1 Problem Formulation

Figure 3.1 shows a precision machining center which will serve as the system

in the background for the elaboration of the proposed CM method. Vs, on

the lead screw of the machine, represents a vibration source and there may be

more than one present. The unwanted vibration source may arise from a loose
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gear, a worn lead screw or a crack bearing of the machine, as examples. The

vibration source generates a vibration spectrum which propagates to the other

parts of the machine. There is a critical point (Lr) on the machine at which the

CM is based. There may be more than one critical points in general. In this

illustration example, the critical point is shown at the tip of the tool. Monitoring

of the vibration spectrum at the tool tip is important as it directly affects the

quality of machined parts and the manufacturing efficiency, and that it is not

possible to directly derive vibration measurements at this point since it engages

the workpiece during the machining process.

The vibration spectrum at the tool tip may be adequately represented by

multiple (m) discrete vibration frequencies and Yr denotes the vibration spec-

trum there (arj is the amplitude of frequency ωj where j : 1 → m). Whereas,

Yn denotes the vibration spectrum measured at the sensor placement sites, they

are given by:

Yr = {(ar1, ω1), (ar2, ω2), ∙ ∙ ∙ , (arm, ωm)} (3.1)

Yn = {(an1, ω1), (an2, ω2), ∙ ∙ ∙ , (anm, ωm)} (3.2)

The key objective to be addressed is to infer Yr from a selected set of n

sensors carefully placed at locations L1, L2, ..., Ln and the measurements are

fused in an optimal manner, given the data available, to yield Yr.

3.2.2 Preparation and Calibration

Prior to continuous real-time monitoring, offline preparation and calibration

of key characteristics of the machine and sensors are needed.
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L1 L3L2

Ln

Vs

Lr

Figure 3.1: Conceptual diagram of a machining center.

3.2.2.1 Sensitivity

The relationship between the vibration at the critical point Lr and those at

the sensor sites L1, L2, ..., Ln is related to the machine structure (mechanical and

geometrical) and the nature of the vibration sources. One factor determining the

placement of sensors and selection of measurements from them is the sensitivity

sij which governs how a small vibration at the critical point Lr at a frequency

ωj can be picked at location Li.

sij =
aij

arj

i : 1 → n

j : 1 → m

(3.3)

where aij and arj are respectively the amplitudes of the vibrations at frequency

ωj at Li and Lr.

If a good mechanical model is available, the sensitivities can be obtained

from Finite Element Analysis (FEA) simulation by exciting the critical point
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Lr with a small vibration amplitude and measuring the vibration amplitude at

location Li. Otherwise, this calibration process can be directly carried out with

an offline experiment on the machine directly. By repeating the step without

bias over m discrete frequencies, a sensitivity table can be calibrated which is

represented in a matrix form in Eqn.(3.4). The m frequencies should correspond

to the frequency spectrum of interest to the CM.

S =

















s11 s21 ∙ ∙ ∙ sn1

s12 s22 ∙ ∙ ∙ sn2

...
... ∙ ∙ ∙

...

s1m s2m ∙ ∙ ∙ snm

















(3.4)

A sensor placement location should manifest a high sensitivity relative to

other locations for at least one frequency of interest. Each row sij shows the

sensitivity at all locations with respect to the frequency ωj . This table is useful

for determining the final placement of sensors. If the sensitivities along a par-

ticular column i of matrix S are identically lower than the other corresponding

columns, it implies that the location Li is a poor location and the sensor to be

placed there is redundant or it is better placed in an alternate location.

3.2.2.2 Normalized Fisher Information

Accelerometers and piezoelectric transducers are commonly used for vibra-

tion measurement. Each of these sensors has its own characteristics in term of

response time, bandwidth, resolution, and robustness to environmental factors.

The locations for sensor placement may pose accessibility constraints too lim-

iting on the type of sensors that can be placed there. Furthermore, specific to

46



Chapter 3. Sensor Placement, Selection and Fusion for Real-time Condition
Monitoring of Precision Machines

the machine structure, the vibration at certain locations may be less smooth

and exhibit more excessive and patchy movements about the nominal vibration

level than other locations. Thus, the measurement signals can manifest different

degrees of quality related to both machine and sensor characteristics. Relying

solely on sensitivities for sensor placement and selection runs the risk of allowing

less reliable signals to pass through to the selection process without penalty. An

indicator of the quality of the measurement specific to Li as well as the sensor

mounted there would be an important factor to consider in sensor placement

and selection. One such possible indicator is the Fisher Information (FI) which

is based on information theory of maximum likelihood estimation to serve as an

indicator of the quality of a measurement [142]. It is defined as:

fij =
1

σ2
ij

, (3.5)

where σ2
ij denotes the variance of the measurement from location Li for a vibra-

tion frequency ωj .

However, a modification of this index is proposed for the proposed CM appli-

cation since the vibration amplitude at the locations are not identical. A larger

vibration amplitude will incur a bigger variance and thus a smaller FI compared

to a smaller vibration amplitude. For relative comparisons, the variance from

the normalized value is better interpreted relative to the vibration amplitude.

Define normalized Fisher Information (NFI) as:

f̃ij =
aij

σ2
ij

= aijfij , (3.6)
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where aij is the nominal amplitude measurement at that location.

Similarly, a NFI table in the matrix form is constructed as given in Eqn.(3.7).

The NFI can be calibrated at the same time when the sensitivities are being cali-

brated. With an excitation vibration applied at the critical location (or a neigh-

boring location), the measurements at the various locations can be processed

for their respective NFIs. The NFI table is similarly useful to sieve out unde-

sirable sensor placement locations or sensors when the indices are very small,

indicating poor measurement qualities at these locations. Unlike sensitivities,

the NFIs are dependent on sensor characteristics too. So, they may continue to

be calibrated in real-time during operations after the initial calibration to pick

up deterioration in sensor qualities over time.

F̃ =

















f̃11 f̃21 ∙ ∙ ∙ f̃n1

f̃12 f̃22 ∙ ∙ ∙ f̃n2

...
... ∙ ∙ ∙

...

f̃1m f̃2m ∙ ∙ ∙ f̃nm

















(3.7)

3.2.2.3 Moderated Sensitivity

The placement and selection of sensors are proposed to be based on both

sensitivities and NFIs with a fused indicator by using the NFI to moderate the

sensitivity at each location. This is reasonable since sensitivity with respect to

the true vibration at the tip will be degraded if it is computed with a low quality

measurement of the vibration signal at the location.
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A scaling factor to moderate the calibrated sensitivities is defined as:

kij = α + (1 − α)[
f̃ij − min f̃ij

max f̃ij − min f̃ij

] (3.8)

where f̃ij is the NFI of a sensor location Li for given frequency ωj , max f̃ij and

min f̃ij are respectively refer to the highest and the lowest NFI among all sensor

locations Li given the same frequency ωj . 0 < α < 1 is a user-defined parameter

to moderate the original sensitivity by up to 100(1 − α)%. As per any cost

function formulation, it is to be fixed based on the relative weigh-off between

the two factors of sensitivity and measurement quality. Empirically, a default of

α = 0.8 is recommended so that a maximum of 20% moderation of the sensitivity

is done on the location with the lowest quality measurement.

The Moderated Sensitivity (MS) s̃ij is defined as multiplication of the scaling

factor with the corresponding sensitivity:

s̃ij = kij × sij (3.9)

The Moderated Sensitivity Table (MST) is given in the matrix in Eqn. (3.10).

S̃ =

















s̃11 s̃21 ∙ ∙ ∙ s̃n1

s̃12 s̃22 ∙ ∙ ∙ s̃n2

...
... ∙ ∙ ∙

...

s̃1m s̃2m ∙ ∙ ∙ s̃nm

















(3.10)

Note that unlike the original sensitivity table which is fixed upon the initial

calibration, this MST will take into consideration the measurement quality which
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may degrade over time. Thus, there can be periodic update to the table so that

it reflects the latest set of parameters for determining sensor placement and

selection.

3.2.3 Condition Monitoring Implementation

Frequency 
Domain Pre-
processing

Frequency 
Domain Pre-
processing

Frequency 
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processing

.
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Figure 3.2: Functional block diagram of the proposed method for machine CM.

Figure 3.2 shows the functional block diagram of the method to be deployed

for continuous real-time machine CM following the calibration of the machine

as elaborated in the earlier sections to yield the MST. The method proposes to

accept as inputs from the time-domain measurements y1(t), y2(t), ..., yn(t) from

the sensors at the n locations (L1, L2, ..., Ln) and it will provide an output Yr

which infers the vibration spectrum at the critical location Lr. In what follows,

each of the modules under the block diagram will be elaborated.

3.2.3.1 Frequency Domain Pre-Processing (FDP)

This FDP module will take in the time domain information and output the

discrete frequency spectrum Y , giving the amplitude a and frequency ω of each of

the frequencies detected. A Discrete Fourier Transform (DFT) is carried out on
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a collated sequence of a predetermined number of input samples. So, the update

is done periodically when that number of samples becomes available. The NFIs

at each site can be updated with the data collated and these can then be used

to refresh the MST.

3.2.3.2 Sensitive Frequency Parser (SFP)

Each sensor placement site Li would be associated with a set of one or more

frequencies (herein referred to as sensitive frequency set Ω1, Ω2, ..., Ωn) for which

the MS would be highest relative to the other sites. The SFP will then sieve

out these frequencies belonging to these sets from the spectrum provided by the

FDP module which will subsequently be passed on to the RBF Inference module

(RBF-I) to infer the vibration at these frequencies at the critical location (Lr).

A simpler realization may be to only sieve out frequencies exceeding a minimal

amplitude threshold or the largest amplitude among them to limit the number of

RBF-I which will be subsequently invoked and thus the computational intensity.

In this way, only the frequencies for which the sensor at that location is best able

to pick up would be processed, and parallel and concurrent processing becomes

possible.

3.2.3.3 RBF Inference (RBF-I)

The RBF-I module is used to infer the vibration spectrum at the critical

location from the vibration spectrum detected at the sensor sites. RBF neural

network has its foundation in the conventional approximation theory, is chosen

to infer and approximate the vibration spectrum at the critical location because

it is well known as a universal approximator, i.e., any continuous function can
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be approximated over a compact set to any degree of accuracy. The RBF net-

work with its simpler structure, has equivalent capabilities as the well-known

Multilayer Perceptron (MLP) network, but with a much faster training speed,

and thus it has become a popular alternative to the MLP. RBF has the following

features: (1) it is a parametric model, the output is directly computed based on

the input. (2) it has smoother error modeling as it adopts non-linear interpola-

tion for intermediate points which are not calibrated, and also (3) it has better

expansion ability as it can be recursively refined based on additional conditions

and factors of the training data [143–146].

Derived from function approximation theory, the RBF network is a feed-

forward network. They form mappings from an input vector to an output vector.

RBF is a real valued function where the output only depends on the distance

from the origin or center point μ to its input x ∈ Rn. The following equation

describes the RBF:

ϕ(x − μ) = ϕ(||x − μ||) (3.11)

A typical RBF networks have three layers: an input layer, a hidden layer

with RBF activation function, and a linear output layer. Gaussian function is

commonly used as RBF activation function as the property of universal approx-

imation by linear superstition of Gaussian basis functions has been proved [144].

ϕ(x − μ) = exp(−
||x − μ||2

2b2
) (3.12)

where x is the input, μ is the coordinate value of the center point of the Gaussian

function, and b > 0 is the width value of the Gaussian function.
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The ultimate goal is to infer the vibration at the critical point from the se-

lected sensor location. Without loss of generality, Yr and Yn in Eqn.(3.1) and

(3.2) consist of their respective frequency components in time-domain represen-

tation, where each respective component has frequency tolerance of ±20 rad/s

due to the effects of the bandpass filters implemented in the FDP module, and

can be expressed as:

Yr = ar1(t) + ar2(t) + ∙ ∙ ∙ + arm(t) (3.13)

Yn = an1(t) + an2(t) + ∙ ∙ ∙ + anm(t) (3.14)

The RBF network can be written as:

ârj(t) =
P∑

p=1

wpϕp(||aij(t) − μp||) (3.15)

where i : 1 → n and j : 1 → m. ârj(t) is the inferred vibration magnitude at the

tool tip, P is the size of the input, wp is the weight value, ϕp is the Gaussian

function which ϕp(||aij(t) − μp||) = exp(− ||aij(t)−μp||2

2b2p
), aij(t) is the vibration

magnitude at the sensor location Li for a given frequency ωj , μp is the basis

center of RBF, and bp is the width of the RBF.

The squared error function, E is a common method for measuring the dis-

crepancy between the target vibration amplitude arj (this can be measured with

a vibrometer) and the RBF output ârj :

E(t) =
1
2
(arj(t) − ârj(t))

2 (3.16)
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The tuning algorithm used to obtain the function parameters of w and μ is the

gradient descent method based on error backpropagation. Define the parameter

set W = (wp, μp), and the learning rate η, the parameters can be updated as:

W (t + 1) = W (t) − η∇E(W (t)) (3.17)

The discrete time of the backpropagation algorithm is given as [147]:

wp(t + 1) = wp(t) + ηw(arj(t) − ârj(t))ϕp(||aij − μp||) (3.18)

μp(t + 1) = μp(t) + ημ(arj(t) − ârj(t))wp((aij − μp)/b2
p) (3.19)

where ηw > 0 and ημ > 0 are the learning rate of w and μ, bp is chosen as a

constant. In order to end the iterative weights tuning process, a termination

condition is formulated in terms of the backpropagated error E. Thus, the

optimal weights W ∗ = {w∗
p} can be obtained. In addition, it is always a trade-

off between the quality of fitting and the iteration time. Since the tuning process

is done offline, more emphasis may be given to deriving a better fit at the expense

of incurring longer tuning time.

Upon completion of training, RBF-I module for each set of sensitive frequen-

cies (Ω1, Ω2, ..., Ωn) will be fully controlled by the respective SFP module. Each

RBF-I module is invoked when its respective SFP yields a signal amplitude (a)

associated with a frequency in its sensitive frequency set to its input. The resul-

tant output Yrj = (arj , ωj) represents a frequency spectrum component which

will be channeled into the Fusion module.
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3.2.3.4 Fusion

Each RBF-I will process only one vibration frequency. The Fusion (F) mod-

ule will sum up the individual inference results to yield the overall frequency

spectrum Yr at the critical location. Yr will be the basis of the CM function

which will use the latest update of Yr to determine the next appropriate course

of actions to maximize productivity and quality.

3.2.4 Scalability

One of the common deterrence to the uptake of a real-time CM system is in

the retrofitting of the machine and the wiring of sensors to central monitoring

system and algorithms, especially when these may cause physical restraints or

downtime to the machine which may not be acceptable. The architecture of the

proposed CM method, however, is amenable to realization in the form of small

portable monitoring units (shown in dash box in Figure 3.2) at each location

comprising of the sensor, wireless transceiver, the FDP, the SFP and the RBF-I

sub-modules collectively realized as a single module. These modules can be bat-

tery powered and thus easily attached to the machine to be monitored without

inducing unnecessary restraints. They communicate wirelessly with a base mod-

ule which will comprise of the F module and the MST (shown in dotted box in

Figure 3.2).

3.2.5 Low Frequency Monitor

The vibration sensors can pick up frequency signals during machine opera-

tions. These signals must be within each sensor’s operational bandwidth. How-

ever, many useful information indicating of machine deteriorated performance
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can be picked up from low frequency signals generated by the machine, which

may fall outside of the bandwidth of the vibration sensor. The proposed CM

method allows other sensors (e.g., sound sensors) to be deployed efficiently in an

integrated manner.

3.3 Case Study: Results and Discussion

A case study is conducted to validate the effectiveness of the proposed CM

method. The equipment setup in this study includes: (1) three-axis precision

motion system with (2) custom test fixture emulating a machine tool, (3) DC

Eccentric Rotating Mass (ERM) vibration motor attached to the test fixture to

serve as the vibration source, (4) accelerometers as the vibration sensors measur-

ing the critical vibration at the tool tip and sensor placement locations, and (5)

National Instrument CompactDAQ for data acquisition and signal generation.

Figure 3.3 depicts the experiment setup. Figure 3.4 shows the custom fixture

with the ERM motor. There is a total of 30 possible sensor placement locations

on the test fixture. Each location is uniquely identified with the (x, y) coordi-

nates. The location marked Lr at the tool tip is the critical point at which the

vibration is to be closely monitored. The grey areas are the off-limit zones for

possible sensor placements.

3.3.1 Data collection and calibration

As discussed in Section 3.2, offline data collection and calibration need to be

done prior to the continuous real-time CM of the machine. The details of data

collection and calibration are discussed in the following subsections.
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Figure 3.3: Experiment Setup.

Lr

(1,5) (2,5) (7,5) (8,5)

(2,4) (3,4) (4,4) (5,4) (6,4) (7,4) (8,4)

(2,3) (3,3) (4,3) (5,3) (6,3) (7,3) (8,3)

(2,2) (3,2) (6,2) (7,2) (8,2)

(2,1) (7,1) (8,1)
ERM 

Vibration 
Motor

(1,4)

(1,3)

(1,2)

(1,1)

Figure 3.4: Sensor placement locations on the test fixture.

3.3.1.1 Vibration source

The DC ERM vibration motor is attached to the tool tip where Lr is based.

It has a dual role; to emulate as a vibration source for the case study as well

as a frequency generator during the calibration phase. The ERM is actually

a DC motor with a non-symmetric mass attached to its shaft. As the ERM

rotates, the centripetal force acting on the mass is asymmetric, resulting in a

net centrifugal force which causes a displacement of the motor. With a high
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number of revolutions per minute, the motor is constantly being displaced, and

it is this repeated displacement that leads to a vibration.

The ERM motor in this experiment is driven by a uni-directional motor

driver. The NI DAQ’s analog output generates a control signal vctrl to the

motor driver, which controls the resultant frequency and vibration magnitude

of the ERM motor. In this experiment, the frequencies of interest in the CM

are 100Hz and 120Hz and they are generated primarily via the ERM. In this

experiment, vctrl is a periodic trapezoid signal as depicted in Figure 3.5 which

is controlled to increase with time until it reaches vmax, remains stable at vmax

for duration of time tctrl, and finally decrease to vmin. The ERM motor will

start to rotate at rated frequency and vibration magnitude once vctrl = vmax,

rotates at decreased frequency and vibration magnitude when vctrl < vmax, and

finally stalled when vctrl = vmin. This process of rotating the ERM motor at

rated frequency and vibration magnitude, slowing it down, and finally stopping

it, repeats periodically. The resultant I-V characteristic of the ERM motor

is depicted in Figure 3.6. Operating the ERM motor at vctrl = vmax yields

an operating frequency of 120Hz. When attached to the tool tip, and due to

the tool tip mechanical vibration modes characteristics, additional frequency

components are invariably induced to yield a more complex vibration frequency

and amplitude as depicted in Figure 3.7. By capturing the resultant vibration

signals at the tool tip, and analyzing it in frequency domain, these vibration

frequency components of 100Hz and 120Hz generated are accordingly contained

in the vibration sources.
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Figure 3.5: Periodic trapezoid signal (vctrl).
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Figure 3.6: ERM vibration motor excitation characteristics.

3.3.1.2 Vibration measurements

In this experiment, identical three-axes Kistler accelerometers (model: 8690C50)

are used at each of the sensor placement locations. There is a total of 30 possible

sensor placement locations identifiable via their (x, y) coordinates as illustrated

in Figure 3.4. A similar accelerometer is attached to the tool tip at Lr to measure

the vibration at the tool tip. NI DAQ’s analog input with the sampling rate of

1kHz is used to collect the time domain vibration signals from each accelerom-

eter for further signal processing and analysis. Figure 3.7(a) and Figure 3.7(b)
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Figure 3.7: Vibration signals for x-axis.

provide an example of x-axis vibration data sampled from critical location Lr

and sensor location (1, 1) respectively.

3.3.1.3 Frequency domain pre-processing

The collected time domain vibration signals will first be examined in the

frequency domain to obtain and segregate the dominant frequency components.

Fast Fourier Transform (FFT) algorithm is used for this purpose to compute the

DFT of the vibration signals to yield the dominant frequency components. With

the vibrations generated by the ERM as explained in the preceding section, the

dominant frequencies are correspondingly 100Hz and 120Hz.

3.3.1.4 Dominant frequency components extraction

Bandpass filters are required to extract the two frequency components from

the collected vibration signals. Finite Impulse Response (FIR) bandpass filter

is chosen for this purpose. FIR filter is selected over Infinite Impulse Response

(IIR) filter due to FIR’s inherent stability and linear phase response charac-
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teristics, even though more digital signal processing resources are required for

implementation. Figure 3.8 depicts the block diagram of a M -taps filter, where

y[i] is the discrete signal input for sample i, and y′[i] is the respective filtered

signal output. h[0], h[1]...h[g] are the filter’s coefficients obtained by perform-

ing z-transform on the filter’s impulse response. Eqn.(3.20) highlights the FIR

bandpass filter with M -taps.

y′[i] =
M−1∑

g=0

h[g].y[i − g] (3.20)

y[i]

h[0] h[1] h[2] h[g]

z−1 z−1 z−1

y′[i]

Figure 3.8: Block diagram of bandpass filter design.

In this experiment, 100-taps FIR bandpass filters are constructed for cen-

ter frequencies (dominant frequency) of 100Hz and 120Hz. Collected vibration

signals are processed with these filters. For illustration purpose without loss of

generality, only 120Hz frequency components are shown here. Figure 3.9(a) and

Figure 3.9(b) are the filtered signals from the location (1,1) and Lr at 120Hz

respectively.

The resultant processed signals for each dominant frequency are processed

into the instantaneous Root Mean Square (RMS) form using a sliding rectan-

gular window centered at each point in the signal. Figure 3.10(a) and Figure

3.10(b) depict the RMS equivalents of the vibration signals for the 120Hz fre-

quency component. They verify that the measured vibrations at these dominant
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Figure 3.9: Filtered signals, 120Hz.
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Figure 3.10: RMS signals, 120Hz.

frequencies are repeatable.

3.3.1.5 Sensitivity

The sensitivities at each sensor location for frequencies 100Hz and 120Hz,

are calculated based on Eqn.(3.3) and plotted in 2D as depicted in Figure 3.11

and Figure 3.12 respectively. For illustration purpose, only the sensor x-axis

measurements are shown here. The 2D sensitivity plots show that sensors place-

ments locations (7, 1), (8, 1) are the most sensitive locations for the frequency
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Figure 3.11: Sensitivity map for 100Hz.

Figure 3.12: Sensitivity map for 120Hz.

100Hz, and (7, 1) is most sensitive for 120Hz. Nonetheless, these are not the final

sensor placement locations pending the moderation with the NFI for the respec-

tive frequencies which may churn out new locations. The unshaded areas are for

the screws and vibration mounting hence no measurement at these locations.
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The NFI at each sensor location, for frequencies 100Hz and 120Hz are cal-

culated based on Eqn.(3.6) and shown graphically in Figure 3.13 and Figure

3.14 respectively. The results show that for frequency 100Hz, the NFI at sen-

sor placement locations (2, 3), (2, 4), (7, 4) are relatively higher compared to the

other locations. On the other hand, for frequency 120Hz, NFI at sensor locations

(1, 4), (2, 4) are relatively higher compared to the others. In a sense, NFI gauges

measurement quality at the various locations. Hence, a higher NFI implies rel-

atively higher quality measurements. In this experiment, it is observed that

higher values of NFI occur at locations with low sensitivities for both the 100Hz

and 120Hz frequencies as shown in Figure 3.11 and Figure 3.12. Hence, there is

a trade-off between sensitivity and NFI in determining the sensor locations to

use. Since the same type of sensors is used, the variation of NFI at each location

is mainly due to the influence from the machine’s mechanical structure such as

its stiffness and geometrical properties.

3.3.1.6 Normalized Fisher information and Scaling factor

The scaling factor at each sensor location, for the frequency of 100Hz and

120Hz are calculated based on Eqn.(3.8) and shown in Figure 3.15 and Figure

3.16 respectively. From the plots, it is observed that the more sensitive areas

are associated with relatively low scaling factors of between 0.81 and 0.84, and

certain areas of low sensitivity are associated with higher scaling factors very

close to 1. This is due to large NFIs at the low sensitivity areas as compared to

NFIs at the high sensitivity areas, which is consistent with the NFI plots.
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Figure 3.13: Normalized Fisher Information map, 100Hz.

Figure 3.14: Normalized Fisher Information map, 120Hz.

3.3.1.7 Moderated Sensitivity

MS at each sensor placement location for frequencies 100Hz and 120Hz are

obtained based on Eqn.(3.10) with sensitivity information from Figure 3.11 and

Figure 3.12, and the scaling factors from Figure 3.15, and Figure 3.16. The
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Figure 3.15: Scaling factor map, 100Hz.

Figure 3.16: Scaling factor map, 120Hz.

MS results given in Figure 3.17 and Figure 3.18 show that (7, 1) is the most

sensitive location for 100Hz and (8, 1) is the most sensitive location for 120Hz,

hence differing from sensor locations suggested in Figure 3.11 and Figure 3.12.

These two locations are the preferred sensor placement locations for the dominant
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frequencies based on the scaling factor effects.

Figure 3.17: Moderated sensitivity map, 100Hz.

Figure 3.18: Moderated sensitivity map, 120Hz.
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3.3.1.8 Radial Basis Function

Figure 3.19(a) depicts the RMS equivalent data for 100Hz at the sensor

location (7, 1) and reference Lr. There is a total of 12800 sample data and 50%

of the sample data is used for training and the other 50% is used for verifying

the trained RBF. Before RBF training is performed. Here, the RBF network is

trained using 6400 samples of data. Thus, P = 6400 and b = 0.05 are selected

for the RBF training. As the parameter adaptation process is done offline with

pre-acquired data, a longer training time with relative small value of the Mean

Squared Error (MSE) is used to obtain better fitting results. MSE < 0.05

is selected as the termination condition for the parameter adaptation, and the

learning rate ηw and ημ are chosen to be 0.01. The training time taken for this

RBF network with 6400 sample data is a few seconds with small variations due

to the convergence time. The weights w and center μ are updated according to

the Eqn.(3.18) and Eqn.(3.19). As discussed in the RBF-I elaboration in Section

3.2, the parameter adaptation process will converge according to the gradient

descent method based on the error backpropagation algorithm. Once the RBF

training process converges to the termination condition, the trained weights w

and centers μ are available to commission the RBF estimation of inference the

vibration magnitude at the target location.

The results of the RBF approximation shown in Figure 3.19(b), where the

solid lines represent the RBF approximation at (7, 1) and the cross-line repre-

sent the desired output at reference Lr which is the measurement taken at this

location. In order to verify the accuracy of the trained RBF, another 50% of the

sample data that has not been used for training are fed into the trained RBF
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net. Figure 3.19(b) shows the RBF verification result where the RBF able to ap-

proximate the desired output accurately with a MSE of 5.8%. Figure 3.20 shows

the RBF inference result of sensor location (8, 1) for the frequency of 120Hz, the

MSE of the RBF approximation is 2%. Here, for conciseness, only the results

for location (7, 1) and (8, 1) are shown. The same procedures can be applied to

other sensor locations for RBF inferences.
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Figure 3.19: RBF Approximation for sensor location (7,1).
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Figure 3.20: RBF Approximation for sensor location (8,1).
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3.3.2 Real-time Condition Monitoring

Once the calibrations are completed and the RBF networks trained, real-time

CM of the tool tip of a precision machine can be initiated. Figure 3.21 is the

block diagram of the real-time CM system, and Figure 3.22 - Figure 3.24 are the

modular program flows for each of the blocks of the monitoring system.
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Figure 3.21: Block diagram for real-time CM.

Based on the MS results shown in Figure 3.17 and Figure 3.18, four sensor

placement locations (7, 1), (7, 2), (8, 1) and (8, 2) are selected for real-time CM

which correspond to L1, L2, L3 and L4. These four locations are selected due to

their high MS values following the offline calibration done. In the event a sensor

at the primary location degrades in performance, the next best ranked sensor

at a secondary location will assume the primary duty. L1, L3 are the primary

sensors, while L2, L4 are the secondary ones. These four sensors are concurrently

measuring vibration signals (y1(t), y2(t), y3(t), and y4(t)) respectively. The ERM

motor now play its second role as a vibration source in this case study.
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Figure 3.22: Frequency domain preprocessing (FDP) flowchart.

The sensor at each Li, is connected to the FDPi module. Within the FDPi,

vibration signal yi(t) is sampled every 1ms interval, and 1000 samples are written

into a Sample Buffer (SBi). The RMS value of yi is calculated and denoted as

yrms,i which will serve to determine if the flow should continue by comparing

with a small threshold yT,i. The threshold is empirically determined and unique

for each machine. For very small vibration, no further processing is needed

when yrms,i < yT,i, the collected samples in SBi are discarded, and new values

are collected for re-evaluation.

When yrms,i ≥, the vibration is significant enough to warrant further pro-

cessing for CM. FFT is performed on SBi to determine the dominant frequency

components present. In this case study, the ERM generate vibrations mainly at
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Figure 3.24: RBF and Fusion (F) module flowchart.

two frequencies of 100Hz and 120Hz and thus, these two frequencies manifest

in these computations along with the respective nominal vibration amplitudes.
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NFI is calculated at each of the locations Li based on Eqn.(3.6) from the data

in the SBi. With the NFI information thus available, the scaling factor (ki) at

each Li can be calculated. Since the sensitivity at each Li is already known from

the offline calibration process, the MS can be computed using Eqn.(3.10) and

the latest value will be used to update the MST which stores the MS data of all

Li with respect to frequency ω. Figure 3.22 maps the detailed program flow of

the FDP module.

Table 3.1 is a snapshot of the MST filled with offline calibration data at

startup. The elements within the MST are sensitivity sij , NFI f̃ij , scaling factor

kij and MS s̃ij . At this first instance when monitoring begins, MST, based on

s̃ yield L1 and L3 as the best locations for monitoring vibrations at 120Hz and

100Hz respectively. The MST is subsequently and continuously refreshed with

new data from each sensor, and new locations and sensors can be invoked ac-

cordingly. The MST is non-volatile and contains the latest parameters reflecting

the optimal configuration for real-time monitoring of the machine.

Table 3.1: MST

Li
sij (×10−2) f̃ij (×106) kij s̃ij (×10−2)

100Hz 120Hz 100Hz 120Hz 100Hz 120Hz 100Hz 120Hz
L1 6.14 5.8 4.062 11.87 0.896 0.816 5.5 4.73
L2 4.73 4.42 0.294 1.882 0.8 0.8 3.78 3.54
L3 5.73 5.49 5.897 126.5 0.9427 1 5.4 5.49
L4 4.76 4.5 8.147 20.17 1 0.8294 4.76 3.73

The output of each FDPi is the discrete frequency spectrum Yi which provides

information of amplitude a and frequency ω of the dominant frequencies detected

at Li. Yi is fed into the SFPi module. The main function of SFPi is to compare

Yi against the sensitive frequency set associated with Li stored in the MST. If

the frequency components are members of the sensitive frequency set, it means
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the sensor at Li will register the highest MS for these frequencies. Thence, the

SBi will be read to retrieve the stored 1000 vibration signal samples, and the

sensitive frequency components are extracted in the time-domain and processed

into the RMS form. Figure 3.23 maps the detailed program flow of the SFPi

module.

Next, the signals in respective RMS formats are fed into the trained RBF-I i

module to infer the vibration at the tool tip at these frequencies. The outputs

of RBF-Ii modules are Yr1, Yr2, Yr3 and Yr4 which are the inferred vibration

spectrums at the tool tip.

The inferred vibration signals Yr1, Yr2, Yr3 and Yr4 are channeled into the

Fusion (F ) module for data collation based on its dominant frequency. The

collated result buffered in the F Table is Yr, which represents unified inference

result representing different dominant frequencies. Each column of F Table

represents a detected frequency component. The rows of F Table represent

discrete RMS magnitudes for each frequency component. Each ascending row is a

discrete RMS magnitude corresponding to time. The table is constantly updated

with oldest data being overwritten in a circular manner. F Table can be utilized

as an important part of a precision machine health or fault monitoring system,

where it provides detailed real-time vibration data in the form of dominant

frequencies components that represent detected vibration sources.

In this experiment, F Table has 2 columns: a column for 100Hz vibration

component and a column for 120Hz vibration component respectively. F Table

has 1000 rows for each column, capable of buffering 1000 RMS data (at 1ms

interval per data) per column. The inference results are from Yr1 and Yr3,
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whereas, Yr2 and Yr4 are on hot standby for failsafe purpose, and only to be

invoked when both sensors related to Yr1 and Yr3 are faulty or degraded to an

extent that they are favored according to the latest MST. Figure 3.24 maps the

detailed flowchart of the RBF and F modules.

Figure 3.25 shows the vibration signals (y1(t), y2(t), y3(t), and y4(t)) respec-

tively from the sensors mounted at L1, L2, L3 and L4. In this experiment,

sensors at L1 and L3 are the primary sensors selected for measuring vibration

components at frequencies 100Hz and 120Hz respectively. Figure 3.26 shows the

100Hz vibration component at input to RBF-I1, and its corresponding inferred

vibration output at the tool tip, which incurs 7.2% error compared to the ac-

tual vibration measured at the tool tip. Figure 3.27 shows the 120Hz vibration

component at input to RBF-I3, and the corresponding inferred vibration out-

put at the tool tip, which shows a 5.4% error compared to the actual vibration

measured at the tool tip.
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Figure 3.25: Vibrations signals at the selected sensor locations.
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Figure 3.26: RBF inference result for L1 (7,1),100Hz.
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Figure 3.27: RBF inference result for L3 (8,1),120Hz.

3.4 Discussion

This chapter has proposed and demonstrated a feasible method towards sen-

sor placement, sensory set selection and fusion for continuous and real-time mon-

itoring of machine conditions. The methodology is demonstrated in this chapter

by using a precision cutting machine, with the objective to use an optimal (mini-

mal) number of vibration sensors mounted at identified locations of the machine

to infer the actual vibration frequencies spectrums at the cutting tool tip (critical
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point). Each mounted sensor is sensitive to a particular vibration frequency com-

ponent and contributes to the accuracy of the inferred vibration measurement

at the tool tip.

The generated vibration frequency components are dependent on the material

of the workpiece and the deployed cutting tool. For a typical cutting machine,

changes in measurement requirement is almost certainly related to the change

in the type of material to be machined and the cutting tool. Different material

when machined emits a range of vibration frequencies components [148–150] that

can be used for machine CM. Thus, additional sensors can be mounted at other

identified locations if there is a change in the measurement requirement of the

critical point (e.g., change in workpiece material or cutting tool).

The existing system for monitoring of tool tip vibration is scalable and can

be expanded when necessary in the event of changes to the workpiece material

or the cutting tool. In the example, 100Hz and 120Hz frequency components

are identified as the required components for accurate inference of vibration at

the tool tip, with the known sensor mounting location for each frequency. The

MST contains information pertaining to these two frequencies of interest based

on regular updates from the FDP, and the SFP for each sensor sieves out the

relevant sensitive frequency from each sensor. The trained RBF network for

each sensor will infer the required frequency components at the tool tip and the

inferred components are fused to form the inferred vibration at the tool tip.

In the event of a different workpiece material with different cutting tool are

introduced to the existing cutting machine, there will be new sets of vibration

frequencies to be inferred at the tool tip. The existing system for vibration
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monitoring can be easily scaled to accommodate this new requirement. Assum-

ing a new 50Hz vibration frequency component is required for inference of the

vibration at the tool tip, the new sensor location (Lnew) sensitive to this new

frequency must be determined by using the procedure prescribed in this chapter.

MST is modified to include an entry for the new frequency, and the SFP of the

new sensor will sieve out the 50Hz component based on the MST information.

A RBF network for this new frequency must be trained to correctly infer this

new frequency component at the tool tip. The final vibration at the tool tip

comprises of the fusion of the inferred frequency components (50Hz, 100Hz and

120Hz).The modified vibration monitoring system can now work with different

workpiece materials and different tools. Thus, new locations sensitive to new

frequencies components can be easily determined and additions of new sensors

will further improve the existing tool tip vibration monitoring system for use

in machine CM system to cater for different workpiece materials and different

cutting tools.

The existing vibration monitoring system uses only vibration sensors for its

measurements. In a situation where a vibration sensor is not sensitive enough

to pick up any form of low frequency vibration from the tool tip, other type of

sensors may be used. One such possibility will be a directional sound sensor with

active noise cancelation for measuring low level machine sound emission [151]

[152]. The sound sensor is positioned to be directed towards the location of the

tool tip, and the measured sound emission can be fused together with the inferred

vibration signal at the tool tip to produce a tool tip sound - vibration fusion

signal (or data) that will reflect the tool tip condition with greater accuracy and
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can be used by a machine CM system.

Inferred tool tip conditions can be used to determine (or predict) the health

condition of a cutting machine. The various tool tip conditions can be classified

for various machine health conditions (or levels). A machine CM system can

use the tool tip conditions as its primary input. Internally, the CM system

has a classifier that processes the tool tip conditions and determine (or predict)

the machine’s health condition. There are several known classification methods

such as the well-known Support Vector Machine (SVM) or the artificial neural

network (ANN) based classifiers.

3.5 Summary

An approach for sensor placement, selection and fusion for continuous ma-

chine CM has been proposed and validated in this chapter. The approach uses a

minimal series of sensors mounted at key locations of a machine to measure and

infer the actual vibration spectrum at a critical point where it is not suitable

to mount a sensor. The selection is based on an indicator which leverages on

sensitivity and the Fisher Information which is pre-calibrated over a range of fre-

quencies. The top ranked sensors for each frequency can vary dynamically with

time and the selected ones are used to infer the vibration at a critical point using

a RBF network. A comprehensive case study was set up and used to validate

the methodology behind the proposed machine CM method.
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Chapter 4

Machine Condition Monitoring

based on Acoustics

4.1 Introduction

Traditionally, monitoring, diagnosing, and operating the machines on the

manufacturing floor are the important works of operators, technicians and engi-

neers. Possible human errors that occurred during such works will give rise to

serious problems with respect to the safety and reliability of the overall machines.

In each machine, some of the critical components (or parts) are operating under

constant stress due to production related demands. In manufacturing, monitor-

ing of various parameters indicative of a machine’s operation can be useful in

determining the health of the machine, and predicting when and what type of

service may soon be required for the machine. Machines of all types are subject

to health condition monitoring (CM), and data about machine operation can be

gathered in many different ways and reflecting a multitude of parameters.

80



Chapter 4. Machine Condition Monitoring based on Acoustics

Vibration sensor coupled with advanced signal processing techniques have

been developed to detect vibration signal resulted from machine fault and tool

wear but with varying degree of accuracy because the method requires a high

Signal to Noise Ratio (SNR), and the fault signal must be significantly larger

than the background vibration (noise). An alternative to identify machine fault

is to measure sound emission from the machine. Sound signal analysis is per-

formed in the time and frequency domains to acquire insights into the nature of

the sound patterns under different operating conditions. Techniques such as the

Fourier Transform (FT), the Continuous Wavelet Transform (CWT), and the

Wigner-Ville distribution (WVD) are the several commonly used signal process-

ing techniques for sound signal analyzes in different signal domains [153] [154].

For sound analysis, the SNR is important, and with properly directed micro-

phones and advanced audio signal filtering and pre-processing, the SNR can

easily be increased. However, the result of an analyzed sound signal is of varying

degree of accuracy because of the sensitivity of the microphones in easily picking

up unwanted environmental sound signals.

In contrast to vibration signals, sound signals from a machine can be mea-

sured at distances sufficiently far from a vibrating machine surface with the help

of microphones [155] [156]. This allows the sound signal to be measured for

machine working at a condition (extreme temperature and humidity) which is

not suitable for vibration measuring sensors such as proximity transducers or ac-

celerometers. In certain situation, it is advantageous to use a single sound sensor

to obtain superimposed sound signals from more than one machine elements and

to collectively process the signals to determine the health of the different ma-
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chine elements which otherwise may not be possible with the vibration signals.

Unfortunately, at the same time, the sound sensor can very easily pick up sound

signals from other unwanted sources.

In some cases, the basic human sense of listening is also utilized as a form

of manual CM to determine machine health condition. For a properly trained

and experienced service engineer who has been handling a specific machine for a

long time, finding potential machine faults with this method is not an issue and

albeit rather subjective [157]. The service engineer listens for sounds made by

the machine in order to identify machine faults indicators as early as possible. In

all, the method is relying on accumulated experience of working with a certain

machine, and is accurate only after a long period of machine handling. This

method is well known and very established.

4.2 Problem Formulation

In order to further understand the requirement of a real-life machine CM, a

visit to Makino Computer Numerical Control (CNC) precision machining center

was arranged. Makino provides precision machining services, and trains their en-

gineers in monitoring and maintaining their range of precision machining equip-

ments. For an experienced and well-trained service engineer, and by carefully

listening to the emitted sound when a machine is in operation, he will be able to

gauge the machine’s operating condition. Any unfamiliar sound may warrants

an investigation into its cause, as it may represents a fault or an impending fault.

This is the easiest and most commonly used direct analysis method utilizing hu-

man listening skill and relevant domain knowledge for machine CM. The method

82



Chapter 4. Machine Condition Monitoring based on Acoustics

is effective and accurate if executed properly.

By using human sensory and judgement skills in machine CM implies that

the person in-charge of performing the machine CM must be highly skilled with

sufficient domain knowledge on the operation of the machine to be monitored

[157] [158]. A person in-charge of the machine health inspection may miss out on

important sound signatures or tell-tale signs of the impending machine faults,

if during the inspection process, he is distracted or not in full concentration,

thus affecting the consistency of diagnostic results. In another scenario, if the

experienced person suddenly leaves his job, it will take valuable amount of time

to retrain a new person taking over the machine, and the new person may not

be as proficient as the one who left. Issues surface when any of the trained

personnel leaves the designated job (e.g., resignation), and Makino has to go

through the tedious process of training for a new replacement. Such a scenario

frequently happens, and over the years Makino has attempted to automate the

machine CM methods with the standard approach discussed earlier, but with

mixed levels of accuracies.

Consider a car engine as an example of a rotating machine that is in oper-

ation. A car engine can be considered as a complex mechanical structure with

many internal vibration sources that contribute to an overall machine vibration.

The engine, when running produces noise that is related to its rotating speed.

Thus, a car driver (machine operator) gets accustomed to the engine sound in a

normal driving condition. When the car gets older, the engine parts start to wear

and faults may soon develop inside the engine. These faults can be recognized

by the driver when he suddenly hears a strange unfamiliar noise among the fa-
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miliar car noise. A fault with a low contribution to the spectrum may be masked

by high-energetic frequencies from other engine components (e.g., water pump,

air-conditioning compressor, or a functioning gearbox). When a noticeable fault

develops, a clearly distinguishable sound component at some unfamiliar audible

frequency can emerge. Thus, one of the well-known way to diagnose the problem

is to let the engine runs and listen carefully to the engine sound. The driver be-

comes aware of the type of fault by relating it to the type of unconventional sound

(or engine noise) produced by the engine. This scenario highlights a well-known

method of machine fault diagnostic and CM by listening and analyzing sound

emissions from a running machine, detecting and diagnosing faults in an early

stage [157], which is feasible since faults will manifest themselves as pure tones

or strange machine sounds in the overall machine vibration. This approach will

require fault versus machine sound signature relational database for each new

machine, since each machine may vibrate in its own specific manner.

Sound analysis is a method of using sound signal information (e.g., wave-

form, spectral and phase) to aid in the diagnosis of a machine health condi-

tion [159] [160]. When a machine cannot be taken out of service for detailed

inspection, the efforts of diagnosing the machine condition can be challenging.

The efforts require an understanding of the machinery behavior, operating con-

ditions, and diagnostic techniques. In this analysis, the health condition of the

machine based on collected data can be analyzed. This allows the changes within

the machine to be determined precisely, and appropriate corrective action can be

initiated. Although there are several methods of CM, sound analysis is chosen

for several reasons: (a) It is easy to be implemented and is reliable, (b) Different
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defects produce different sound patterns (signatures) and can relate to a specific

mechanical component defect (e.g., bearing), and (c) Sound monitoring is rela-

tively inexpensive. The assessment of machine’s condition varies from machine

to machine. The successful operation of a machine relies on the performance of

each machine component, and requires a detailed understanding of the behavior

of these elements and their interaction.

This chapter introduces a novel approach towards machine CM. The ap-

proach closely mimics the human ear listening process, and attempts to learn

the machine operating conditions via the detected sound signatures. With proper

machine learning, this approach will be able to distinguish the machine operating

conditions in an autonomous manner without human intervention, and minimize

the need of highly skilled personnel to monitor the machine condition.

In a machining center, each CNC precision vertical milling machine (rotating

machine) has a vertical cutting tool that is based on the same cutting method of

a manual control milling machine. Thus, a milling machine which is simpler in

the overall structure than a CNC machine is used extensively for the purpose of

illustrating the sound based machine CM. A typical milling machine consists of

a rotating driving element (e.g., an electric motor) driving a precision work tool

element (e.g., cutter) through a series of mechanical couplings (gears, belts, etc.).

Mechanical bearings are used to reduce mechanical frictions at all the rotating

shafts. In order to ensure an optimal operating condition for the machine, and

to produce quality end products, all the elements discussed must be of good

working condition. For this class of machine, the most commonly encountered

mechanical defects are attributed to the mechanical bearings wear, where each
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bearing is subjected to extensive mechanical wear and tear, and due to the

work tool element wear. Bearing and work tool failures are the foremost causes

of rotating machine breakdown. The failures can be catastrophic and usually

result in costly machine downtime. This chapter concentrates on the method

of machine CM via machine sound analysis in order to identify bearings and

cutting element wears.

4.3 Hardware Design

The CM hardware designed for Makino is based on the modular compo-

nents framework defined in Chapter 2 with (a) CM Data Acquisition and Pre-

Processing (CM-DAP) module, and (b) CM Data Processing and Alert (CM-

DPA) module. Figure 4.1 depicts a scenario of a small scale precision machining

center where its milling machine is fitted with the proposed CM system. In

this setup, the CM system monitors the crucial bearings and cutting tool health

conditions. As such, sound sensors are directed to the appropriate locations

reflecting the bearings and the cutting tool. Two sets of CM-DAP modules

(CM-DAP-1 and CM-DAP-2) are deployed on the milling machine. CM data

collected from each CM-DAP is wirelessly transferred to a CM-DPA module

connected to a host computer for real-time display of monitoring results.

Figure 4.2 and 4.3 depict the functional block diagrams of the CM-DAP and

CM-DPA modules. Both modules are designed based on the common hardware

framework defined in Chapter 2. In Figure 4.2, the CM-DAP consists of a Sensor

Interface, Non-Volatile Memory, Microcontroller Unit (MCU), Wi-Fi Wireless

Communication and Power Supply sub-blocks. A pair of external uni-directional
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Host PC

Figure 4.1: Precision Machining Center with Proposed Condition Monitoring
Solution.

microphones (sound sensors) are connected to the Sensor Interface that provides

the necessary biasing and signal conditioning. Sound signal is sampled and

pre-processed by the digital signal filtering and pre-processing algorithm in the

MCU, and the pre-processed sound data is transmitted wirelessly to the CM-

DPA module via the Wi-Fi Wireless Communication, for further processing.

Signal filtering and pre-processing coefficients are stored in the Non-Volatile

Memory. Power Supply provides regulated and DC supply for the CM-DAP.

The CM-DPA depicted in Figure 4.3 contains Wi-Fi Wireless Communica-

tion, MCU, Non-Volatile Memory, User Interface and Alert and Power Supply

sub-blocks. The Wi-Fi Wireless Communication receives sound data from the

CM-DAP modules. The MCU processes the digital sound data received from

the CM-DAP modules using the custom CM algorithm and coefficients stored
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in the Non-Volatile Memory. The User Interface and Alert interfaces to a host

computer to display CM results and alerts.

Machine Sound

Figure 4.2: CM Data Acquisition and Pre-processing Module Functional Block
Diagram.

Figure 4.3: CM Data Processing and Alert Module Functional Block Diagram.

Figure 4.4 and 4.5 depict the completed hardware prototypes of the CM-DAP

and CM-DPA modules respectively.
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Figure 4.4: CM Data Acquisition and Pre-processing Module Hardware Proto-
type (with attached 2 uni-directional microphones).

Figure 4.5: CM Data Processing and Alert Module Hardware Prototype.

4.4 Machine Sound Analysis

When a machine is in operation, machine sound can be defined as a time-

varying vibration that propagates as an audible mechanical wave of pressure

and displacement through the air. Machine sound analysis constitutes of two

important digital signal processing algorithms: (a) Sound signal filtering and

pre-processing performed by the CM-DAP hardware module and, (b) Sound

feature (signature) classification performed by the CM-DPA hardware module.
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4.4.1 Sound Signal Filtering and Pre-processing

This section highlights in detail the two important procedure of adaptive

filtering of machine sound and the extraction of sound feature (signature). The

two procedures are performed by the CM-DAP hardware module. The concep-

tual signal flows within CM-DAP is depicted in Figure 4.6. MIC 1 is the primary

microphone to capture the machine sound signal d(k), and MIC 2 is the reference

microphone to capture the environmental noise (reference) signal n2(k). Both

d(k) and n2(k) are processed by a Least Mean Square (LMS) based adaptive

filter resulted in noise suppressed d̂(k) output. Next, Mel Frequency Cepstral

Coefficients (MFCC) features vector c are extracted from d̂(k), and transmitted

wirelessly via Wi-Fi to the CM-DPA.

Figure 4.6: Conceptual Signal Flows within CM-DAP.

4.4.1.1 Adaptive Filtering of Machine Sound

Machine sound acquired from a running machine contains the machine spe-

cific sound signal superimposed with background environmental sound (ambient

sound). The resultant sound signals are non-stationary, without any form of

filtering and signal processing, the sound signal is practically unusable. Thus,
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the acquired machine sound is first pre-processed by a digital filter in order to

minimize the ambient sound components. The filtered machine sound is then

further processed to extract its machine sound signature.

Ideally, a digital filter is deployed to remove the ambient sound components,

but in practice, it is impossible to do so, as the ambient sound frequency com-

ponents usually overlap with the machine sound frequency components. Thus,

a certain level of high ambient sound components attenuation can be achieved

while maintaining minimal attenuations to the machine sound components. The

digital filter based signal pre-processing stage implementation can be in the form

of: (a) Finite Impulse Response (FIR) or Infinite Impulse Response (IIR) filter

with fixed filter coefficients [161], or (b) A complex adaptive filter based on FIR

or IIR with adaptive filter coefficients [162]. A FIR or IIR filter with fixed filter

coefficients behaves like a classical analogue signal filter defined by the filter’s

cutoff frequency, and does not have the ability to discriminate machine sound

signal from the ambient sound signal. Hence, it is not suitable for use in this

chapter. On the other hand, a complex adaptive filter with adaptive filter co-

efficients has the capability to adaptively attenuate most of the ambient sound

signal components if and objective function to determine the filter coefficients is

properly defined.

Figure 4.7 depicts a simplified block diagram of an adaptive filter functional

block based on the LMS algorithm. The filter has two signals inputs and is

used to attenuate ambient sound components while retaining the majority of

the machine sound components [163] [164]. The block diagram consists of two

signals input vectors d(k) and n2(k) representing the primary (desired) signal
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and the background noise (reference) signal respectively. d(k) = x(k) + n1(k)

consists of ideal desired signal vector x(k) being contaminated with noise vector

n1(k). It is further established that n1(k) and n2(k) noise signals are correlated,

and for simplicity, both n1(k) and n2(k) are not correlated with x(k).

+

W

Figure 4.7: Two Input Signals Adaptive Filter Block Diagram.

The error signal vector is e(k) = d(k) − y(k), where y(k) is the estimated

noise signal output vector filtered from noise signal input vector n2(k) = [n2(k),

n2(k − 1), ..., n2(k −N)]T using an adaptive filter W . The adaptive filter W is

based on a transversal FIR filter structure (or tapped-delay line) with tunable

adaptive filter coefficients vector w(k) = [w0(k), w1(k), ..., wN (k)]T , where N

represents the filter length (or order). Thus, filter W output of y(k) can be

represented with a standard equation for FIR filter with tunable coefficients in

Equation 4.1 [164].

y(k) = wT(k) ∙ n2(k) (4.1)

For consistency, the error signal vector e(k) = d(k) − y(k) is rewritten as
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Equation 4.2 which reflects the ideal desired signal vector x(k) being contami-

nated with noise signal n1(k), and subtracting the estimated (or filtered) noise

y(k). Thus, d̂(k) = e(k) is the estimated desired signal with n1(k) suppressed.

e(k) = x(k) + n1(k) − y(k) = d̂(k) (4.2)

One of the most widely used objective function (ξ(k)) in adaptive filtering

to achieve optimal d̂(k) is via the Mean-Squared Error (MSE) approach [164],

where:

ξ(k) = E{e2(k)} = E{d2(k) − 2d(k)y(k) + y2(k)} (4.3)

By assuming x(k) is uncorrelated to n1(k) and n2(k), Equation 4.3 is further

simplified into:

ξ(k) = E{x2(k)} + E{[n1(k) − wT ∙ n2(k)]2} (4.4)

Equation 4.4 depicts that if the adaptive filter having n2(k) as the reference

input signal (background noise), is able to accurately predict the noise signal

n1(k), the minimum MSE is depicted in Equation 4.5. Thus, the error signal

e(k) is equal to the estimated desired signal d̂(k) ≈ x(k) with n1(k) suppressed.

ξmin(k) = E{x2(k)} (4.5)

A gradient based LMS adaptive algorithm [164] depicted in Equation 4.6 is

used to achieve ξmin, where μ is the convergence factor, and is defined to be in

the range of 0 < μ < 1
λmax

to guarantee convergence, where λmax is the largest
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eigenvalue of a correlation matrix E{n2(k) ∙ n2
T(k)}.

w(k + 1) = w(k) + 2μe(k) ∙ n2(k) (4.6)

Figure 4.8 depicts the functional block diagram realization of the LMS algo-

rithm for a transversal (delay line) input n2(k). Typically, one iteration of the

LMS requires N + 2 multiplications for the filter coefficient updating and N + 1

multiplications for the error e(k) generation.

The adaptive LMS algorithm is continuously updating w for k ≥ 0. A brief

summary of the LMS algorithm updating procedure and implementation in a

MCU:

• Step 0: Initialize: n2(0) = w(0) = [0, 0, ..., 0] or known initial values.

• Step 1: For k ≥ 0, continue to Step 2.

• Step 2: Evaluate: e(k) = d(k) − n2
T(k)w(k), continue to Step 3.

• Step 3: Evaluate: w(k + 1) = w(k) + 2μe(k) ∙ n2(k), continue to Step 4.

• Step 4: k = k + 1

• Step 5: Go to Step 1.

4.4.1.2 Machine Sound Feature Extraction

In this section, a method that closely mimics a human ear in listening and

extracting sound feature of a running machine is proposed, with the objective of

achieving accuracy, repeatability and consistency of identifying sound features

related to various machine operating conditions. In human voice identification,

there are various well-known methods of feature extractions that are accurate

and used for the purpose of speaker identification. One of them is the MFCC
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Figure 4.8: Two Input Signals LMS Adaptive Filter Block Diagram.

parameterization method [165] [166]. A Mel is a psychoacoustic unit of mea-

sure for the perceived pitch of a tone, rather than the physical frequency. The

correlation of the Mel frequency to the physical frequency is not linear, as the

human auditory system is a nonlinear system. Figure 4.9 depicts the non-linear

relationship mapping of Mel frequency to the physical frequency. The physical

frequency is determined to be in the range of 0 to 8kHz, which is sufficient to

observe the sound signal emission of a machine in operation. This nonlinear scale

95



Chapter 4. Machine Condition Monitoring based on Acoustics

is important as it mimics the human listening process [167]. MFCC features vec-

tor are extracted using a standard Mel scale and a linear scale, where different

filters sets (number of filters and frequency range) are applied [168] [169].
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Figure 4.9: Non-linear relationship mapping of Mel frequency to the physical
frequency.

d̂ is the filtered machine sound output from the adaptive filter with its noise

component n1 suppressed (from previous sub-section). The next step is to ex-

tract the sound feature that can uniquely identify the types of machine sounds

associated with different machine operating conditions. To calculate the MFCC

features vector, d̂ is divided into an evenly short time windows of size Nf . Dis-

crete Fourier Transformation (DFT) [170] of each time window for d̂ with length

Nf resulted in D(kf ) frequency components, is determined with Equation 4.7,

with n = 0, 1, ..., Nf − 1 representing discrete time signal sample up to Nf − 1,

kf = 0, 1, ..., Nf − 1, where kf corresponds to the frequency f(kf ) = kf ∙fs

Nf
, fs is

the sampling frequency (in Hz) and wh(n) = 0.54 − 0.46cos( 2πn
Nf−1) is a discrete

Hamming windowing function [171] [172] of Nf − 1 length.

D(kf ) =
Nf−1∑

n=0

wh(n) ∙ d̂(n) ∙ exp(
−j2πnkf

Nf
) (4.7)
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For the next step, |D(kf )| is scaled in both magnitude and frequency into

the Mel scale equivalent (Figure 4.9) by using Equation 4.8, where H(f(kf ),m)

is a Mel filter bank with characteristic defined in Equation 4.9.

D̂(m) = ln




Nf−1∑

kf=0

|D(kf )| ∙ H(f(kf ),m)



 (4.8)

H(f(kf ),m) =






0 for f(kf )c < fc(m − 1)

f(kf )−fc(m−1)
fc(m)−fc(m−1) for fc(m − 1) ≤ f(kf ) < fc(m)

f(kf )−fc(m+1)
fc(m)−fc(m+1) for fc(m) ≤ f(kf ) < fc(m + 1)

0 for f(kf )c ≥ fc(m + 1)

(4.9)

The center frequencies on the Mel Scale in the Mel filter bank are computed

by approximating the Mel scale with ψ = 2595∙log10(
f

700+1) which is a commonly

used approximation [172]. ψ is not linear for all frequencies. A fixed frequency

resolution in the Mel scale is determined, corresponding to a logarithmic scaling

of the repetitive frequency using Δψ = (ψmax − ψmin)/(M + 1) where ψmax is

the highest frequency of the filter bank on Mel scale computed from fmax, ψmin

is the lowest frequency in the Mel scale having a corresponding fmin, and M is

the number of filter banks. The center frequencies on the Mel Scale are given by

ψc(m) = m ∙Δψ for m = 1, 2, ...,M . fc (in Hz) in Equation 4.9 can be calculated

with fc(m) = 700 ∙ (10
ψc(m)
2595 − 1) [172]. Figure 4.10 depicts the magnitude (gain)

plot of the resultant Mel filter banks based on M number triangular bandpass

filters.

The final step to determine the Mel Coefficients is to compute the Discrete

Cosine Transform (DCT) of D̂(m) with Equation 4.10 for l = 1, 2, ..., 12 where
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Figure 4.10: Mel filter banks.

c(l) is the lth MFCC. Thus, c = [c(1), c(2), ..., c(12)]T represents the MFCC

vector of d̂. Traditionally each MFCC vector has a total of 12 cepstral feature

coefficients that can be used to determine a machine health condition.

c(l) =
M∑

m=1

D̂(m) ∙ cos(l ∙
π

M
(m −

1
2
)) (4.10)

4.4.2 Sound Feature Classification

The extracted MFCC features of the captured machine sound have to be

classified accordingly to the various types of defined machine operating condi-

tions. In machine CM, the four basic machine operating conditions are defined

as: (a) Normal, (b) Satisfactory, (c) Warning, and (d) Faulty. In CM, Normal

and Satisfactory operating conditions do not warrant much attention besides

the routine scheduled maintenance. The Warning operating condition warrants

some attention, even though the machine is still in productive mode, there are

evidences that some components are failing, and a preventive maintenance is

therefore recommended. When a Faulty operating condition is detected, the

machine has to be shutdown for maintenance and no longer in productive mode.
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The developed CM-DPA hardware module is tasked into performing the sound

feature classification process by receiving the MFCC features vector wirelessly

via Wi-Fi from the CM-DAP. Figure 4.11 depicts the conceptual signal flows

of the signal classification process. MFCC vector c received from Wi-Fi is pro-

cessed via a trained Radial Basis Function (RBF) based classifier to determine

the machine operating condition.

Figure 4.11: Conceptual Signal Flows within CM-DPA.

4.4.2.1 Radial Basis Function (RBF) based Classifier

There are many types of classifiers that can do the required classification

task, ranging from using the Hidden Markov Model (HMM) or Support Vector

Machine (SVM) classifiers, to the Artificial Neural Network (ANN) based clas-

sifiers (e.g., Radial Basis Function, Multilayer Perceptron and etc.). ANN based

RBF inference procedure has been thoroughly discussed and demonstrated in

Chapter 3. In this chapter, RBF network is used for the purpose of machine

CM classification. The main reason of choosing RBF over the other conven-

tional classifier such as SVM is due to the gradient-descent feature of the RBF

and the multi-class classification requirement of the machine operating condi-
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tions. Figure 4.12 depicts the architecture of the RBF network based classifier.

The input layer of the RBF network is the input vector X(z). The extracted

MFCC vector c received from CM-DAP forms the elements of X(z), where

X(z) = [c1(z), c2(z), ..., c12(z)]T , where z = 0, 1, ..., Z . Z is number of seg-

mented signal frames determined from the full signal length of d̂ divided with

signal window size Nf . The hidden layer includes the parameters of RBF center

Ci, and the Gaussian width σi of each RBF unit which represents its correspond-

ing subclass. The output layer can be represented in Equation 4.11, where bi

represents the individual weight and φi represents the individual Gaussian acti-

vation function. i represents the index of the hidden layer (RBF unit) and I is

the size of the hidden layer (RBF network).

Figure 4.12: RBF based Classifier Architecture.

y(z) =
I∑

i=1

bi(z)φi(z) i = 1, 2, ..., I (4.11)
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The Gaussian activation function φi is represented in Equation 4.12.

φi(z) = exp

(

−
‖X(z) − Ci‖

σ2
i

)

(4.12)

The classification using RBF is based on the distance between the input and

the center values of each subclass. In Equation 4.12, ‖.‖ denotes the Euclidean

norm of the input.

There is a possible scenario where some newly discovered machine sounds

(discovered at later stage) are not expose to the RBF training process. Thus,

there exists a possibility that the newly discovered machine sounds may cause

the already trained RBF network to incorrectly classify them and generates the

incorrect machine operating condition. By default, the CM-DPA handles the

un-classified sounds as Faulty machine operating condition. CM-DPA has an

information logging function built into its firmware to record the MFCC vectors

and related information related to the Faulty machine operating condition. The

recorded information will be properly reviewed and examined by some skilled

personnel to ascertain that the trained RBF network has correctly classified the

machine as Faulty. In the event when the newly discovered machine sounds are

encountered, and it is determined that the machine is still operating within the

acceptable range, the respective MFCC vectors will be used to re-train the RBF

network, and the newly discovered machine sounds will be properly classified

by the RBF network when the machine is back in operation. The concept of

re-training of a trained RBF network is well-known and has been demonstrated

by Li et al [173]. The re-training of the RBF network can be conducted during

the scheduled machine maintenance. This feature of re-training the trained RBF
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network with newly discovered machine sounds is feasible as the machine aged,

newly discovered machine sounds may surface during machine operations. Thus,

the performance of trained RBF network will be improved in its classification

accuracy.

4.4.2.2 RBF based Training Procedure

Prior to the start of RBF network training, streams of MFCC vectors cal-

culated from the machine sounds are collected and stored. The machine sounds

must be sufficiently large and must include the various examples of Normal,

Satisfactory, Warning and Faulty machine operation conditions. The resultant

MFCC vectors related to the relevant machine operating conditions are collected

and grouped together and each group is assigned a unique identification number

(0:Normal, 1:Satisfactory, 2:Warning, 3:Faulty).

70% of the data within each group are being utilized to train the RBF net-

work, while 30% are reserved for use in the verification of the trained RBF net-

work. The training procedure is based on the steps defined in Chapter 3. The

training duration is solely dependent on the MSE of the trained output with the

training data, and training will only stop when MSE condition is achieved.

The RBF by default is a good approximator, thus for this specific machine

CM application, the trained RBF network output must be rounded to nearest

integer if the output is in the form of a decimal. A simple Rounding-off Function
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is represented by Equation 4.13, where ŷ(z) is the processed output of y(z).

ŷ(z) =






0 for y(z) < 0.5

1 for 0.5 ≤ y(z) < 1.5

2 for 1.5 ≤ y(z) < 2.5

3 for y(z) ≥ 2.5

(4.13)

4.5 Experiment and Verification

An experiment was conducted on a milling machine, where tool wear CM is

conducted for its cutting tool. The machine was used to cut pieces of 1cm thick

aluminum of 40cm in length, with a cutting rate of 0.17cm/s. A CM-DAP hard-

ware is setup with its primary uni-directional microphone (front sound sensor)

positioned at 10cm from the cutting tool and pointing in perpendicular position

from the side of the cutting tool. A background (ambient) noise uni-directional

microphone is positioned at the same position as the primary microphone, with

its front sound sensor rotated at 90◦ away from sound sensor of the primary

microphone. The 10cm distance is determined to be an optimal location for the

primary microphone, as the location provides a sound pressure level of at least

90dBA [174] during machine operation which is safe for human ear. The sound

pressure level was measured by a standard Sound Level Meter. A CM-DPA

hardware is used to perform the tool CM.

Figure 4.13 depicts the machine sound resulted from the cutting process

using a new cutting tool that highlights the captured sound that is un-processed

(un-filtered in blue) and processed (adaptive filtered in green). The adaptive

filter implements in the CM-DAP module is able to adaptively filter away the
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unwanted ambient noise that presents during the cutting process. The filtered

machine sound represents the overall cutting process with great detail. The

adaptive filter length N was empirically determined to be 61. A large filter

convergence factor μ leads to faster filter output convergence but increases in

instability which may resulted in uncontrolled output oscillation. Thus, μ = 0.01

is empirically determined to provide the acceptable convergence time.
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Figure 4.13: Unfiltered (Blue) and Filtered (Green) Machine Sound for a New
Cutting Tool.

Various types of machine sound samples were captured representing the four

types of machine operating (tool wear) conditions by using the four types of sim-

ilar cutting tools with varying degrees of tool wear. “Normal” corresponds to a

new and sharp tool, “Satisfactory” corresponds to a used tool still in good work-

ing condition, “Warning” corresponds to a used tool that has worn significantly

but still usable, with signs of impending tool failure, and “Faulty” corresponds

to blunt tool, unsuitable for use. Thus, there are four groups of machine sound

data. Figure 4.14 to 4.17 depict the sound data depicting the machine sound

for the four types of tool wear conditions. It can be roughly observed that the
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overall sound amplitude increases as tool wears.
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Figure 4.14: Filtered Machine Sound for a New Cutting Tool (Normal).
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Figure 4.15: Filtered Machine Sound for a Used Cutting Tool in Good Condition
(Satisfactory).

For each cutting tool, a 4 minutes sound sample was captured and processed.

Sampling frequency fs = 16kHz was sufficient for the experiment. For each

machine operating condition, a length of 3, 840, 000 raw sound data is captured

for the 4 minutes duration. A small frame size of Nf = 400 samples is chosen,

and with an overlap at every 10ms. Thus, there are 24, 000 effective sound
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Figure 4.16: Filtered Machine Sound for a Used Cutting Tool in Usable Condi-
tion with Signs of Impending Tool Failure (Warning).
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Figure 4.17: Filtered Machine Sound for a Blunt (Failed) Cutting Tool (Faulty).

frames. For a 4 minutes sound signal, it generates a total of 24, 000 MFCC

vectors. The MFCC vectors are grouped according to its tool condition and

each group is assigned a unique ID (defined in previous section). The MFCC

vectors are transmitted wirelessly to the CM-DPA hardware module for machine

learning. There are 16, 800 MFCC vectors training data set from each group are

used to train the RBF network, and the remaining 7, 200 vectors verify data set
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are used to verify the trained RBF network.

Table 4.1 depicts MFCC vectors grouping and arrangements used for the

RBF training using the training datasets and its training results. The condition

to stop training is governed by the overall MSE. A large MSE results in fast

convergence, but at the expense of an inaccurate output, while a small MSE

causes the RBF training longer time to converge or may not converge at all.

Thus, an acceptable minimum MSE of 0.05 is empirically determined with a

fully converged RBF training.

Table 4.1: Machine sound MFCC training datasets arrangements and RBF train-
ing results

MFCC Vectors Parameters/Results

Sound Type ID Target MSE Trained MSE Converge

cNT Normal 0 0.05 0.02 Yes
cST Satisfactory 1 0.05 0.02 Yes
cWT Warning 2 0.05 0.04 Yes
cFT Faulty 3 0.05 0.01 Yes

The trained RBF network is verified for its CM accuracy by using the ma-

chine sound MFCC verify data set. Table 4.2 depicts the verification results of

the trained RBF network. Classification errors from the verify data set occur

throughout. The least error occurs during the identification of the Normal tool

condition. The cNV (Normal) verify data set results in 98% classification accu-

racy, with 144 misclassified as Satisfactory tool condition. The cSV (Satisfactory)

data set results in 92% classification accuracy with 576 misclassifications (112 -

Normal, 464 - Warning). The cWV (Warning) data set results in 94% classifica-

tion accuracy with 432 misclassifications (233 - Satisfactory, 199 - Faulty). The

cFV (Faulty) data set results in 97% classification accuracy with 216 misclas-

sifications (216 - Warning). The misclassifications maybe due to the changing
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ambient sound levels and the accuracy of the adaptive filter in filtering away

those unwanted ambient signals that interfere with the actual machine sound.

It should be noted that the classification accuracy of at least 92% is reasonable

given the robustness of the RBF network.

Table 4.2: Machine sound MFCC verify datasets arrangements and RBF verifi-
cation results

MFCC Vectors Classification

Size Correct Wrong % Error

cNV 7200 7056 144 2
cSV 7200 6624 576 8
cWV 7200 6768 432 6
cFV 7200 6984 216 3

4.6 Summary

This chapter has demonstrated the feasibility of using only machine generated

sound for CM. CM-DAP and CM-DPA scalable hardware prototypes have been

successfully developed and deployed on a precision cutting machine. The adap-

tive sound signal filtering algorithm has been demonstrated to be able to remove

(or minimize) the unwanted ambient noise surrounding a machine in operation.

The MFCC based sound feature extraction algorithm has been demonstrated to

be able to extract sound features that correctly distinguish the various machine

operating conditions. Lastly, the RBF based CM classifier is able to learn from

the large amount of MFCC based sound feature data sets for various machine

operating conditions, and has the acceptable accuracy to identify the various

machine operating conditions. All the algorithms have been successfully tested

and deployed to the respective hardware prototypes.
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Chapter 5

e-HealthCM: A Non-Intrusive

Fall Detection Monitoring for

the Elderly

5.1 Introduction

Senior citizen is exposed to an ever increasing risk of fall or related accident

or a sudden onset of age induced acute disease such as stroke or heart attack.

Any of these incidents may lead to a loss of live if help is not rendered in a timely

manner. In Singapore, there are many cases of lone senior citizens losing their

lives in their own home due to accidents or disease without anyone knowing [175],

and in most cases, valuable lives can be saved if help arrived in a timely manner.

However, timely help arrival may not be possible as the affected elderly persons

are unable to inform the designated caregivers as they may have already been

rendered unconscious or immobile.
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Electronics sensors and video monitoring systems implementing remote health

condition monitoring (CM) solutions such as vital signs monitors, fall detectors,

door monitors, bed alerts, pressure mats, smoke and heat detectors are exam-

ples of technologies that can improve senior citizens safety, security and ability

to cope at home. For many senior citizens, health CM technology makes the

difference between being able to live independently or having to get long-term

nursing care. Many of those who use some form of health CM technology are

able to reduce their dependencies on others and continue to live independently

and safe from accidents or deprivation, resulting in improved health.

5.2 Problem Definition and Proposed Solution

Falls are the major cause of both fatal and non-fatal injury among people and

create a hindrance in living independently. The frequency of falls increases with

age and frailty level. Between 2007 and 2011, in Singapore, at least 50 elderly

persons have been found dead in their own homes from causes related falls and

illnesses [175]. With the rapid technological advancements, various small and

non-intrusive remote health CM solutions have been proposed and developed

with the objectives to solve or mitigate problems encountered by elderly people

living alone, and ultimately to save lives by providing them timely assistance.

Commercial product development and active academic research on fall detection

have been motivated by the considerable risks of falls and the substantial increase

of the elderly people population. A typical fall detection system has two major

functional components: (a) the detection component, which detects falls and (b)

the communication component that communicates with emergency contact after
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fall detection.

In Singapore, the government takes initiative in making elderly people friendly

public housing for the elderly people so as to facilitate aging in place [176]. In

2013, a pilot CM project called Elderly Monitoring System (EMS) was deployed

to 500 public housing flats occupied by lone elderly residents. These in-home

CM and alert system monitors round the clock activity levels of each resident in

a non-intrusive way, and trigger an alert to a designated caregiver in the event

of anomalies [176]. With the initial success of the pilot runs, several similar

health CM systems [177] [178] were also proposed and underwent trials by dif-

ferent competing solutions providers aimed to solve or mitigate the same set of

problems defined earlier.

The various health CM solutions proposed and demonstrated by different so-

lutions providers, in many ways are similar to the CM idea where at home elderly

people are for being monitored for motion activities. In most cases, optical cam-

era and passive infrared (PIR) motion detectors are used for such purpose. The

primary triggering criteria when a registered caregiver is alerted will be based on

the abnormal lacks of motion activities or from a manual trigger by an elderly

person requesting for an assistance. Until now, an important monitoring criteria

(or feature) is currently not automatically included in all the competing CM

solutions. With the best efforts to understand the implementation of the various

CM solutions, an automatic and reliable method of detecting an elderly person

falling down is currently missing or not actively promoted. This feature lapse is

intentional, as the various methods for reliable fall detections are currently still

in active research, and the available fall detection algorithms and methods are
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not able to provide 100% human fall detection accuracy. A robust fall detection

system is one that is able to classify the valid and invalid falls under real life con-

ditions. If a fall event occurs and the system does not detect it, the consequences

can be dramatic. However, if the system reports an excessive number of false

fall alerts, caregivers may perceive it as ineffective and useless, which may lead

to device rejection. There are commercially available systems that offer human

fall detections, but these systems come with disclaimers stating that accuracy

in detecting a valid human fall is not guaranteed. Several reviews [179–183] of

the commercially available fall detection system shown that the commercially

available systems are already available and deployed, but not in a widespread

use. The products are mainly offered as paid services for monitoring the safety of

elderly people staying by themselves, and for eldercare centers. For the wearable

products, they use either accelerometers or tilt sensors to detect a valid human

fall.

To date, one of the most common implementation for detecting a fall requires

an elderly person to wear a portable electronics wearable device with a built-in

inertial sensor in the form of a tri-axial accelerometer, a wireless communication

interface, and a battery. The accelerometer continuously detects motion accel-

erations in the three-dimensional vector space, and by analyzing the motion ac-

celeration behavior, human fall occurrence can be ascertained or predicted. One

of the well-known and practical accelerometer based fall detection algorithm is

developed by Ning Jia [101] using an Analog Devices ADXL345 digital MEMs

tri-axial accelerometer [139]. The well-known algorithm detects a sequence of

known motion based activities (e.g., free-fall, weightlessness, strike, motionless
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and long time motionless) that can be pieced together in order to approximate a

valid fall. In another well-known implementation, Bourke et al [184] [185] on the

other hand, developed a fall detection algorithm using a tri-axial accelerometer

to detect fall impact and human posture. The algorithm, considered the sum

of vectors of the accelerometer outputs and the detected posture to decide if

a valid fall has occurred. Both algorithms are highly accurate in detecting a

real human fall process. However, both algorithms are also sensitive to human

motion attributed to daily movements (sitting, standing, etc.) and each human

motion is person dependent. In both approaches, a change in body orientation

from upright to lying that occurs immediately after a large negative acceleration

indicates a fall. However, generally despite all the research dedicated to fall de-

tection, there still isn’t a 100% reliable algorithm that catches all falls with no

false alarms. Hence, both algorithms also provide unwanted and false valid hu-

man fall results (false positive). In field implementations, both algorithms suffer

substantial setbacks in terms of the relatively large amount of false positive fall

detections.

For each elderly person, individual movement and physical reaction to the

occurrence of a fall is not the same [117–119], thus it is difficult for the algorithms

to cater to all forms of fall patterns, hence the incurred setbacks of false fall

detections. In order to have an accurate detection, both algorithms require the

elderly person to physically moves or reacts to a fall in a certain way expected

by the device manufacturers, which is neither logical not practical. Thus, using

only accelerometer to detect a valid fall is insufficient where good accuracy with

minimum false positive is desired.

113



Chapter 5. e-HealthCM: A Non-Intrusive Fall Detection Monitoring for the
Elderly

e-HealthCM is a proposed health CM solution that automatically detects and

predicts an elderly person accidental fall occurrence. The basic functionality of

e-HealthCM is similar to the various health CM solutions for fall detection,

where it monitors a senior citizen’s home for accidental fall activity, and to

automatically request for assistance when a valid fall is detected. Based on the

discussed shortfalls and known restrictions of an accelerometer only fall detector,

the e-HealthCM improves on the overall fall detection accuracy by providing a

second level of sound based fall sensing as an enhancement to the accelerometer

only fall detector.

5.3 Hardware Development

e-HealthCM consists of: (a) an e-HealthCM Base Station (e-BS) where de-

tected fall alerts and caregivers notification are being handled, (b) wireless e-

HealthCM Sound Sensor Modules (e-SS) for CM of potential fall based on de-

tected sound, and (c) wireless e-HealthCM Wearable Module (e-WM) that mon-

itors accelerometer based motion activity. In addition, e-WM is also a low cost

digital hearing-aid for aiding senior citizen with hearing difficulty to communi-

cate effectively.

Having established the fact that using only e-WM motion activity monitoring

feature to detect a valid fall is insufficient and prone to false fall detection due to

the unpredictable nature of human movements [117–119], e-SS modules installed

at various spots within a senior citizen’s home are used to verify if a valid fall has

occurred by measuring the localized sound pressure level for potential occurrence

of a fall. Figures 5.1, 5.2 and 5.3 depict the respective hardware block diagrams
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for e-BS, e-SS and e-WM. The hardware are designed based on the framework

defined in Chapter 2. Thus, there will be some level of similarity when compared

to the hardware in Chapter 4.

GSM Network

Home Wi-Fi
Network

Figure 5.1: e-HealthCM Base Station Hardware Block Diagram.

Fall/Motion
Sound

Home Wi-Fi
Network

Figure 5.2: e-HealthCM Sound Sensor Hardware Block Diagram.

The e-BS module depicted in Figure 5.1 contains the various sub-blocks: (a)

Wi-Fi Wireless Communication interface, (b) Microcontroller Unit (MCU), (c)

Non-Volatile Memory, (d) GSM Modem, (e) Alert and (f) Power Supply. The

Wi-Fi Wireless Communication interface receives Valid Fall Alert (VFA) message

(or information) from the e-SS modules. The MCU processes the information,
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Home Wi-Fi
Network

Target Sound / 
Speech

Figure 5.3: e-HealthCM Wearable Module Hardware Block Diagram.

activates the Alert function (local audible sound alert) to notify anyone in the

vicinity that a fall has occurred, and notify the designated caregivers of the

fall occurrence via the attached GSM Modem (using SMS message). The Non-

Volatile Memory stores the caregivers contact information.

In Figure 5.2, the e-SS consists of a microphone based Sound Sensor Inter-

face, Non-Volatile Memory, MCU, Wi-Fi Wireless Communication interface and

Power Supply sub-blocks. The Sound Sensor Interface provides the necessary bi-

asing and signal conditioning to a connected uni-directional microphone (sound

sensor). The microphone has a sensitivity of −46 dB/Pa, and a detection angle

of 60◦. The MCU continuously samples and processes the sound signal picked

up from the microphone in order to determine the current sound pressure level

(SPL) [186] while waiting for an Inertial Fall Alert (IFA) Wi-Fi broadcast mes-

sage from the nearby e-WM. If a valid IFA message is received, the SPL and

IFA message (or information) are processed by a fuzzy logic based fall detec-

tion algorithm in order to determine if a valid fall has occurred. In the event

of a valid fall, e-SS sends VFA message to the e-BS via Wi-Fi. Coefficients
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required for the sound pressure measurement and fuzzy logic are stored in the

Non-Volatile Memory. Power Supply provides regulated and DC supply for the

e-SS. Each e-SS is positioned perpendicularly on the wall surface of the senior

citizen’s apartment with an overlapped detection range (refer to Figure 2.4 in

Chapter 2).

In Figure 5.3, the e-WM depicts a hardware block diagram of an accelerom-

eter based fall detector with an additional functionality of a pseudo-binaural

hearing aid. e-WM consists of a Stereo Audio (Driver) Interface, Microphone

Interface, Non-Volatile Memory, MCU, Wi-Fi Wireless Communication, Simple

User Interface, Tri-Axial Accelerometer, and Power Supply with Li-Ion Bat-

tery sub-blocks. The Stereo Audio (Driver) Interface where an external stereo

earphone can be attached and a Microphone Interface with an attached onmi-

directional microphone are the extra functionalities added to provide e-WM with

a hearing aid capability. The hearing aid feature is enabled only if an elderly per-

son benefits from it. Like many other accelerometer based fall detectors, e-WM

relies on the built-in digital tri-axial accelerometer to sample the elderly person’s

motion information, and the MCU processes the information using an accelerom-

eter based fall detection algorithm (with coefficients stored in the Non-Volatile

Memory) to determine if a possible fall has occurred. If a fall is detected, e-WM

broadcasts an IFA message via Wi-Fi to all the nearby e-SS modules. e-WM

contains a Simple User Interface where an elderly person can manually request

for assistance or to configure its various device features, and it is powered via a

small 3.7 VDC Li-Ion rechargeable battery. e-WM is either worn on the waist

(clipped to the belt) or attached to a lanyard and hanged around the neck. e-
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WM is designed to be small and light so as to minimally invade into the daily

activities of an elderly person.

The respective hardware prototypes of e-BS, e-SS and e-WM are depicted in

Figure 5.4 (a), (b) and (c).

Figure 5.4: e-HealthCM Hardware Prototypes depicting (a) e-BS, (b) e-SS, and
(c) e-WM.

5.4 Algorithms for Human Fall Detection

e-HealthCM is designed to automatically detect an elderly person’s accidental

fall occurrence. e-HealthCM implements both accelerometer based and sound

based detections for possible occurrence of human fall. e-WM implements the

accelerometer based fall detection algorithm, e-SS implements the fuzzy logic

based fall detection algorithm that takes in IFA message and SPL information,

and e-BS implements the local alert and caregivers alerts.
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5.4.1 Accelerometer based Fall Detection

The inertial fall detection sensor embedded in the e-WM is the ADXL345

digital tri-axial MEMs accelerometer [139]; a small, low power accelerometer

with a 13-bit high resolution measurement of ±2g, ±4g, ±8g, ±16g accelera-

tion. The built-in free fall detection feature makes it a very suitable detector

for e-HealthCM. The digital output data is formatted as a 16-bit length, and is

accessible through an I2C digital interface. As part of the power saving feature,

the accelerometer can signal the MCU when to wake up and when to go back to

sleep again by configuring a predefined interruption threshold through the MCU

firmware.

The measured accelerations in directions of x, y and z axis of the accelerom-

eter are represented by vectors Ax, Ay and Az, respectively. Let Ac denotes

the composition of accelerations in the three directions, whose amplitude can be

traditionally computed by Equation 5.1.

|Ac| =
√
|Ax|2 + |Ay|2 + |Az|2 (5.1)

During the algorithm development process, daily human motion activities

and fall detections procedure demonstrated by Ning Jia [101] is used. This

procedure has been widely known to be highly reliable in detecting a valid fall,

but also known to falsely detect falls from various normal (non-fall) motion

activities. A volunteer emulating an elderly tested the ADXL345 on the e-

WM by hanging it around the neck and performed the following daily motion

activities: (a) Walking up a flight of stairs, (b) Walking down a flight of stairs,

(c) Sitting down, and (d) Standing up.
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Figure 5.5 - 5.8 depict the acceleration data plots of the motion activities.
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Figure 5.5: Volunteer walking up a flight of stairs.
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Figure 5.6: Volunteer walking down a flight of stairs.

Movement of an elderly person is comparatively slow [101], the acceleration

change will not be very conspicuous during the walking motions. The most

obvious acceleration change is a spike in Y (and the vector sum) at the instant

of sitting down (Figure 5.7). The volunteer conducted emulated falls on a well

cushioned floor (overlaid with a 1.5” thick foam rubber mat). The emulated

falls mimic possible falls encountered by an elderly person based on some studies

conducted [187] [188]. The accelerations during falling are completely different.

120



Chapter 5. e-HealthCM: A Non-Intrusive Fall Detection Monitoring for the
Elderly

1 2 3 4 5 6 7 8 9 10
-600

-400

-200

0

200

400

600

Samples (50/s)

V
al

ue
 (

25
6/

g)

Sitting Down

 

 

Vector Sum
X
Y
Z

Figure 5.7: Volunteer sitting down.
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Figure 5.8: Volunteer standing up.

Figure 5.9 shows the acceleration changes during an emulated accidental fall.

By comparing Figure 5.9 with Figure 5.5 - 5.8, four critical characteristics

of an emulated human falling event are observed that can be used as the major

criteria for fall detection [101]. The characteristics are marked in the red boxes

(Figure 5.9) and explained in detail:

1. Weightlessness: The weightlessness phenomenon always occurs at the

start of an elderly person (volunteer) fall event. It will become more sig-

nificant during free fall, and the resultant vector sum of acceleration value
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Figure 5.9: Volunteer emulates a fall.

will be towards 0g. The duration of the condition depends on the height

of free fall. Even though weightlessness during an ordinary fall is not

as significant as that during a free fall, the vector sum of acceleration is

still substantially less than 1g (under the normal condition, it is generally

greater than 1g). Thus, the first basis of fall detection is to examine the

fall status that is easily done by the ADXL345 FREE FALL interrupt.

2. Impact: After experiencing weightlessness, the elderly person’s body will

impact the ground or other objects. This represents on the acceleration

curve as a large transient shock. This transient shock is detected by the

ACTIVITY interrupt of ADXL345. Thus, the second basis of fall detec-

tion is to determine the ACTIVITY interrupt right after the FREE FALL

interrupt.

3. Motionless: The elderly person, after a fall and an impact, will remain in

a motionless position for a short period (or longer period as a possible sign

of unconsciousness). On the acceleration curve, this shows as an interval of
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flat line, and is detected by the ADXL345 INACTIVITY interrupt. Thus,

the third basis of fall detection is to determine the INACTIVITY interrupt

after the ACTIVITY interrupt.

4. Accelerations Compare (before Weightlessness and during Mo-

tionless): After a fall, the elderly person’s body will be in a completely

different orientation than before a fall, hence the static acceleration in the

three axes will be different from before the fall (before Weigthlessness).

In Figure 5.9, it is clear that the elderly person (volunteer) falls on the

side, since the static acceleration has changed from −1g on the Y-axis to

+1g on the Z-axis. Thus, the fourth basis to determining a valid fall is to

compare the difference between an initial acceleration value (at time before

Weigthlessness) and a final acceleration value (at time during Motionless).

When the difference in acceleration exceeds a certain threshold, a valid fall

can be ascertain.

The combination of the four characteristics realized an inertial based fall-

detection algorithm that is able to generate an IFA event when a fall has oc-

curred. The various timing parameters and the related acceleration thresholds

have to be properly fine tune in order to realize an effective algorithm with

minimal false fall detections. The proposed fall detection algorithm takes full

advantage of the internal function registers of the ADXL345, thus minimizing

the complexity of the algorithm due to minimum access the actual acceleration

value (calculated using Equation 5.1). Figure 5.10 depicts the flowchart of the

accelerometer based fall detection algorithm.

From the algorithm flowchart in Figure 5.10, the algorithm functions as fol-
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Figure 5.10: ADXL345 based Fall Detection Algorithm.
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lows:

1. After an Initialization procedure, the algorithm waits for the FREE FALL

interrupt to occur (Weightlessness). Free Fall Acceleration threshold (THRESH FF)

is set empirically to 0.8g and Free Fall Acceleration Timeout (TIME FF)

is set empirically to 30ms.

2. After FREE FALL interrupt is asserted, the algorithm waits for the AC-

TIVITY interrupt (Impact). Activity Acceleration threshold (THRESH ACT)

is set empirically to 2g.

3. The time interval threshold between FREE FALL interrupt (Weightless-

ness) and ACTIVITY interrupt (Impact) is set empirically to 200ms. If

the actual time interval between the two interrupts is greater than 200ms,

the algorithm restarts as the encountered condition is not valid.

4. After the ACTIVITY interrupt is asserted, the algorithm waits for the

INACTIVITY interrupt (Motionless After Impact). Inactivity Accelera-

tion threshold (THRESH INACT) is set empirically to 0.2g and Inactivity

Acceleration Timeout (TIME INACT) is set to 3.5 seconds.

5. The INACTIVITY interrupt (Motionless After Impact) must be asserted

within 3.5 seconds after the ACTIVITY interrupt (Impact). Otherwise, it

is not a valid condition and the algorithm restarts.

6. The stable acceleration value after INACTIVITY interrupt (STABLE STAT)

is compared against the initial acceleration value (INITIAL STAT, recorded

after Initialization), and if the difference exceeds the 0.7g threshold, a Valid

Fall is detected, and the algorithm generates an IFA event.
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7. After detecting a fall, the ACTIVITY interrupt is continuously monitored

to determine if the elderly moves after a fall. The THRESH ACT is set

empirically to 0.5g, Once the elderly moves, the ACTIVITY interrupt is

generated to complete the entire fall detection sequence, and the algorithm

restarts.

5.4.2 Fuzzy Logic based Fall Detection

In the earlier sections, an accelerometer based fall detection algorithm is

proposed and developed and the known limitations pertaining to the accelerom-

eter based fall detector are also highlighted. In this section, a new algorithm

to further improve on the fall detection accuracy is proposed with the use of

fuzzy logic. This new algorithm does not replaces the accelerometer based fall

detection algorithm discussed earlier, it provides an overall fall detection ac-

curacy enhancement by introducing a sound based fall detection methodology.

Each e-SS module continuously measures SPL in its vicinity, and receives IFA

information broadcast via Wi-Fi if an inertial based fall has been detected. The

idea is to fuse the IFA message from the e-WM with the SPL (sound) based fall

information from the e-SS using fuzzy logic. This fuzzy logic based algorithm

resides within all the e-SS modules and if a valid fall has been detected by one

or more e-SS modules, each respective module notifies the e-BS of a valid fall

occurrence.

In a quiet residential environment, the typical indoor SPL is measured to

be in the range of 30dB - 50dB SPL. 30dB is a typical bedroom SPL, 40dB

typically represents a person whispering, and 50dB represents a typical person

talking SPL. A group of people doing an intense discussion can have a moderate
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SPL of 60dB. 70dB SPL represents a noisy office, restaurant or street noise, and

80dB SPL is very loud, representing the sound of a heavy street noise and an

average factory floor [189].

Sound signal sampled by the uni-directional microphone is directly processed

by the MCU within the e-SS to determine its SPL value and its duration of

occurrence. The SPL (in dB) is calculated by using Equation 5.2 [190] [191].

Microphone sensitivity is defined as −46 dB/Pa and Vref = 10−
46
20 . VMIC is the

RMS sound signal voltage level.

SPL(dB) = MIC Sensitivity (dB) + 20 ∙ log10(
VMIC

Vref
) + 94 (5.2)

Sound generated from a fall usually emits from an elderly body impacting

the floor or a hard object. An experiment was conducted where a volunteer

emulates several occurrences of falls (front fall, back fall, side fall, and fall from

a chair) on a hard floor overlayed with soft rubber foam. The recorded SPL for

each fall is within the range of 50dB to 70dB with a sound duration of ≤ 500ms.

A short burst sound with SPL of > 70dB and duration of ≤ 500ms can also be

associated with an occurrence of a fall, where the large SPL can be associated

with the elderly person’s body shattering a glass object during impact. Based

on this conducted experiment, sound can be used as an indicator to detect or

estimate an elderly person’s fall occurrence.

Having established a possible scenario where sound can be used to identify a

valid fall, the next step is to use fuzzy logic to fuse the IFA message and sound

information. The proposed fuzzy logic based fall detection algorithm has three

inputs and a single output. The defined fuzzy logic function inputs are:
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1. IFAINFO: IFA message received when an inertial fall is detected by an e-

WM resulting in IFA message being broadcasted (by e-WM) and received

by an e-SS. e-SS sets IFAINFO = HIGH when it receives an IFA message

from e-WM, otherwise e-SS clears IFAINFO = LOW.

2. DURATION: signal represents the length of a sound event sampled by

the e-SS, where DURATION = LOW if the length of the sound event is

≤ 500ms, and DURATION = HIGH if the length is > 500ms

3. SPLVALUE: signal represents the SPL of the sampled sound event, where

SPLVALUE = LOW if SPLVALUE ≤ 30dB, SPLVALUE = MID if 30dB

< SPL ≤ 50dB, and SPLVALUE = HIGH if SPL > 50dB.

The fuzzy logic function has only a single output FOUTPUT where it pro-

duces FALL for a valid fall occurrence, and NOFALL for otherwise. Thus, the

Mamdani fuzzy rule system [192] for detecting a valid fall has five rules:

1. IF IFAINFO is LOW then FOUTPUT is NOFALL

2. IF IFAINFO is HIGH and DURATION is LONG then FOUTPUT is
NOFALL

3. IF IFAINFO is HIGH and DURATION is SHORT and SPLVALUE
is LOW then FOUTPUT is NOFALL

4. IF IFAINFO is HIGH and DURATION is SHORT and SPLVALUE
is MID then FOUTPUT is FALL

5. IF IFAINFO is HIGH and DURATION is SHORT and SPLVALUE
is HIGH then FOUTPUT is FALL

The constructed membership functions for IFAINFO, DURATION and

SPLVALUE inputs are respectively depicted in Figure 5.11 to 5.13, and

the membership function for FOUTPUT is depicted in Figure 5.14.

By using the constructed membership functions that define the fuzzy logic

rules, the IFA message and sound information can be fused for an effective
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Figure 5.11: Membership Function for IFAINFO input.
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Figure 5.12: Membership Function for DURATION input.
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Figure 5.13: Membership Function for SPLVALUE input.
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Figure 5.14: Membership Function for FOUTPUT.

detection of an elderly person’s fall occurrence. The accuracy of the fall

detection algorithm will be verified in Section 5.6 in the later part of the

chapter.

5.5 Pseudo-Binaural Hearing Aid Feature

This section highlights the need to include an addition hearing aid feature

into the e-WM. Hearing loss is one of the common chronic health condi-

tions among senior citizens. Age-related and noise induced hearing loss are

the leading causes of hearing loss. An elderly person who is over 60 years

old have a 40% likelihood of hearing loss. Unattended hearing loss results

in reduced quality of life, social integration, communications with friends

and families. Un-rehabilitated hearing loss has been associated with re-

duced cognition and memory, and increased falls and accidents [193–195].

Hearing loss can be unilateral or bilateral. A candidate diagnosed with

unilateral hearing loss will normally be prescribed a monaural hearing aid

for the affected ear. A hearing loss candidate will be recommended for
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binaural hearing aid if bilateral hearing loss is being diagnosed. The bin-

aural hearing aid has the main advantage of being able to independently

customize hearing levels for each ear.

Hearing aids are currently handled as highly specialized devices [196]. A

prospective user has to go through hearing loss calibration at a specialized

clinic, and get a hearing aid customized to their hearing level, including a

mould made to conform to the outer ear to reduce feedback and interfer-

ence. These aids run on special and small low voltage batteries which have

to be replenished on a regular basis at limited number of places. Clearly,

apart from the trouble making one and maintaining it, the cost associated

with a pair of hearing aids is very high, from the perspective of an elderly

person with no or limited income.

Hearing aids are small and require effort to store them when not in use

and to remember where they are kept. They contain digital components

which are sensitive to moisture and require regular caretaking. Retuning

the aids for regular maintenance require another specialized process with

associated costs. To some, these may be trivial problems; to the elderly

people, these are quite a chore. Elderly people with poor vision and poor

mobility of fingers have difficulties handling the current small, cosmetic,

sophisticated hearing aids. They have difficulty with the small controls

sited on the hearing aids. These hearing aids are also easily lost. There

is a need for simple and effective hearing aids that are easy to use and

comfortable.

Current hearing aids are fitted as single pieces into the ears, including the
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microphone which is likely to be a directional one. The sound source to

discern is typically where the user is facing. This highly constrains the use

of more efficient noise cancelation schemes. A non-negligible proportion

of elderly people or patients who have purchased hearing aids are not ac-

customed to hearing sound components in the new proportions prescribed

by the hearing aids. Some persists; others may leave many pairs that do

not work well with them in the drawers. The negative or unpleasant users

feedbacks result in many others not giving hearing aids a fair trial. It is

not unusual for vendors to push the small sophisticated hearing aids for

better sales, even if they are not always suitable for the elderly people.

Thus, pushing the state of the art assistive hearing technology to those

needing one has not resulted in a large segment of these people now fitted

with a hearing aid. In fact, the same features that hearing aids companies

may pride themselves on are turning out to be deterrence to a senior citizen

sector of the group and the less financially bestowed sector. In this section,

the objective to include a hearing aid capability into e-WM is based on the

real needs of this bigger group of users of hearing aids and to be driven

and pulled by a frugal objectivity.

5.5.1 Hearing Aid Design

The basic function of a hearing aid is as follow: sound waves enter through

the microphone, which converts acoustic signals into electrical signals. The

amplifier increases the strength of the electrical signal. The amplified signal

is then transformed back to an acoustic signal by the receiver. From the
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receiver, the signal is channeled into ear canal either through a small tube

or through an ear mold. A battery is required to power the hearing aid

and enable the amplification process.

Binaural hearing can provides better sense of balance and sound quality.

With binaural hearing, a person benefits from wider range of hearing and

tone quality is smoother and more natural. Wearing binaural hearing aid

keeps both ears active and avoids auditory deprivation effect. Research has

shown that the unaided ear tends to lose its ability to hear and understand

when only one hearing aid (monaural) is worn.

A digital pseudo binaural hearing aid is designed to add binaural features in

which the frequency components equalizer setting with individual frequen-

cies bands adjustments are independent for both ears. Binaural hearing

aid has the advantages of increased speech clarity, enhanced overall sound

quality, improved comfort level while listening, and improved ability to

locate sources and directions of sound.

The proposed digital pseudo binaural hearing aid with signal conditioning,

filtering and amplification is implemented by using standard of-the-shelf

electronics components. It does not have expensive features and refined

electro-acoustic, so as to keep the circuit simple for ease of manufacturing

in bulk quantity. The hearing aid requires low maintenances as it min-

imizes the requirement of being serviced by the manufacturer or trained

professionals. A simple acoustic calibration and programming can be done

on-site to keep the hearing aid functioning for long term usage. Figure

5.15 depicts the functional block diagram of the implementation of a digi-
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tal pseudo binaural hearing aid.

Figure 5.15: e-WM Pseudo-Binaural Hearing Aid Functional Block Diagram

5.5.1.1 Microphone Interface (Pre-Amplifier with AGC)

The Microphone Interface (Pre-Amplifier with Automatic Gain Control

(AGC)) functional sub-block is included to provide proper interface to the

external omni-directional microphone, and to prevent clipping at the pre-

amplified output when a too high gain is applied at the microphone input.

The automatic gain control (AGC) function of the pre-amplifier adjusts

the gain by detecting if the output voltage level has exceeded the preset

threshold value. It consists of several distinct functional sub-blocks: a

low noise preamplifier, a Variable Gain Amplifier (VGA), an output am-

plifier, a microphone-bias-voltage generator, and AGC control circuitry as

depicted in Figure 5.16. This Pre-amplifier sub-block amplifies the input

over three distinct stages. In the first stage, the input is buffered and am-

plified through the low-noise preamplifier with a fixed gain of 12dB. The

second stage consists of the VGA controlled by the AGC. The VGA/AGC
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combination is capable of varying the gain from 0dB to 20dB. The output

amplifier is the final stage in which a fixed gain of 28dB. With no compres-

sion from the AGC, the Pre-Amplifier is capable of providing up to 60dB

gain.

Figure 5.16: Pre-Amplifier with AGC (Microphone Inteface) Functional Sub-
Block Diagram.

5.5.1.2 Digital Audio Signal Processing

The 32 bit MCU hosts the digital signal processing (DSP) algorithm for

each individual left ear and right ear. This approach presents a proper

adjusted audio signal output for each individual ear. The two DSP algo-

rithms implemented are: (a) Noise Suppression, and (b) Individual Fre-

quency Bands Adjustment (Equalizer Function).

The Noise Suppression (NS) algorithm is required in the hearing aid de-

sign, in which the incoming audio (speech) signal is susceptible to ambient

noise. The NS function removes noise from a 10ms block of 16-bit speech

data sampled at 8kHz. The algorithm operates in the frequency domain in

which Fast Fourier Transform (FFT) is performed on each 10ms block of
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digitized speech data to analyze its frequency components. A Voice Activ-

ity Detection (VAD) algorithm is included to determine if the individual

10ms audio block is speech or noise. The NS algorithm maintains a profile

of the detected noise within each block, and updates it every time a noise

segment is detected by the VAD. Every frequency band of the block is then

scaled according to proportion of noise contained in the frequency band,

thereby causing a significant degree of noise suppression of the block. The

algorithm adapts to changes in the nature and level of noise and does not

require a separate noise reference input [197].

Each ear frequency response differs with each individual with hearing loss.

As such the Individual Frequency Band Adjustment (Equalizer Function)

of the hearing aid is crucial to cater to individuals with different hear-

ing losses levels where individual speech frequency components can be

pre-emphasized or de-emphasized based on the different characteristics of

hearing loss. Signal processing functions and related operations within the

hearing aid may suppress or boost certain frequencies of a signal. This

manifests as a change in the tonal properties of the output signal as com-

pared to the input. Additionally, input and output devices (microphone

and speaker) may emphasize or de-emphasize certain frequencies in an au-

dio (speech) signal due to their mechanical characteristics and limitations.

A digital audio (speech) equalizer that allows the spectral characteristics of

a digital speech signal to be changed is incorporated into the hearing aid.

Figure 5.17 shows the conceptual block diagram of the digital equalizer

implementation. The equalizer splits the input signal into different fre-
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quency bands (component signals) using a set of digital band-pass filters.

The center frequency for these filters is fixed at 250Hz, 500Hz, 1000Hz,

2000Hz, and 4000Hz respectively [198]. The gain of each of this frequency

component is user adjustable from −18dB to +12dB determined based on

the frequency bands attenuator values and by the master gain. The com-

ponent signals are then summed up and provided as the equalized output

audio (speech) signal.

BPF
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BPF
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BPF
4kHz

BPF
500Hz

Attenuator 
250Hz

Attenuator
1kHz

Attenuator
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Gain

Digital Audio
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Digital Audio
Input

Attenuator 
500Hz

Figure 5.17: Equalizer Functional Sub-Block Diagram.

5.5.1.3 Stereo Audio Interface (Output Amplifier)

The Stereo Audio Interface (Output Amplifier) serves as a driver for the

earphone speakers (or miniature headphone speaker) where it is able to

provide the driving current. Due to the low current driving requirement

of the earphone speakers, a programmable gain earphone amplifier with

a standard high output slew rate with rail-to-rail voltage swing output,

which is available in the audio CODEC is being used for this purpose. The

amplifier is designed for driving of earphone speakers with minimal output

noise, and has the advantage of implementing volume control features on

the hearing aid without additional components.
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An alternative implementation using a standard high output slew-rate op-

erational amplifier (OP-AMP) with rail-to-rail voltage swing output can

also be used for this purpose. In this approach, the volume control is imple-

mented via software manipulating the digital speech output data. An OP-

AMP with high internal noise is thus not recommended as such OP-AMP

will further introduce the unwanted noise to the complete system which

will electronically introduce unwanted frequencies components to the oth-

erwise clean regenerated audio signals. This will result in the degradation

of the intended audio signals and the user will experience hearing fatigue

when using this product. Based on sampling of few OP-AMPs from dif-

ferent manufacturers, an OP-AMP with an internal noise of at most (or

maximum of) 3.9 nV/vHz was chosen. The chosen OP-AMP will introduce

the acceptable level of output noise to the system while still maintaining

the audio fidelity.

5.5.2 Hearing Aid Calibration

The completed digital pseudo binaural hearing aid functional feature for

e-WM has to be calibrated to match its configurable gains to the desired

output sound pressure level. Figure 5.18 depicts the setup for calibrat-

ing the hearing aid. The calibration setup consists of an Audiometer,

Audiometric Headphone, an Acoustic Damper, Digital Hearing Aid, an

Earphone, and a Simulated Human Ear.

The audiometer and the audiometric headphone are calibrated to generate

pure-tones at the desired frequency and sound pressure level. The acoustic
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Figure 5.18: Hearing aid calibration setup diagram.

damper is included to simulate the free-to-air audio transmission channel.

The damper guides the pure-tone audio signal acoustically to the micro-

phone within the digital hearing aid, and at the same instance provides

some form of acoustic resistance which is commonly encountered in the

free-to-air transmission. The digital hearing aid is calibrated via a built-in

I2C based calibration interface connected to a calibration PC via a serial

to I2C protocol converter. The individual left and right audio channels

discrete frequencies and gains are fully configurable via this calibration

interface.

The processed audio from the hearing aid is output via a standard ear-

phone. The earphone is attached to a simulated human ear. The sim-

ulated human ear consists of an artificial human ear canal, and a sound

pressure level meter. The artificial human ear canal is constructed using

silicone material which mimics the performance of a real human ear canal.

The sound pressure level meter is used to measure the sound pressure level

picked up from the ear canal.
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In this setup, only one audio channel is calibrated as the performance

of both audio channels are identical. The setup and the calibration as

depicted in Figure 5.18 are carried out in an enclosed room with an ambient

noise sound pressure level measured to be at 46 - 50dB. Only certain pure-

tone frequencies of interest at 500Hz, 1kHz, 2kHz and 4kHz are being

calibrated, the reason for such limitation is pertained to the surrounding

ambient noise; hence SPL measurements at frequencies of lower than 500Hz

are not deterministic given the setup was not in a proper sound-proof

chamber.

Based on the calibration result, the hearing aid gain-output SPL results

for each frequency bands are plotted and curve-fitted using Matlab curve

fit polynomial functions. Figure 5.19 depicts the plots for the gain settings

for the digital hearing aid and its desired sound pressure levels output.

The required gains of the desired output SPLs of the hearing aid for the

500Hz, 1kHz, 2kHz and 4kHz frequencies bands can be independently ad-

justed based on Figure 5.19 respectively. As such, Figure 5.19 served as a

calibration and adjustment chart for the hearing aid.

5.6 Experiment and Verification

5.6.1 Fall Detection Algorithm Verification

In this section, the developed accelerometer based algorithm and the fuzzy

logic based algorithm are tested for false human fall occurrences detection.

Five volunteers are engaged to emulate elderly physical behaviors in per-
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Figure 5.19: Gain SPL output plots (a) 500Hz (b) 1kHz (c) 2kHz (d) 4kHz.

forming common daily motion activities such as: (a) Walking and using

stairs, (b) Sitting down, (c) Standing up, and (d) squatting. Each of the

volunteer hangs an e-WM around their neck, is required to perform all the

defined motion activities, and each activity requires 10 repeats.

Table 5.1 depicts the false fall occurrence detection results using only the

accelerometer based algorithm in the e-WM, and Table 5.2 depicts the

detection results using the fuzzy logic based algorithm in the e-SS. Based

on the results, without fuzzy logic, the accelerometer based algorithm has

the maximum false fall detection of 20%. With fuzzy logic, the false fall

detection is further reduced to ≤ 2.5%, thus greatly improves in the false

fall detection problem.

The same volunteers are tasked to emulate four types of falls namely: (a)

Front fall, (b) Back fall, (c) Side fall, and (d) Fall from a chair. The exper-
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Table 5.1: Accelerometer based algorithm in detecting false fall occurrences.

Volunteer Motion Type Error

Walking Sitting Down Standing Up Squatting (%)

1 2 3 0 0 12.5
2 3 3 0 1 12.5
3 3 4 0 1 20
4 2 3 1 0 15
5 3 3 0 0 15

Table 5.2: Fuzzy logic based algorithm in detecting false fall occurrences.

Volunteer Motion Type Error

Walking Sitting Down Standing Up Squatting (%)

1 1 0 0 0 2.5
2 0 0 0 0 0
3 1 0 0 0 2.5
4 1 0 0 0 2.5
5 0 0 0 0 0

iment was conducted in a lab with a tiled floor overlaid with a 1.5” thick

soft rubber foam mat to cushion the emulated falls. Each fall is executed

10 times by each volunteer. Table 5.3 depicts the detection results using

only the accelerometer based algorithm (e-WM), and Table 5.4 depicts the

detection results using the fuzzy logic based algorithm (e-SS). To detect a

valid fall, the accelerometer based algorithm is sufficient as it presents at

least 95% accuracy in detecting the various emulated falls scenarios. Thus,

the accelerometer based algorithm is sufficiently accurate in detecting a

valid fall but is prone to false falls detections. The fuzzy logic algorithm is

very effective in reducing the false falls detections but does not improves

on the overall accuracy of the valid fall detection.
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Table 5.3: Accelerometer based algorithm in detecting valid fall occurrences.

Volunteer Fall Type Accuracy

Front Back Side From a Chair (%)

1 10 10 10 10 100
2 10 10 10 10 100
3 10 10 9 10 97.5
4 10 10 9 9 95
5 10 10 10 9 97.5

Table 5.4: Fuzzy logic based algorithm in detecting valid fall occurrences.

Volunteer Fall Type Accuracy

Front Back Side From a Chair (%)

1 10 10 10 10 100
2 10 10 10 10 100
3 10 10 9 10 97.5
4 10 10 9 9 95
5 10 10 10 9 97.5

5.6.2 e-HealthCM Trial Deployments

e-HealthCM systems have been tested in selected homes of lone senior

citizen. Several conditions must be met before an elderly person is selected

for the trial:

(a) ≥ 70 years of age and lives alone in a studio apartment.

(b) With mild to moderate hearing difficulty on one of both ears.

(c) Have accessed to caregivers who are family members or friends.

(d) Able body, healthy and without any known chronic and mental ill-

ness.

(e) Allows motion activity data to be collected during the trial period.

The trial was conducted on four lone elderly persons households (S1 -

S4) meeting the requirements, located in various parts of Singapore, for

a period of 30 days. Two caregivers were assigned to each household. e-
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HealthCM system consisting of an e-BS and several e-SS modules installed

in each of the elderly person’s apartment and adjusted to ensure maximum

area coverage within the apartment. Each elderly person is also assigned

an e-WM attached to a lanyard and worn around the neck during daytime

within the apartment. Each elderly person was informed to remove the

e-WM only when leaving the apartment and during sleeping.

The e-WM hearing aid feature was tailored to each elderly person’s hearing

level by performing on the spot simple hearing loss calibrations for the

elderly persons. During the period of the trial, the elderly persons were

advised to press on the alert button on the e-WM if help was required,

and in the event of false fall detection alarm, they were to note down the

date, time, frequency of the motion activity (Walk, Sit Down, Stand Up

or Squat) they were performing that caused the false fall alerts on the

provided log books. They were also briefed on the simple way to reset

e-HealthCM after each false fall detection, and designated caregivers will

call and check on them when fall alerts were triggered. During the trial,

the four elderly volunteers did not experienced any form of valid fall, hence

the collected results reflected only the occurrences of false fall occurrences

from the performed daily activities. Figure 5.20 - 5.23 depict the false fall

detections data (from daily motion activities) for the 30 days trial period

for the respective elderly volunteers. The detailed data is tabulated in a

Table form and is depicted in Appendix B.

In order to benchmark the effectiveness of the e-HealthCM fuzzy logic

algorithm in minimizing false fall detection, an able bodied volunteer (V1)
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Figure 5.20: Senior Citizen S1 false fall occurrences from daily activities.
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Figure 5.21: Senior Citizen S2 false fall occurrences from daily activities.

was designated as a reference and tasked to wear a specially modified e-

WM that operated in a stand-alone mode and retro-fitted with a small

audible speaker. This modified e-WM used only the accelerometer based

algorithm to detect an occurrence of a fall. This volunteer was tasked to

wear the modified e-WM for the same 30 days trial duration. During the

trial, the volunteer wore the modified e-WM throughout the day and only

removed it while sleeping. The modified e-WM generated a low audible
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Figure 5.22: Senior Citizen S3 false fall occurrences from daily activities.
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Figure 5.23: Senior Citizen S4 false fall occurrences from daily activities.

sound once a fall was detected, and the volunteer was tasked to record

down the date, time, frequency of the motion activity (Walk, Sit Down,

Stand Up or Squat) he was performing that caused the false fall alerts on

the provided log book. This trial was executed concurrently with the trial

involving the four elderly volunteers.

Figure 5.24 depicts the trial results (detail data in Table form is provided

in Appendix B) for the number of false fall detections using the modi-
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fied e-WM. By comparing the results against Figure 5.20 - 5.23 of the

elderly volunteers, it is very obvious that the fuzzy logic algorithm in the

e-HealthCM (deployed to the elderly volunteers) is capable of minimizing

false fall detections. The trials were considered successful with the fuzzy

logic based algorithm verified to be effective in reducing false fall alerts.
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Figure 5.24: Volunteer V1 using a modified e-WM to detect false fall occurrences
from daily activities.

At the end of the 30 days trial, each elderly was also asked to fill up a simple

usage satisfaction survey pertaining to the low cost hearing aid feature of

the e-WM. The survey was conducted to gauge on the usefulness of the low

cost hearing aid in addressing the mild to moderate hearing impairment

without the need to use an expensive commercial hearing aid. The sample

survey forms and collated results are includes in Appendix A. In general,

the trial participants were satisfied with the performance of the hearing

feature of the e-WM.
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5.7 Discussion

This chapter has demonstrated non-feasibility of using only a digital tri-

axial accelerometer to detect a valid human fall. The accelerometer based

fall detection algorithm is highly accurate in detecting a real human fall

process. However, the algorithm is also sensitive to human motion at-

tributed to daily movements (sitting, standing, etc.) and each human mo-

tion is person dependent. Thus, the algorithm also generates false alarm

by detecting falls due to non-fall related daily movements. From the con-

ducted experiments, the algorithm is shown to produce between 12.5% to

20% false alarms from normal daily movements. This error rate is un-

acceptable as it will cause un-necessary workload to any caregiver. With

this shortfall of the accelerometer based fall detection algorithm, an ad-

ditional form of fall detection by using sound sensing is developed. A

newly developed fuzzy logic based fall detection algorithm is used to fuse

the result from the accelerometer based fall detection algorithm and the

result from the sound based fall detection system. This newly developed

fuzzy logic algorithm has been demonstrated in experiments to effectively

reduce the false alarm to a minimum level of ≤ 2.5%. Thus, making the

e-HealthCM to be a reliable system suitable for field deployment. Fuzzy

logic can also be applied to other types of CM system and not restricted to

application in health based CM. Fuzzy logic has been shown to help to in-

crease the monitoring accuracy of the industrial based CM system. Fuzzy

logic based CM system is well-known and has already been developed for

CM of metal cutting machines [199] [200].
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Chapter 4 depicts an artificial neural network (RBF) based method for

acoustic based CM for a precision cutting machine. Precision metal cut-

ting operations constitute a large percentage of industrial activity. By us-

ing traditional CM strategies, machine is usually maintained after a fixed

number operational time, or the engineer would perform the required main-

tenance when he thought it to be no longer capable of performing normally.

However, it is also possible for a partially faulty machine to be continu-

ously used in the machining process so the parts produced do not meet the

required accuracy standard. It is therefore necessary that a CM system (in

Chapter 4) be devised to monitor the machine state during cutting opera-

tions so that impending machine faults can be detected and the machine

being maintained at the optimum time. The RBF based acoustic based

CM produces errors between 2% - 8% for detecting the various documented

machine conditions. The machine conditions are determined solely via the

emitted machine sound during production process. It would be beneficial if

low level machine health parameters (e.g., machine vibration, current con-

sumption, lubrication level, operating temperature, etc.) can be included

as part of the machine CM process. The additional low level parameters

will greatly improve on the overall CM experience. By using the experi-

ence of the fuzzy logic algorithm developed in this chapter, its method for

decision making can be adopted to further reduce the errors produced.

Yumak et al [199] and Pan et al [200] have independently demonstrated the

feasibility of combining artificial neural network with fuzzy logic for tool

and machine CM. Thus, it is highly possible to introduce fuzzy logic into
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the works in Chapter 4. An additional layer of high level fuzzy logic based

decision making system can be introduced to process the output from the

CM system developed in Chapter 4, along with additional sensor inputs

measuring low level machine health parameters. The introduction of the

fuzzy logic layer is intended to fuse the artificial neural network (RBF)

based CM result together with the low-level machine health parameters to

produce a highly accurate machine CM output that is all inclusive.

5.8 Summary

e-HealthCM health CM system for monitoring of elderly person fall occur-

rence has been successfully constructed. The accelerometer based fall de-

tection algorithm has been instrumental in detection valid fall occurrences.

However, it has been shown that accelerometer alone is not sufficient to

provide a reliable fall detection system, as the accelerometer also detects

non valid falls from daily motion activities. Thus, a fuzzy logic algorithm

is developed to assist in reducing the detection of non valid falls. Trials

(internal and external) have been conducted to verify the accuracy of e-

HealthCM in addressing valid and non-valid falls, and have successfully

proved that the fuzzy logic algorithm works well.
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Conclusions

6.1 Main Contributions

In Chapter 2, the design and formulation of a unified condition monitoring

framework with the identified common core components was presented.

The framework defines the various requirements for a practical implemen-

tation of condition monitoring systems for industrial and healthcare.

The framework presented in Chapter 2 formed the foundation to develop

the optimal sensor placement method and two type of condition monitor-

ing systems for industrial and healthcare. In Chapter 3, the optimal sensor

placement method covers the sensory set selection and fusion for continu-

ous and real-time monitoring of machine conditions is implemented. The

approach is scalable and it employs an architecture that is modular and

amenable to parallel processing of incoming data to remain viable and sus-

tainable for real-time applications without requiring large scale retrofitting

to the system. A common machine monitoring problem is adopted to serve
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as the background problem for illustration of the proposed method and ex-

periments. The main objective under the problem posed is to use a minimal

number of vibration sensors mounted at key locations of a machine to infer

the actual vibration spectrums at a critical point, where direct mounting of

sensors at this location is not feasible. An example of such a critical point

is at the tool tip of a machining center. The quality of the end-product is

very much dependent on the tool condition, hence a real-time monitoring

of the vibration spectrum at the critical point is necessary to allow various

control and mitigation measures to be invoked when needed. The sensor

placement locations are selected on the basis of a moderated sensitivity in-

dicator which fuses the location sensitivity to a vibration frequency at the

critical point, with the Fisher Information giving the measurement quality.

Thus, each sensor/location is associated with a set of sensitive frequencies

for which its measurement will be selected for inferring the specific vibra-

tion frequency at the critical point. A Radial Basis Function (RBF) is used

to carry out the inferring process and the outputs of all the RBFs invoked

yield the vibration spectrums of the critical point which is the basis for

the condition monitoring. A comprehensive set of experimental results for

verification of the proposed approach is provided.

Chapter 4 detailed a novel approach towards machine condition monitor-

ing. The approach closely mimics the human ear listening process, and

attempts to learn the machine operating conditions via the detected sound

signatures. With proper machine learning, this approach is able to de-

termine the machine operating conditions in an autonomous manner with
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minimal human intervention, and minimize the needs of skilled personnel

to monitor the machine condition. The condition monitoring hardware

has been successfully designed and developed based on the modular com-

ponents framework defined in Chapter 2. Chapter 4 has demonstrated the

feasibility of using only the machine generated sound for machine condition

monitoring. The adaptive sound signal filtering algorithm has been demon-

strated to be able to remove the unwanted ambient noise surrounding a

machine in operation. The Mel Frequency Cepstral Coefficients (MFCC)

based sound feature extraction algorithm has been demonstrated to be able

to extract sound features that correctly distinguish the various machine op-

erating conditions. The RBF based condition monitoring classifier is able

to learn from the large amount of MFCC based sound features data sets

for various machine operating conditions, and has the acceptable accuracy

to identify the various machine operating conditions. All the algorithms

have been successfully deployed to the respective hardware prototypes.

Chapter 5 highlighted the development of e-HealthCM, a health condi-

tion monitoring solution that detects an elderly accidental fall occurrence.

e-HealthCM implements both accelerometer based and sound based detec-

tions for possible occurrence of fall by using fuzzy logic. The accelerometer

based fall detection algorithm is instrumental in the detection of a valid

fall occurrence. However, it has been shown that accelerometer alone is

not sufficient to provide a reliable fall detection system, as the accelerom-

eter also detects non valid falls from daily motion activities. Thus, a fuzzy

logic algorithm is developed to assist in reducing the detection of non valid
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falls. e-HealthCM hardware has been successfully constructed based on

the hardware framework defined in Chapter 2, and it’s fuzzy logic based

fall detection algorithm has been demonstrated to be able to reduce the

number of false fall detections from daily motion activities.

6.2 Limitations and Suggestions for Future Work

Based on the prior research as well as the experience acquired while working

on this thesis, the following deserves further consideration and investigation

to improve the completed assistive healthcare systems.

(a) In Chapter 2, the developed hardware of the common framework

only supports Wi-Fi wireless communication and GSM mobile net-

work. Other competing wireless technologies developed for Inter-

net of Things (IoT) (e.g., Bluetooth Low Energy, ZIGBEE, Z-Wave,

6LoWPAN, NFC, Sigfox, and etc.) should also be added as options

to cater for deployments in different industrial and healthcare envi-

ronments.

(b) In Chapter 3, the optimal sensor placement and fusion methodology

only covers vibration based sensors. Other types of sensors (e.g.,

acoustic emission sensor, thermal infrared sensor, and etc.) should

also be added as options to cater for deployments in different indus-

trial scenarios or requirements. Fusion of different sensors yield the

combination of sensory data with improvements to the resulting infor-

mation. This has added advantages in the area of improving sensor
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reliability and redundancy, and increasing measurement resolution

that will provide improvement in the machine condition monitoring

accuracy.

(c) In Chapter 4, the developed hardware for machine condition monitor-

ing using acoustics does not include pre-amplification with automatic

gain control (AGC) feature for the microphones. Machine sound

pressure level (SPL) > 90dB causes signal clipping and this reduces

the overall signal-to-noise ratio (SNR) and the feature extraction ac-

curacy. At present, a sound level meter is used to determine the

machine SPL. Manual microphone gain and position (or direction)

adjustment are required to ensure no sound signal clipping. An AGC

feature should be added to each microphone, which will be effective

in equalizing the sound signal output level from the microphone to

a predefined level, hence improving SNR and the resolution of the

sound signal acquisition.

(d) In Chapter 5, the e-HealthCM system has been tested with a limited

number of users. Although the test results are very good and they are

helpful in validating all the implemented algorithms, it is essential to

conduct another trial for a large number of users in wide geographi-

cal locations such as those in the developing countries whereby home

based users are being monitored by distantly located healthcare pro-

fessionals and care givers. Such a trial is necessary to detect potential

short comings and to improve on it, so that the developed systems

can be ready for field deployment.
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In conclusion, this dissertation presented a practical condition monitoring

framework, the design and development, and demonstration of the practical

condition monitoring systems for industrial and healthcare. The proposed

solutions have been demonstrated to perform satisfactory under various

conditions imposed by trial users. It is important to have such a solution

in the current situation, where condition monitoring is the key to minimize

(or avoid) machine downtime and improving productivity in an industrial

environment, and as an important real-time healthcare monitoring tool for

the rapidly aging population.
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Appendix A: Hearing aid

features survey

e-HealthCM contains a built-in hearing aid function for its wearable mod-

ule. A survey was conducted on the trial users of e-HealthCM system in

order to better understand their usage experiences and expectations of the

current hearing aid implementation. The survey forms are depicted Figure

A1 and A2.

Summaries of users response to the survey questions:

(a) Question 1: None of the participants have ever used a commercial

hearing aid. All the participants highlighted that cost is a major

concern.

(b) Question 2: None of the participants use any form of hearing aids

due to concern highlighted in Question 1.

(c) Question 3: Not Applicable.

(d) Question 4: Not Applicable.

(e) Question 5: Not Applicable.
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(f) Question 6: Not Applicable.

(g) Question 7: Not Applicable.

(h) Question 8: All participants answered “NO”. It is their first time

using the hearing aid feature of the e-HealthCM.

(i) Question 9: All participants choose “Independent ears amplification

adjustment” feature, three participants also choose “Fall Detection

Alert” and “Panic Button for Help Request”, and two participants

also choose “Rechargeable battery”.

(j) Question 10: All the participants choose “Excellent”. Question 11:

All the participants choose “S$100-S$200” price range.

In general, all the participants are very satisfied with the hearing aid func-

tion of the e-HealthCM wearable module.
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Figure A1: Hearing aid survey form.
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Figure A2: Hearing aid survey form (Continued).
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Appendix B: e-HealthCM

Trial Data Tabulation

Table B.1 - B.4 depict the trial results for the number of false fall detections

respectively for each elderly volunteer. Table B.5 shows the trial results for

the number of false fall detections using the modified e-WM by volunteer

V1.
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Table B.1: Volunteer S1 False Fall Occurrences.

Day Motion Type Error

Walking Sitting Down Standing Up Squatting (Total/Day)

1 0 0 0 0 0
2 0 0 0 0 0
3 0 0 0 0 0
4 0 0 0 0 0
5 0 0 0 0 0
6 1 0 0 0 1
7 0 0 0 0 0
8 0 0 0 0 0
9 0 0 0 0 0
10 0 0 0 0 0
11 0 0 0 0 0
12 0 0 0 0 0
13 0 0 0 0 0
14 0 0 0 0 0
15 0 0 0 0 0
16 0 0 0 0 0
17 0 1 0 0 1
18 0 0 0 0 0
19 0 0 0 0 0
20 0 0 0 0 0
21 0 0 0 0 0
22 0 0 0 0 0
23 0 0 0 0 0
24 0 0 0 0 0
25 0 0 0 0 0
26 0 0 0 0 0
27 0 0 0 0 0
28 0 0 0 0 0
29 0 1 0 0 1
30 0 0 0 0 0
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Table B.2: Volunteer S2 False Fall Occurrences.

Day Motion Type Error

Walking Sitting Down Standing Up Squatting (Total/Day)

1 0 0 0 0 0
2 1 0 0 0 1
3 0 0 0 0 0
4 0 0 0 0 0
5 0 0 0 0 0
6 0 0 0 0 0
7 0 0 0 0 0
8 0 0 0 0 0
9 0 0 0 0 0
10 0 0 0 0 0
11 0 0 0 0 0
12 0 0 0 0 0
13 0 0 0 0 0
14 1 1 0 0 2
15 0 0 0 0 0
16 0 0 0 0 0
17 0 0 0 0 0
18 0 0 0 0 0
19 0 0 0 0 0
20 0 0 0 0 0
21 0 0 0 0 0
22 0 0 0 0 0
23 0 0 0 0 0
24 0 0 0 0 0
25 0 0 0 0 0
26 0 0 0 0 0
27 0 0 0 0 0
28 0 0 0 0 0
29 0 0 0 0 0
30 0 0 0 0 0
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Table B.3: Volunteer S3 False Fall Occurrences.

Day Motion Type Error

Walking Sitting Down Standing Up Squatting (Total/Day)

1 0 0 0 0 0
2 0 0 0 0 0
3 0 0 0 0 0
4 0 0 0 0 0
5 0 0 0 0 0
6 0 0 0 0 0
7 0 0 0 0 0
8 0 0 0 0 0
9 0 0 0 0 0
10 0 1 0 0 1
11 0 0 0 0 0
12 0 0 0 0 0
13 0 0 0 0 0
14 0 0 0 0 0
15 0 0 0 0 0
16 0 0 0 0 0
17 0 0 0 0 0
18 0 0 0 0 0
19 0 1 0 0 1
20 0 0 0 0 0
21 0 0 0 0 0
22 0 0 0 0 0
23 0 0 0 0 0
24 0 0 0 0 0
25 0 0 0 0 0
26 1 0 0 0 1
27 0 0 0 0 0
28 0 0 0 0 0
29 0 0 0 0 0
30 0 0 0 0 0
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Table B.4: Volunteer S4 False Fall Occurrences.

Day Motion Type Error

Walking Sitting Down Standing Up Squatting (Total/Day)

1 0 0 0 0 0
2 0 0 0 0 0
3 0 0 0 0 0
4 0 0 0 0 0
5 0 0 0 0 0
6 0 0 0 0 0
7 0 0 0 0 0
8 0 0 0 0 0
9 0 0 0 0 0
10 0 0 0 0 0
11 0 0 0 0 0
12 0 0 0 0 0
13 0 0 0 0 0
14 0 0 0 0 0
15 0 0 0 0 0
16 0 0 0 0 0
17 0 0 0 0 0
18 1 0 0 0 1
19 0 0 0 0 0
20 0 0 0 0 0
21 0 0 0 0 0
22 0 0 0 0 0
23 0 0 0 0 0
24 0 1 0 0 1
25 0 0 0 0 0
26 0 0 0 0 0
27 0 0 0 0 0
28 0 0 0 0 0
29 0 0 0 0 0
30 0 0 0 0 0
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Table B.5: Volunteer V1 using modified e-WM for False Fall Occurrences.

Day Motion Type Error

Walking Sitting Down Standing Up Squatting (Total/Day)

1 2 3 0 1 6
2 0 1 0 0 1
3 1 0 0 0 1
4 3 1 0 0 4
5 0 0 0 0 0
6 1 0 0 1 2
7 1 2 0 0 3
8 3 0 0 0 3
9 0 0 0 0 0
10 0 2 0 0 2
11 0 0 0 0 0
12 1 0 0 0 1
13 0 0 0 0 0
14 1 1 0 0 2
15 1 1 0 0 2
16 0 0 0 0 0
17 0 0 0 0 0
18 1 1 0 0 2
19 0 0 0 0 0
20 0 0 1 0 1
21 3 0 0 0 3
22 0 1 0 0 1
23 0 0 0 0 0
24 1 1 0 0 2
25 0 0 0 0 0
26 2 0 0 1 3
27 0 0 0 0 0
28 0 0 0 0 0
29 0 1 0 0 1
30 1 0 0 0 1
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