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Summary

Summary

In typical social applications such as elderly care, health care and human-robot collab-

oration, robots are supposed to be occasionally involved in direct physical interaction

with humans. In these scenarios, environments are typically assumed to be unknown

to robots and there exist great uncertainties due to many factors. Therefore, safe and

sociable interaction between robots and environments is essential for the successful

deployment of robots in such applications.

Although interaction control of robots has been investigated for quite a long time,

it still attracts a lot of attention from robotic researchers, due to increasing complex

environments and higher expectation of human on the robot’s intelligence. While

there has been much effort made on the topic of developing impedance control to

deal with the problem of robots in interaction with unknown environments, how to

obtain desired impedance model remains to be further addressed given the unknown

or dynamically changing nature of the environments. Particularly, this problem will

be further discussed in the first part of this thesis where impedance and trajectory

adaptation will be investigated independently. Impedance adaptation is developed

using a cost function or a reward function to describe the interaction performance,

and impedance parameters are expected to be adjusted to minimize the cost func-

tion or maximize the reward function. Without requiring the information on the
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Summary

environments dynamics, the proposed impedance adaptation is feasible in a large

number of applications where robots physically interact with unknown environments.

Besides impedance adaptation/learning, reference adaptation also has to be taken

into account to achieve desirable adaptation performance. For the proposed reference

adaptation, a cost function is defined to describe the interaction performance, which

combines the trajectory tracking error and the interaction force between the robot

and the environment. It is minimized by the proposed reference adaptation based on

trajectory parametrization and iterative learning. An adaptive impedance control is

developed to make the robot follow the target impedance model.

When the robot is navigating in a human environment, social rules and constraints

also need to be addressed for friendly and natural robot motion control. Although

there are many methods which can be adopted to generate varying degrees of safe

and effective obstacle avoidance or safe navigation, little is explicitly considered for

the pre-established social conventions used by humans. This leads to the result that

the generated collision-free trajectories are often awkward and unexpected evasive

movements for humans, making them thought to be suboptimal. If mobile robots

are able to recognize and respect social conventions, the co-existence with robots will

become more natural for humans. To address this problem, in the second part, a

novel control scheme based on the social force model for robots navigating in hu-

man environments is proposed. Social proxemics potential field is constructed based

on the theory of proxemics and used to generate social interaction force for design

of robot motion control. Asides from the proxemics requirement, for the successful

introduction of mobile robots in human environments, the robots’ position and ve-

locities (heading and angular) must also be constrained. To address this problem,

a combined kinematic/dynamic control is proposed for robot motion control which

xi
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is subject to ellipsoidal position and velocity constraints. Neural networks are con-

structed to deal with unstructured and unmodeled dynamic nonlinearities and to

achieve small tracking errors and boundedness of all closed-loop signals.
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Chapter 1

Introduction

In this chapter, the background and motivation of this thesis on intelligent control and

learning of robots interacting with environments are briefly introduced. Impedance

adaptation, reference adaptation, social force control and constrained motion con-

trol are presented respectively. The related works, research objectives, highlighted

contributions and outline of the rest of the thesis are also introduced.

1.1 Background and Motivation

In the near future, robots are expected to weave a hybrid society with humans with

more and more social applications such as health care, elderly care, education and en-

tertainment. Social robotics, as an important branch of robotics, has attracted lots of

interest in many disciplines. Unlike industrial robots, social robots are more expected

to work in complex and unknown social environments [1, 2] and are perceived as intel-

ligent agents that interact and communicate with humans, other autonomous physical
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agents or the environment in a safe and comfortable manner by following social be-

haviors and rules attached to their roles [3]. In this sense, social robots should not

be designed as simple autonomous machines with predefined or fixed functionalities.

They must also be able to have the ability to learn and adapt to human and environ-

ment [4]. Regarding to the learning and adaptation of social robots, there are many

challenging fundamental problems yet to be addressed, of which robot-environment

interaction is one of the most important ones and researched in this thesis.

Fig. 1.1: Robotic Nurse Nancy, by courtesy of Social Robotics Lab, NUS

For social robots to work and collaborate in human environments, one of the top

priorities is to guarantee safety. In the case of traditional industry robotics, manu-

facturers deploy robots in an isolated space so the robots and human will not share

a workspace at the same time. In addition, a safety zone can be established using
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infrared sensor and safety cages to enhance the precautionary measures. Howev-

er, social robots are fundamentally different from industrial robots as they tend to

have more active behaviors, such as motion planning in unknown environments or

collaborating with humans, due to the advances of artificial intelligence and more

complicated task requirement. This has brought new challenges as the closer the

humans and the robot get, the higher risk of a human being injured. In order to

improve the robot’s work efficiency while guaranteeing the robot interacting with

environments in a safe and reliable manner, it is essential for us to design adaptive

learning policies to improve the interaction performance so that the robot can be

guided towards more natural and effective interaction between the environments and

robots. For applications which involves physical interactions with surrounding envi-

ronments such as handshaking in Fig. 1.2, interaction control is required to guarantee

the robot’s safety [5]. In the literature of interaction control, there are two methods

that are widely used: hybrid position/force control [6] and impedance control [7].

Compared to hybrid position/force control, impedance control is well recognized due

to its robustness and the fact that no direct decomposition for position control and

force control is required [8]. Under the framework of impedance control, robots are

controlled to modulate their motion according to the force from the environment, and

stable interactions between the robots and the environments are achieved.

Besides, the robot is also supposed to navigate in less controlled human environ-

ments sharing the same physical space with humans. Although many methods can be

adopted to generate varying degrees of safe and effective obstacle avoidance or safe

navigation, none of them explicitly consider the pre-established social conventions

used by humans. This leads to a result that the generated collision-free trajecto-

ries are often awkward and unexpected evasive movements for humans, making them

3



1.2 Impedance Adaptation for Robots in Physical Interactions with
Environments

thought to be suboptimal. It can thus be argued that if mobile robots are able to rec-

ognize and respect social conventions, the co-existence with robots will become more

natural for humans. In addition, for the successful introduction of mobile robots in

human environments, the robot’s position and velocities (heading and angular) must

be constrained such that the robot will not jeopardize the stability and safety of the

robot itself as well as their human partners.

Fig. 1.2: Robot Performs Handshaking with Human

1.2 Impedance Adaptation for Robots in Physical

Interactions with Environments

Under impedance control, robots are governed to be compliant to the interaction

force exerted by environments and thus the safety of both robots and environments

can be guaranteed. Specifically, imposing a passive impedance model to robots will

4
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guarantee the interaction stability if environments are also passive [8]. In the early

research works of impedance control, a desired passive impedance model is usual-

ly prescribed and then the effort is focused on handling the uncertainties in robots

dynamics. These works include adaptive impedance control such as [9, 10] and learn-

ing impedance control such as [11, 12, 13]. However, in many situations, to impose

a passive impedance model to the robot is too conservative, and the environments

dynamics can be taken into consideration to obtain desired impedance model [14].

Besides, a fixed prescribed impedance model does not suffice in many applications.

For example, variable impedance control is necessary in human-robot collaboration

[15] and explosive movement [16, 17]. Although the methods discussed in [15] provide

a better control performance in the sense of more efficient human-robot collaboration,

the resulted impedance parameters (mass, damping and stiffness) are obtained in a

heuristical way and cannot be easily extended to other applications. To cope with this

problem, iterative learning has been studied to obtain impedance parameters subject

to unknown environments in an analytic way. It has been generally acknowledged

that such an ability to improve performance by repeating a task is an important

control strategy of the human being [18, 19]. Pioneered by [20], iterative learning

control has been widely investigated for robot control. In [21], associative search

network is adopted for the impedance learning and the resulted impedance control is

applied to a wall-following task. In [22], an internal model based impedance learning

method is developed and used in a high-speed insertion application. In [23], neural

networks are employed to update both the impedance parameters and rest position

iteratively. Compared to iterative impedance learning discussed above, impedance

adaptation is more interesting yet it is more challenging. It is interesting because it

does not require the robot to repeat operations to learn the desired impedance pa-

rameters. This is important because to make the robot repeat operations may cause
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inconvenience in many situations. It is challenging because to develop an adaptive

scheme usually requires that a certain variable is invariant but this is difficult to sat-

isfy in the case of dynamically changing environment. There has been research effort

on impedance adaptation in the literature, although it is less compared to that on

impedance learning. In [24], stiffness is updated to minimize the actuator torque by

taking resonance into consideration. In [25], the switching strategies of impedance

parameters are discussed in order to dissipate the system energy and realize a “soft”

interaction.

In the development of impedance learning and adaptation, optimization plays an

important role because the control objective of impedance control includes both the

force regulation and trajectory tracking and usually it is the compromise of these

two objectives. In the case of impedance adaptation, a cost function or a reward

function is defined to describe the interaction performance, and impedance parameters

are expected to be adjusted to minimize the cost function or maximize the reward

function. In [26], the well-known linear quadratic regulator (LQR) is utilized to

determine the desired impedance parameters with the environment dynamics known

a priori. In [27], impedance parameters are adjusted as the online solutions of the

defined LQR problem, instead of fixing the impedance parameters obtained based on

LQR as in [26], However, the environment dynamics are also assumed to be known in

[27]. Recalling LQR in [28], it is difficult to find the solution of the Riccati equation

if the linear system under study is unknown. Therefore, when the system dynamics

are unknown, the methods proposed in [26, 27] are not applicable. To solve the

optimal control problems in the case of unknown system dynamics, adaptive dynamic

programming (ADP) or reinforcement learning (RL) has been widely studied in the

literature [29, 30, 31, 32]. ADP is constructed based on the idea of how biological
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system interacts with the surrounding environment. In the scheme of ADP, the control

system is defined as an actor or agent, modifying its action based on the feedback

information of the environment. The actor or agent is rewarded or punished for a

control action which is evaluated by a critic [31, 32]. Among all ADP approaches,

most recognized discrete ADP algorithms are the heuristic dynamic programming

(HDP), action-dependent heuristic dynamic programming (ADHDP) or Q-learning

[33], globalized DHP (GDHP) and dual-heuristic programming (DHP). The common

feature of these ADP algorithms is that the design of optimal controller only requires

partial information of the system model to be controlled. There are existing works

where ADP is adopted for the impedance adaptation of robot arm control. In [34],

natural actor-critic algorithm is adopted and the damping and stiffness matrices are

updated according to defined reward functions. In [35], the policy improvement with

path integrals (PI2) algorithm is integrated with the reinforcement learning algorithm

to achieve variable impedance control. However, as in [20, 21, 22, 23], a learning

process is still required in [34, 35] for the robot to repeat operations to learn the

desired impedance parameters. To solve this problem, this thesis aims to develop

impedance adaptation in the case of unknown environment dynamics. The method

to be developed is based on the latest result of ADP in [36], where the solution of

adaptive optimal control is obtained subject to unknown system dynamics. Two

general models of environments are considered, one of which includes damping and

stiffness, and the other one includes mass, damping and stiffness. These two models

are described as linear systems with unknown dynamics. While ADP in [36] is only

for the state regulation, it is further modified to handle the trajectory tracking. The

developed impedance adaptation will result in the desired impedance parameters that

are able to guarantee the optimal interaction, subject to unknown environments.
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1.3 Reference Adaptation for Robots in Physical

Interactions with Environments

To understand the mechanisms that humans use in physical interactions with environ-

ments, neuroscientists have investigated human motor control and adaptation using

controlled force fields [37, 38, 39, 40, 41]. It has been shown that the central nervous

system (CNS) of humans has an excellent ability to repetitively adjust and tune the

motion and impedance of the limb subject to changing environments and uncertain

internal dynamics.

In the enlightenment how humans adapt to physical interactions with environ-

ments, impedance adaptation/learning has been investigated in the literature, in-

cluding [34, 35, 42, 43, 44]. In [34], a natural actor-critic algorithm is adopted to

determine the optimal impedance parameters for robotic contact tasks. In [35], a

reinforcement learning (RL) algorithm called PI2 (Policy Improvement with Path In-

tegrals) is developed for variable impedance control which focuses on optimizing a cost

function designed for a specific task. In [42], a novel human-like learning controller is

proposed for robots interacting with unknown environments which minimizes motion

error and effort without requiring force sensing. In [43], impedance adaptation is pro-

posed for robots interacting with unknown time-invariant environments. In [44], the

gradient-following scheme and betterment scheme are employed to obtain a desired

impedance model, subject to unknown environments.

Besides impedance adaptation/learning, reference adaptation/learning also has to

be taken into account to achieve desirable learning/adaptation performance [45]. Tra-

jectory planning and learning have been studied extensively in autonomous robotics,
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where physical interactions between environments and robots are not taken into con-

sideration [46, 47, 48, 49]. In [50], adaptation of desired joint-angular trajectories is

proposed to achieve trajectory tracking with the interaction force treated as a distur-

bance. Reference adaptation/learning has also been studied in the field of physical

human-robot interaction, where the human motion is modeled and estimated, and the

robot’s reference trajectory is updated accordingly to synchronize the robot’s motion

with the human’s motion intention. In [51], motion characteristics of humans are con-

sidered for reference adaptation of robots in human-robot co-manipulation. In [52],

human’s motion intention is estimated using the interaction force and it is used for

reference adaption of the robot. In [53, 54], a hidden Markov model (HMM) is imple-

mented to estimate the human intention and the robot’s reference trajectory is mod-

ified accordingly. In [55], human’s moving direction is estimated using the Kalman

filter and it is used for the position control of the robot. In [56], human’s motion

intention is estimated by minimizing the interaction force and the robot’s reference

trajectory is adapted accordingly. The above research works [51, 52, 53, 54, 55, 56]

mainly focus on reference adaptation based on human’s motion intention, and the con-

trol objective is to minimize the interaction force between human and robot. In [57],

reference shaping is developed in admittance control when a robot’s motion is under

a certain constraint. In [58], an impedance model with fixed impedance parameters

is obtained by minimizing a cost function, and the reference trajectory is adapted to

make the robot dynamics follow this given impedance model. This method is only

applicable when the environment is known because otherwise the target impedance

model cannot be obtained.

Based on above discussions, we propose a method to adapt the reference trajec-

tory subject to unknown environments. This method is based on iterative learning
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which was firstly proposed in [59]. The proposed reference adaptation includes three

steps. First, a cost function is defined to evaluate the desired interaction performance,

which combines the trajectory tracking error and the interaction force. Second, an

adaptation law is developed to update the reference trajectory of the robot, such that

the defined cost function is minimized in an iterative manner. Unlike [58], the knowl-

edge of the environment is not required in this step. Lastly, an adaptive impedance

control in the Cartesian space is developed so that the robot’s dynamics are governed

by the target impedance model.

1.4 Social Force Control for Mobile Robots

In previous studies, there are many works focusing on motion planning and control

for a mobile robot, which enable the robot to navigate in challenging human environ-

ments. Among these studies, safety and reliability are key factors which are assured

by preventing robots from approaching the humans and avoiding accidental collision

[60]. In [61], the notion of mobile robot safety is studied in details with respect to all

relevant aspects of human-robot interaction. In more recent studies such as [62, 63],

humans are considered as moving obstacles and collision-free motion is assured in the

presence of such moving obstacles. Using this idea, different obstacle avoidance algo-

rithms are developed and dynamic obstacles are handled in a locally reactive manner

[64], [65]. In [66], based on a minimal cost trajectory through a potential field defined

from the perceived motion of humans in the environment, a trajectory planning al-

gorithm is proposed for a robot operating in dynamic human environments. In [67],

a novel potential field method is proposed for motion planning of mobile robots in a

dynamic environment where the target and the obstacles are moving. Other methods
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evaluate trajectories based on the risk of motion conflicts, given predictions about

potential future zones covered by humans [68].

Although the aforementioned methods can be adopted to generate varying degrees

of safe and effective obstacle avoidance or safe navigation, none of them explicitly

consider the pre-established social conventions used by humans. In [69], long-term

performance of a tour guide robot is evaluated, suggesting that when the robot nav-

igates in a human-centered environment, that human is only considered as a mobile

object is neither enough nor accepted. Even if the robot has very robust collision

avoidance performance, if the robot’s movement is not able to behave socially enough

which makes humans feel aggravated or afraid, the comfort of the latter will be greatly

affected [70]. It can thus be argued that if mobile robots are able to recognize and

respect social conventions, the co-existence with robots will become more natural for

humans.

In human-to-human or human-to-robot interactions, human’s acceptance of other

objects mainly depends on how well the objects obey comfortable spatial relationship.

In [71], the concept of proxemics was firstly introduced to describe the physical and

psychological distancing that people prefer to maintain around themselves. In [72],

it is indicated that humans might perceive robots more threatening and disruptive if

robots do not show appropriate distancing behaviors in their social environments or

work practices. As noted in [73], many factors can have an influence on proxemic be-

haviors, including individual personalities, familiarity between people, to what degree

they are interacting, the social norms of their culture, etc. Aside from the proxemics

requirement, for the successful introduction of mobile robots in human environments,

the robots’ position and velocities (heading and angular) must also be constrained. In

[74], people have been shown to be sensitive to robot speeds, preferring that a robot
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moves at speeds slower than those of a walking human. Studies also have found that

having a mobile robot moving at a certain speed causes discomfort of humans [75].

Considering the social norm and proxemics constraints, in this thesis, we use

the social force model introduced in [76] to describe the interactions between robot

and human. The social force model is a computational model which describes the

interactions between humans by using the concept of social fields or forces.

Based on the above discussions, a framework of robot motion control is proposed

based on social force model and proxemics theory. A combined adaptive kinemat-

ic/dynamic control which considers the control velocity constraints is proposed such

that the robot dynamics will be governed by a target social force model. Under the

framework, using Lyapnov theory, we show that the mobile robot is able to track

the social force model which can be further used to modulate the proxemics spatial

relationship between the robot and human.

1.5 Control of Mobile Robots with Motion Con-

straints

Although the problem of safe robot motion in human environment has been addressed

in the above works, the safe constraints are only considered in the motion planning

level to generate collision-free and optimized paths for robot to follow. However,

even though the above works can be adopted to generate different safe and collision-

free reference trajectories, the motion constraints may still be violated due to the

instantaneous control behavior or imperfect trajectory tracking performance which

may result in hazards or damage. Aside for safe motion planning, motion constraints
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need to still be enforced for mobile robot control as to prevent endangerment to

human safety as well as to the robots. From [74], people have been shown to also be

sensitive to mobile robot speeds, preferring that a robot moves at speeds slower than

those of a walking human. Studies also have found that having a mobile personal

robot moving at approximately 1 meter per second is too fast for human comfort [75].

There is much research effort in making a robot track a desired trajectory, in-

cluding: 1) kinematic control [77], which relies on the assumption that the desired

velocities can be quickly established and completely ignores the robot dynamics and

the influence of imperfect velocity tracking; 2) a full dynamic model-based control

[78], which relies on the assumption that the robot’s dynamic model is completely

known and ignores the uncertainties in the model; and 3) nonlinear adaptive control

[79, 80], which considers the fact that the robot dynamics are nonlinear and include

system parameters which are usually uncertain or even unknown. Compared to pure

kinematic control and dynamic model-based control and inspired by constrained con-

trol in [81, 82, 79], in this thesis, we develop a combined adaptive kinematic/dyanmic

control which incorporates two types of Barrier Lyapunov Functions (BLFs) to re-

alize trajectory tracking while guaranteeing constraint satisfaction. The proposed

BLFs-based adaptive control renders the constraints satisfied in spite of the pertur-

bation caused during the adaptation process. Radial Basis Function Neural Networks

(RBFNNs) are constructed to deal with unstructured and unmodeled dynamic non-

linearities. By Lyapunov analysis, the boundedness of all closed-loop signals is shown

to be guaranteed while the motion constraints are not violated. Simulations and ex-

periments are conducted respectively to illustrate the efficacy of the proposed method.

Besides, experiments on a real Kobuki robot have been added to further verify the

effectiveness of the proposed method.
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1.6 Contribution and Thesis Organization

To sum up, the work presented in this thesis is dedicated to the fundamental academic

exploration of learning and control design for robots in interaction with environment.

Two kinds of major control tasks for service or social robots are investigated as shown

in Fig. 1.3. The first one is the physical interaction control robotic manipulators for

task execution and safe robot environment interaction. The other one is how to con-

trol mobile base of the robot such that the robot will have the ability to navigate

in human environments. These two key major problems are investigated in parallel

under the same topic “Intelligent Control and Learning of Robots Interacting with

Environments”. Under this reasoning, this thesis is divided into two major parallel

parts, namely (1) Part I: Control and Learning for Robotic Manipulators in Physical

Interaction; and (2) Part II: Control and Learning for Mobile Robots in Human En-

vironments. For each part, two sub problem are investigated respectively, which are

(1) Chapter 2: Impedance Adaptation for Robots in Physical Interactions with Envi-

ronments; (2) Chapter 3: Reference Adaptation for Robots in Physical Interactions

with Environments, which belong to Part I and (3) Chapter 4Social Force Control for

Mobile Robots; (4) Chapter 5: Control of Mobile Robots with Motion Constraints,

which belong to Part II.

Based on the discussion in the above sections, we highlight the main contributions

of this thesis as follows:

(i) Environment dynamics are taken into consideration in the analysis of optimal

robot-environment interaction, and they are described as linear systems with

unknown dynamics. ADP for systems with unknown dynamics is modified such

that trajectory tracking is achievable and the desired impedance model can be
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Intelligent Control and Learning of

Robots Interacting with

Environments

Control and Learning for Robotic

Manipulators in Physical

Interaction (Part I)

Impedance Adaptation for Robots

in Physical Interactions with

Environments (Chapter 2)

Reference Adaptation for Robots in

Physical Interactions with

Environments (Chapter 3)

Control and Learning for Mobile

Robots in Human Environment

(Part II)

Social Force Control for Mobile

Robots (Chapter 4)

Control of Mobile Robots with

Motion Constraints (Chapter 5)

Fig. 1.3: Thesis Organization
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obtained. Impedance parameters of robots are obtained subject to unknown

environments, which guarantee the optimal robot-environment interaction in

the sense of trajectory tracking and force regulation.

(ii) The reference trajectory adaptation problem has been modeled and transformed

to a parameter optimization problem using trajectory parameterizations. The

proposed trajectory adaptation is solved using a gradient-following principle,

combining the minimization of quadratic cost of movement error and interaction

force.

(iii) A framework of motion planning is proposed for mobile robot control in human

environments based on social force model and proxemics theory.

(iv) Two types of BLFs are introduced to address the ellipsoidal position and ve-

locity constraints in the presence of unknown robot dynamics for mobile robot

trajectory tracking.

The rest of this thesis is organized as follows. Control and learning for robots in

physical interaction are investigated in Chapters 2 and 3. In Chapter 2, impedance

adaptation is investigated for robots interacting with unknown environments. Impedance

control is employed for the physical interaction between robots and environments,

subject to unknown and uncertain environments’ dynamics. In Chapter 3, a method

of reference adaptation is proposed for robots in physical interactions with unknown

environments. A cost function is defined to describe the interaction performance,

which combines the trajectory tracking error and the interaction force between the

robot and the environment. It is minimized by the proposed reference adaptation

based on trajectory parametrization and iterative learning. Control and learning of
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mobile robots in human environment are investigated in Chapters 4 and 5. In Chap-

ter 4, a novel control scheme based on the social force model is proposed for robots

navigating in human environments. Social proxemics potential field is constructed

based on the theory of proxemics and used to generate social interaction force for de-

sign of robot motion control. A combined kinematic/dynamic control is proposed to

make the robot follow the target social force model. In Chapter 5, an adaptive control

method is proposed for mobile robot motion planning in human environments subject

to ellipsoidal position and velocity constraints. Neural networks are constructed to

deal with unstructured and unmodeled dynamic nonlinearities and to achieve small

tracking errors and boundedness of all closed-loop signals. This thesis is concluded

in Chapter 6, where the achievements and future work are discussed.
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Chapter 2

Impedance Adaptation for Robots

in Physical Interactions with

Environments

In this chapter, impedance adaptation is investigated for robots interacting with

unknown environments. Impedance control is employed for the physical interaction

between robots and environments, subject to unknown and uncertain environments

dynamics. The unknown environments are described as linear systems with unknown

dynamics, based on which the desired impedance model is obtained. A cost function

that measures the tracking error and interaction force is defined, and the critical

impedance parameters are found to minimize it. Without requiring the information of

the environments dynamics, the proposed impedance adaptation is feasible in a large

number of applications where robots physically interact with unknown environments.

The validity of the proposed method is verified through simulation studies.

The rest of this chapter is organized as follows. In Section 2.1, the dynamics of
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the robot and environment are described, and impedance control and the objective of

this chapter are discussed. In Section 2.2, impedance adaptation is developed for two

general kinds of environments, such that the optimal interaction is achieved subject

to unknown environments. In Section 2.3, the validity of the proposed method is

verified through simulation studies. Section 2.4 concludes this chapter.

2.1 Problem Statement

2.1.1 System Description

The system under study includes a rigid robot arm and an environment, where the

end-effector of the robot arm physically interacts with the environment. There is a

force sensor at the end-effector of the robot arm which measures the interaction force

between the robot arm and the environment, as shown in Fig. 2.1.

Consider the robot kinematics as below

x(t) = φ(q) (2.1)

where x(t) ∈ R
n and q ∈ R

n are positions/orientations in the Cartesian space and

joint coordinates in the joint space, respectively. Differentiating Eq. (2.1) with respect

to time results in

ẋ(t) = J(q)q̇ (2.2)

where J(q) ∈ R
n×n is the Jacobian matrix and assumed to be nonsingular in a finite

workspace.
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Fig. 2.1: System under study: (a) mass-damping-stiffness environment, and (b)
damping-stiffness environment
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The robot dynamics in the joint space are given by

M(q)q̈ + C(q, q̇)q̇ +G(q) = τ + JT (q)f(t) (2.3)

where M(q) ∈ R
n×n is the inertia matrix; C(q, q̇)q̇ ∈ R

n denotes the Coriolis and

Centrifugal force; G(q) ∈ R
n is the gravitational force; τ ∈ R

n is the vector of the

control input; f(t) ∈ R
n denotes the force exerted by the environment, which is 0

when there is no interaction between the robot arm and the environment.

The other part of the system under study is the environment. Without loss of

generality, two kinds of environments are considered in this chapter, of which the

dynamics are respectively described by the following models

ME ẍ+ CEẋ+GEx = −f (2.4)

CEẋ+GEx = −f (2.5)

where ME , CE and GE are unknown mass, damping and stiffness matrices of the

environment models, respectively. Compared to the second model Eq. (2.5), there is

a mass matrix in the first model Eq. (3.6). It will be shown that different impedance

models of the robot arm are required for different environments Eq. (3.6) and Eq.

(2.5) to achieve the optimal interaction.

Remark 1. The above two kinds of environments represent a large range of envi-

ronments. For example, model Eq. (3.6) may describe the dynamics of human limb

in physical human-robot interaction [83], and model Eq. (2.5) may represent the

viscoelastic object in robotic manipulation.

Remark 2. ME, CE and GE are assumed to be unknown constant matrices in this

chapter. While it is valid in many applications, these matrices can be time-varying
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in some other applications. The latter assumption makes the problem studied in this

chapter more complicated. It is out of the scope of this chapter, and will be investigated

in future work.

2.1.2 Impedance Control

As discussed in the Introduction, impedance control is employed for robots interacting

with environments. To implement impedance control, a two-loop control framework

is usually adopted, as shown in Fig. 3.1.

Robot

Arm

+ Position

Control

f

q

Impedance 

Model

qd

-

Inverse 

Kinematics

x0xd

Fig. 2.2: Impedance Control Diagram

In this framework, the outer-loop is dedicated to generate the virtual desired

trajectory in the joint space, i.e., qd. In particular, the desired impedance model in

the Cartesian space is given by

f = Z(xd, x0) (2.6)

where xd is the desired trajectory, x0 is the virtual desired trajectory in the Carte-

sian space, and Z(·) is a target impedance function to be determined. Then, the

virtual desired trajectory in the joint space qd =
∫ t

0
J−1(q(v))ẋ0(v)dv according to

the interaction force f and the impedance model Eq. (2.6).

Remark 3. Model Eq. (2.6) is a general impedance model which defines the impedance
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relationship between interaction force and position. In practical implementations, a

typical impedance model is usually given by Mdẍ0+Cdẋ0+Gd(x0−xd) = −f , where

Md, Cd and Gd are desired inertial, damping and stiffness matrices, respectively. A

more simplified model, e.g., stiffness model Gd(x0 − xd) = −f , may be adopted in a

specific situation.

The inner-loop is to guarantee the trajectory tracking, i.e., limt→∞ q(t) = qd(t).

Trajectory tracking of robot arm has been extensively studied in the literature [84],

and will not be discussed in this chapter. For the simplicity of analysis, it is assumed

that there is an ideal inner-loop position controller such that q(t) = qd(t) and thus

x(t) = x0(t). In this way, the desired impedance model becomes

f = Z(xd, x) (2.7)

In Eq. (2.7), the impedance function Z(·) is determined such that a certain inter-

action requirement is satisfied. This is non-trivial considering that the environment

dynamics Eq. (3.6) and Eq. (2.5) are unknown. As discussed in the Introduction,

iterative learning has been studied to cope with this problem, which however requires

repetitive motions. In this chapter, we aim to achieve the same objective while avoid-

ing the learning process. This is the motivation to develop impedance adaptation in

the rest of this chapter.

2.1.3 Preliminary: Adaptive Optimal Control

The adaptive optimal control proposed in [36] is briefly introduced in this subsection,

of which the results will be used for the development of the impedance adaptation.
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Consider the following linear system

ξ̇ = Aξ +Bu (2.8)

where ξ ∈ R
p is the system state, u ∈ R

q is the system input, and A ∈ R
p×p and

B ∈ R
p×q are unknown constant matrices.

The following system input

u = −Kkξ (2.9)

minimizes a defined cost function

Γ =

∫ ∞

0

[ξTQξ + uTRu]dt (2.10)

where Q ∈ R
p×p and R ∈ R

q×q are the weights of the state and the input which

satisfy Q = QT ≥ 0 and R = RT > 0, and Kk with the iteration number k is a matrix

obtained by following the procedures as below:

• Step 1: Employ u = K0ξ + ν as the input on the time interval [t0, tl], where

K0 stabilizes the system Eq. (2.8) and ν is the exploration noise to satisfy the

persistent excitation (PE) condition. Compute δξ, Iξ and Iu until the following

rank condition is satisfied

rank([Iξ, Iu]) =
p(p+ 1)

2
+ pq (2.11)
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• Step 2: Solve P̂k and Kk+1 according to







P̂k

vec(Kk+1)






= (ΘT

kΘk)
−1ΘT

kΞk (2.12)

• Step 3: Let k + 1 → k and repeat Step 2 until Pk − Pk−1 ≤ ǫ where ǫ > 0 is a

predefined constant. And Kk in Eq. (2.9) is obtained.

In Step 1, the following definitions are needed:

ξ̄ = [ξ21 , ξ1ξ2, . . . , ξ1ξp, ξ
2
2, ξ2ξ3, . . . , ξp−1ξp, ξ

2
p ]
T

δξ = [ξ̄(t1)− ξ̄(t0), ξ̄(t2)− ξ̄(t1), . . . , ξ̄(tl)− ξ̄(tl−1)]
T

Iξ = [

∫ t1

t0

ξ ⊗ ξdt,

∫ t2

t1

ξ ⊗ ξdt, . . . ,

∫ tl

tl−1

ξ ⊗ ξdt]T

Iu = [

∫ t1

t0

ξ ⊗ udt,

∫ t2

t1

ξ ⊗ udt, . . . ,

∫ tl

tl−1

ξ ⊗ udt]T (2.13)

where ξi, i = 1, . . . , p are the elements of ξ, l is a positive integer, and “⊗” is the

Kronecker product.

In Step 2, the following definitions are needed:

P̂k = [P1,1, 2P1,2, . . . , 2P1,p, P2,2, 2P2,3, . . . , 2Pp−1,p, Pp,p]
T

Θk = [δξ,−2Iξ(Ip ⊗K
T
k R)− 2Iu(Ip ⊗ R)]

Ξk = −Iξvec(Qk) (2.14)

where Pi,j, i = 1, . . . , p, j = 1, . . . , p are the elements of Pk, Ip is a p−dimentional

unit matrix, “vec” is the operator that “stretches” a matrix to a vector, and Qk =

Q+KT
k RKk.
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Remark 4. Note that A and B in Eq. (2.8) are not used in the above procedures so the

resulted adaptive optimal control is applicable to the system with unknown dynamics.

This is a favorable property compared to the traditional LQR since in many situations

the system dynamics are difficult to obtain, if not impossible.

Remark 5. K0 should be selected as a stabilizing control gain. The initialization of

control parameter is a challenging problem in any adaptive control. Control perfor-

mance may be diverged or poor at the initial stage with a bad parameter initialization.

In practice, if we have some general prior knowledge of the environment, better ini-

tial control parameters can be selected, which will help in improving the adaptation

performance at the initial stage

2.2 Impedance Adaptation

This section is dedicated to develop impedance adaptation to achieve optimal inter-

action subject to unknown environments. Two kinds of environments described by

Eq. (3.6) and Eq. (2.5) will be considered in two separate subsections, respectively.

2.2.1 Mass-Damping-Stiffness Environment

The mass-damping-stiffness environment described by Eq. (3.6) is considered in this

subsection. By taking the environment dynamics into consideration, we will develop

impedance adaptation such that the following cost function is minimized

Γ =

∫ ∞

0

[ẋTQ1ẋ+ (x− xd)
TQ2(x− xd) + fTRf ]dt (2.15)
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2.2 Impedance Adaptation

where Q1 ∈ R
n×n and Q2 ∈ R

n×n are the weights of the velocity and the trajectory

tracking error, respectively, and R ∈ R
n×n has been defined in Eq. (2.8) and is the

weight of the interaction force. Besides, Q1 = QT
1 ≥ 0 and Q2 = QT

2 ≥ 0.

Remark 6. Cost functions similar to Eq. (2.15) have been discussed in the related

work [26, 27], which represent the compromise/combination of the force regulation

and trajectory tracking and determine the interaction performance. Note that these

cost functions are different from that in the traditional LQR problem, where the cost

function usually includes the control input and trajectory tracking error. In the tradi-

tional LQR problem, the system under study is the robot itself, while the interaction

system under study in this chapter includes both the robot and the environment.

Comparing the cost function for a general linear system Eq. (2.10) and the defined

cost function in this chapter Eq. (2.15), some manipulations are needed to make them

identical. In particular, we consider

ξ = [ẋT , xT , zT ]T (2.16)

where z ∈ R
m is the state of the following system











ż = Uz

xd = V z
(2.17)

where U ∈ R
m×m and V ∈ R

n×m are two known matrices.

Remark 7. The linear system Eq. (2.17) is to determine the desired trajectory xd and

provides the feasibility to employ the optimal control in trajectory tracking problem.

Eq. (2.17) is able to generate a large variety of desired trajectories, e.g., polynomial

functions of time of any order.
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2.2 Impedance Adaptation

Then, according to Eq. (2.15) and Eq. (2.17), we have

Γ =

∫ ∞

0

(ẋTQ1ẋ+ [xT xTd ]







Q2 −Q2

−Q2 Q2













x

xd






+ fTRf)dt

=

∫ ∞

0

(ẋTQ1ẋ+ [xT zT ]







Q2 −Q2V

−V TQ2 V TQ2V













x

z






+ fTRf)dt

=

∫ ∞

0

(ξTQξ + fTRf)dt (2.18)

where Q =







Q1 0

0 Q′
2






with Q′

2 =







Q2 −Q2V

−V TQ2 V TQ2V






.

Considering the defined state Eq. (2.16), we rewrite Eq. (3.6) in the following

state-space form

ξ̇ = Aξ +Bf (2.19)

where A =













−M−1
E CE −M−1

E GE 0

In 0 0

0 0 U













and B =













−M−1
E

0

0













. Note that A and B

include the environment dynamics and they are unknown. This is the main reason

to cause the difficulty of determining the desired impedance function Z(·) in (3.7).

If we take the interaction force f in (2.19) as the “system input” to the environ-

ment dynamics, it can be obtained as follows such that the cost function (2.15) is

minimized

f = −Kkξ (2.20)
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2.2 Impedance Adaptation

where Kk is obtained according to the procedures described in Section 2.1.3.

Remark 8. For the augumented system, both x and ẋ are controllable while the

uncontrollable state v is asymptotically stable, so the system is stabilizable.

To understand (2.20) in the sense of impedance control, we assume that the opti-

mal control has been obtained, which is

f = −Kξ = −R−1BTPξ (2.21)

where K is the optimal feedback gain matrix and P = P T ∈ R
(2n+m)×(2n+m) is the

solution of the following Riccati equation

PA+ ATP − PBR−1BTP +Q = 0 (2.22)

Denote

P =













P1 P2 P3

∗ ∗ ∗

∗ ∗ ∗













(2.23)

where P1 ∈ R
n×n, P2 ∈ R

n×n and P3 ∈ R
n×m. Substituting (2.23) into (2.21) leads

to

f = −R−1P1ẋ−R
−1P2x−R

−1P3z

= −R−1P1ẋ−R
−1P2x−R

−1P4xd (2.24)

where P4 = P3(V
TV )−1V T .

Comparing the above equation with the desired impedance model (2.24), the exact
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2.2 Impedance Adaptation

impedance function which guarantees the optimal interaction is obtained. Recalling

the implementation of impedance control as described in Section 2.1.2, the virtu-

al desired trajectory in the Cartesian space x is obtained according to (2.24) with

measured f and given xd, and the inner-position control loop is to guarantee the tra-

jectory tracking in the joint space. In this way, the optimal interaction is achieved and

(2.24) is the resulted impedance function in the presence of unknown environment

dynamics.

2.2.2 Damping-Stiffness Environment

For the environment without mass, i.e., the damping-stiffness environment described

by (2.5), the impedance adaptation is different and it is discussed in this subsection.

First, we consider to minimize the following cost function

Γ′ =

∫ ∞

0

[(x− xd)
TQ2(x− xd) + fTRf ]dt (2.25)

Remark 9. Note that the component to penalize the velocity in (2.15) has disappeared

in (2.25). The reason is that the velocity is not the state of the environment (2.5),

which will be further explained in the following.

Correspondingly, we consider the state ξ′ = [xT , zT ]T , where z ∈ R
m has the same

meaning as defined in (2.17). Based on the similar manipulation as in the previous

section, (2.25) can be rewritten as

Γ′ =

∫ ∞

0

(ξ
′TQξ′ + fTRf)dt (2.26)
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2.2 Impedance Adaptation

where Q′ =







Q2 −Q2V

−V TQ2 V TQ2V






.

Similarly, (2.5) can be rewritten in the following state-space form

ξ̇′ = A′ξ′ +B′f (2.27)

where A′ =







−C−1
E GE 0

0 U






and B′ =







−C−1
E

0






.

If we take the interaction force f in (2.27) as the “system input” to the environ-

ment dynamics (2.5), it can be obtained as follows such that the cost function (2.25)

is minimized

f = −K ′
kξ

′ (2.28)

where K ′
k is obtained according to the procedures described in Section 2.1.3.

To understand (2.28) in the sense of impedance control, we assume that the opti-

mal control has been obtained, which is

f = −K ′ξ′ = −R−1B
′TP ′ξ′ (2.29)

where K ′ is the optimal feedback gain matrix and P ′ = P
′T ∈ R

(n+m)×(n+m) is the

solution of the following Riccati equation

P ′A′ + A
′TP ′ − P ′B′R−1B

′TP ′ +Q′ = 0 (2.30)
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Denote

P ′ =







P ′
1 P ′

2

∗ ∗






(2.31)

where P ′
1 ∈ R

n×n and P ′
2 ∈ R

n×m. Substituting (2.31) into (2.29) leads to

f = −R−1P ′
1x− R

−1P ′
2z

= −R−1P ′
1x− R

−1P ′
3xd (2.32)

where P ′
3 = P ′

2(V
TV )−1V T .

It is found that the resulted control is variable stiffness control, i.e., there is no

damping component as in (2.24). In this sense, we conclude that both the damp-

ing and stiffness components are needed in the impedance adaptation for the optimal

interaction with the mass-damping-stiffness environments, and only the stiffness com-

ponent is needed for the optimal interaction with the damping-stiffness environments.

Similarly as in Section 2.2.1, the desired impedance function Z(·) in (3.7) is obtained

as (2.32), which guarantees the optimal interaction subject to unknown environment

dynamics (2.5).

2.3 Simulation Study

2.3.1 Simulation Conditions

In this section, we consider a robot arm with two revolute joints physically interacting

with two environments, as discussed through this chapter and shown in Figs. 2.1(a)
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2.3 Simulation Study

and 2.1(b). The simulation is conducted with the Robotics Toolbox [85].

The parameters of the robot arm are: m1 = m2 = 2.0kg, l1 = l2 = 0.2m, i1 =

i2 = 0.027kgm2, lc1 = lc2 = 0.1m, where mj , lj , ij, lcj, j = 1, 2, represent the mass, the

length, the inertia about the z-axis that comes out of the page passing through the

center of mass, and the distance from the previous joint to the center of mass of link

i, respectively.

The initial joint coordinates of the robot arm are q1 = −
π
3
and q2 =

2π
3
, and thus

the initial position in the Cartesian space is xd = [0.2 0]T . It is assumed that the

force exerted by the environment is only in X direction and thus the robot arm in Y

direction is interaction-free. Nevertheless, the inner-loop position control is designed

for both joints. In particular, adaptive control in [86] is adopted for the inner-loop

position control.

According to the adaptation procedure in Section 2.2, three steps are included

in a single simulation. The period for the first step is 2s, and the exploration noise

ν =
∑10

1
0.4
w
sin(wt) is added in this step. The impedance model for this step is

f = f0 + ν, where f0 = −ẋ − x + xd in Section 2.3.2 and f0 = −x + xd in Section

2.3.3. Impedance adaptation is conducted in the second step, and it stops when

the condition ‖Pk − Pk−1‖ < 10−10 satisfies. The initial Pk is P0 = 10Ip, where Ip

represents the p dimensional unit matrix. The impedance function for this step is f0.

The desired impedance model based on the proposed method is obtained at the end

of the second step, and it is used in the third step.

Corresponding to Sections 2.2.1 and 2.2.2, two environments are considered in two

subsections. Note that 0.2 is the initial position of the robot arm. According to (2.22)

and (2.30), if A and B are known, the optimal solutions of the Riccati equations can
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2.3 Simulation Study

be obtained and thus the desired impedance model (2.24) and (2.32) can be obtained.

It is referred as “LQR”, and compared with the the proposed method in this chapter.

It is necessary to emphasize that A, B and thus the desired impedance model are only

available in the simulation studies for the comparison purpose, and they are usually

unknown or need to be estimated in a typical application. This is the motivation of

this chapter, as already discussed in the Introduction.

2.3.2 Mass-Damping-Stiffness Environment

In this subsection, the mass-damping-stiffness environment is considered. In the first

case, the weights in (2.15) are given by Q1 = 1, Q2 = 1 and R = 1. The desired

impedance model (2.24) is f = −0.99ẋ−0.41x+0.04xd based on known A and B. The

simulation results are shown in Figs. 2.3, 2.4, 2.5 and 2.6. In Fig. 2.3, the position

of the robot arm in the Cartesian space is shown. In the first two seconds, there is

a large position error between LQR and the proposed method. This is because there

is exploration noise and the initial impedance model f = −ẋ − x+ xd + ν is not the

desired model. The second step takes a very short time and the desired impedance

function converges very quickly. More details about the convergence performance

can be found in Fig. 2.5, where the error of impedance parameters with respect

to iteration number is shown. This error is defined as ‖Kk − K‖, and it decreases

to around 0.05 when the adaptation stops at the 5th iteration (each iteration takes

0.1s). The desired impedance model is obtained as f = −0.98ẋ − 0.38x + 0.06xd

with the proposed method, and it is used until the end of the simulation. It is found

that the obtained impedance model is very near to but not exactly the same as the

desired one under LQR, i.e., f = −0.99ẋ − 0.41x+ 0.04xd. As a result, the position

in Fig. 2.3 is near to the position under LQR but there is still a small error. This
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2.3 Simulation Study

is caused by the adaptation process in the inner-loop, and it is illustrated by Fig.

2.6 where the control performance of the inner-loop is shown. Particularly, although

zero tracking error in the inner-loop is achieved after about 2s, the tracking error

exists at the beginning of the simulation. Therefore, the dynamics of the robot arm

are actually not exactly governed by the given impedance model. As a result, the

proposed method only realizes “almost-optimal” impedance control if the “perfect”

tracking in the inner-loop cannot be guaranteed. The interaction force is shown in

Fig. 2.4 to further illustrate the validity of the proposed method.
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Fig. 2.3: Desired trajectory and actual trajectory, Q1 = 1, Q2 = 1 and R = 1

To further verify the effectiveness of the proposed impedance adaptation, another

cost function is chosen in the second case. Particularly, the weights in (2.15) are given

by Q1 = 10, Q2 = 1 and R = 1. Compared to that in the first case, the weight of

the velocity is larger so it is expected that the system response is slower. Similarly,

the desired impedance model (2.24) is obtained as f = −3.15ẋ − 0.41x + 0.02xd
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Fig. 2.6: Inner-loop control performance

based on known A and B. The simulation results in this case are given in Figs.

2.7, 2.8 and 2.9, and the impedance model obtained with the proposed method is

f = −3.14ẋ − 0.42x + 0.04xd. Fig. 2.9 indicates that “almost-optimal” interaction

is achieved while the iteration stops at the 5th iteration and the defined error of

impedance parameters ‖Kk−K‖ goes to 0.02. While the position in Fig. 2.3 converges

to around 0.25m in 6s, the position in Fig. 2.7 converges to around 0.23m in 10s.

Similarly, the interaction force in Fig. 2.4 converges to around 0.05N in 8s, and in

Fig. 2.7 it converges to around 0.03N in 14s. The above results are coherent with

the expectation and verify the validity of the propose method. Similarly as in LQR,

different Q1, Q2 and R can be chosen to realize different interaction performances,

e.g., either “softer” interaction or more accurate trajectory tracking.
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Fig. 2.9: Error of impedance parameters, Q1 = 1, Q2 = 10 and R = 1

2.3.3 Damping-Stiffness Environment

The damping-stiffness environment is considered in this subsection. The simulation

conditions are the same as in the previous subsection, which are described in Section

2.3.1. The weights in (2.25) are given by Q2 = 1 and R = 1 and the desired impedance

model (2.32) is obtained as f = −0.41x+ 0.70xd based on known A′ and B′. Similar

results as in the previous subsection are obtained and they are shown in Figs. 2.10,

2.11 and 2.12. The impedance model obtained with the proposed method is f =

−0.40x + 0.92xd, which is near to the desired model f = −0.41x + 0.70xd but not

exactly the same. Fig. 2.12 shows that the defined error of impedance parameters

converges to 0.03 at the 4th iteration. As a result, “almost-optimal” interaction

performance is obtained and shown in Figs. 2.10 and 2.11.
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Fig. 2.12: Error of impedance parameters, Q2 = 1 and R = 1

2.3.4 Discussion

In summary, it has been shown that the proposed method can be adopted to obtain a

desired impedance model based on a given cost function which determines an optimal

interaction performance. Compared to impedance learning developed in the literature

such as [34, 35], the proposed method does not require the repetitive learning process

and thus provides certain convenience. The optimal impedance adaptation can be

achieved if the “perfect” tracking can be guaranteed in the inner-loop. As discussed

in Remark 9, the proposed method in [36] may not be applicable to the scenario

where the environment is changing rapidly. In the future work, we will investigate

how to derive an impedance adaptation in face of dynamically changing environments.

Besides, some issues in real-world implementations might not be well described in the

simulation studies, so future work will also be dedicated to incorporate the proposed
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impedance adaptation with a real robot arm and further investigate the issues in

real-world implementations (e.g., the effect of exploration noise, environment model

uncertainties and time delay) of the proposed impedance adaptation. Furthermore,

it is nontrivial to find a proper cost function in many situations, which will be also

one of the future works that we will focus on.

2.4 Conclusion

In this chapter, impedance adaptation has been developed to obtain the desired

impedance parameters such that the optimal interaction is realized subject to un-

known environments. The dynamics of the unknown environments have been inves-

tigated and the interaction requirement has been described by minimizing a certain

cost function which includes the trajectory tracking and interaction force. Adaptive

optimal control for unknown linear system has been employed as the fundamental of

the proposed method. The validity of the proposed method has been verified through

simulation studies.
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Chapter 3

Reference Adaptation for Robots

in Physical Interactions with

Environments

In this chapter, we propose a method of reference adaptation for robots in physi-

cal interactions with unknown environments. A cost function is defined to describe

the interaction performance, which combines the trajectory tracking error and the

interaction force between the robot and the environment. It is minimized by the pro-

posed reference adaptation based on trajectory parametrization and iterative learn-

ing. An adaptive impedance control is developed to make the robot follow the target

impedance model. Simulation and experiment studies are conducted to verify the

effectiveness of the proposed method.

The rest of the chapter is organized as follows. Section 4.1 describes the system

to be studied in this work. In Section 3.2, the control objective is discussed and

the reference adaptation is developed. In Section 3.3, an adaptive impedance control
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is developed. In Sections 3.4 and 3.5, simulation and experimental results of the

proposed method are presented and discussed. Section 3.6 concludes this chapter.

3.1 Preliminaries

3.1.1 System Description

In this chapter, we consider a general scenario where a rigid robot arm is in physical

interaction with an environment. A force sensor is mounted at the end-effector of the

robot arm, which is used to measure the interaction force between the robot arm and

the environment as shown in Fig. 2.1. By differentiating Eq. (2.2) results in

ẍ(t) = J̇(q(t))q̇(t) + J(q(t))q̈(t) (3.1)

The dynamics of the robot arm in the joint space are given by

M(q(t))q̈(t) + C(q(t), q̇(t))q̇(t) +G(q(t))

= τ(t) + JT (q(t))f(t) (3.2)

where M(q(t)) ∈ R
n×n is the inertia matrix; C(q(t), q̇(t))q̇(t) ∈ R

n denotes the Cori-

olis and centrifugal forces; G(q(t)) ∈ R
n is the gravitational force; τ(t) ∈ R

n is the

control input; and f(t) ∈ R
nC denotes the interaction force exerted by the environ-

ment. By substituting the kinematics Eq. (2.1), Eqs. (2.2) and (3.1) into Eq. (3.2),
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3.1 Preliminaries

we have the dynamics of the robot arm in the Cartesian space, as follows

MR(q(t))ẍ(t) + CR(q(t), q̇(t))ẋ(t) +GR(q(t))

= u(t) + f(t) (3.3)

where

MR(q(t)) = J−T (q(t))M(q(t))J−1(q(t))

CR(q(t), q̇(t)) = J−T (q(t))(C(q(t), q̇(t))

−M(q(t))J−1(q(t))J̇(q(t)))J−1(q(t))

GR(q(t)) = J−T (q(t))G(q(t))

u(t) = J−T (q(t))τ(t) (3.4)

Property 1. [84] Matrix MR(q(t)) is symmetric and positive definite.

Property 2. [84, 87, 88, 89] Matrix 2CR(q(t), q̇(t))− ṀR(q(t)) is a skew-symmetric

matrix if C(q(t), q̇(t)) is in the Christoffel form, i.e., ρT (2CR(q(t), q̇(t))−ṀR(q(t)))ρ =

0, ∀ρ ∈ R
nC .

Property 3. [84, 79] The dynamics are linear in terms of a suitably selected set of

the physical parameters of the robot arm, i.e.,

MR(q(t))a+ CR(q(t), q̇(t))b+GR(q(t))

= Y (a, b, q̇(t), q(t))Ψ (3.5)

for any a, b ∈ R
nC , where Ψ ∈ R

nΨ is a vector of the physical parameters of the

robot arm; nΨ is a positive integer denoting the number of these parameters; and
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Y (a, b, q̇(t), q(t)) ∈ R
nC×nΨ is the regression matrix, which is independent of the phys-

ical parameters.

The other part of the system is the environment that the robot is supposed to

physically interact with. Without loss of generality, the following environment model

is considered [44]:

ME ẍ(t) + CE ẋ(t) +GEx(t) = −f(t) (3.6)

whereME , CE and GE are inertia, damping and stiffness matrices of the environment

which are supposed to be unknown in this chapter.

3.1.2 Impedance Control

Impedance control is usually implemented in the control of robots in physical inter-

actions with the environment. In particular, the dynamics of the robot arm Eq. (3.3)

follow a target impedance model, as follows

MDẍ(t) + CDẋ(t) +GD(x(t)− xr(t)) = f(t) (3.7)

where MD, CD and GD are desired inertia, damping and stiffness matrices, respec-

tively, and xr(t) is the reference trajectory.

Remark 10. Besides Eq. (3.7), impedance models in other forms are also studied

in the literature [7, 8, 25]. For example, the following are two simplified impedances
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models:

CDẋ(t) +GD(x(t)− xr(t)) = f(t)

GD(x(t)− xr(t)) = f(t) (3.8)

From the given impedance model Eq. (3.7), it can be easily derived that the actual

position of the robot arm x(t) will be refined according to the interaction force f(t)

and the reference trajectory xr(t). To modulate the response of the robot’s motion

(x(t), ẋ(t) and ẍ(t)) to the interaction force f(t), i.e., the interaction performance,

we may design impedance parameters MD, CD and GD, as well as the reference

trajectory xr(t). As discussed in the Introduction, we focus on the design of the

reference trajectory xr(t) in this work to achieve the desired interaction performance.

Remark 11. In impedance control, a fixed impedance model (MD, CD and GD) and

a fixed reference trajectory xr(t) to the robot are too conservative, and the environ-

ment dynamics have to be considered for desired interaction performance. To address

this issue, both impedance adaptation/learning and reference adaptation/learning are

required. In previous works [34, 35, 42, 43, 44], impedance adaptation/learning (to

optimize the impedance parameters MD, CD and GD) is investigated, and in this

chapter, reference adaptation (to optimize the reference trajectory xr(t)) is studied.

3.1.3 Control Objective

The following cost function is defined to quantify the interaction performance:

V =

∫ tf

t0

(

(x(t)− xt(t))
TQ(x(t)− xt(t))

+fT (t)Rf(t)
)

dt (3.9)
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where t0 and tf are the starting and ending times of each iteration, respectively, xt(t) is

a given task trajectory, Q is a positive semi-definite matrix, and R is a positive definite

matrix. By minimizing V , a trade-off between trajectory tracking and minimization

of the interaction force can be achieved, and thus the desired interaction performance

achieved.

Remark 12. The rational behind introducing a cost function in interaction control is

similar to that in the linear-quadratic regulator (LQR) problem where a cost function

is often defined to quantify the control performance. For a feedback controller, we can

specify the feedback gains which will have a similar impact on the control performance,

however, the LQR provides a systematic way to find the feedback gains that guarantee

the optimal control performance. Similarly, a cost function is defined in interaction

control to quantify the interaction performance and by minimizing it the proposed

reference adaptation guarantees the desired interaction performance. It is possible to

achieve the same interaction performance by tuning feedback gains but it must rely on

trials and errors. The advantage of the cost-function-based method is especially obvi-

ous when the environments are changing, since the desired interaction performance is

guaranteed with the defined cost function while it is not with the predefined feedback

gains.

Remark 13. The experiments in [39] have demonstrated that humans tend to com-

pensate for the original task trajectory when the environment is compliant. On the

contrary, when the environment is stiff, humans will adjust the trajectory in an effort

to decrease the interaction force and the reference trajectory will gradually deform to

the environment surface. The observed phenomenon can be modeled by a maintained

balance between the trajectory tracking error and the interaction force, as in Eq. (3.9).

The control objective is described by the cost function with different combinations
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of Q and R. Based on this cost function, a target impedance model can be obtained

through reference adaptation without the knowledge of the environment, which will

be detailed in the following section.

3.2 Reference Adaptation

The aim of reference adaptation is to update the reference trajectory according to

the dynamics of the environment, such that the desired interaction performance can

be achieved. In the following, the reference trajectory and thus the defined cost

function in Section 3.1.3 is parameterized and then the parameterized cost function is

minimized by developing an adaptation method. These two steps will be introduced

in the following two subsections, respectively.

3.2.1 Parametrization of Cost Function

By considering Eq. (3.6) and Eq. (3.7), we obtain

(ME +MD)ẍ(t) + (CD + CE)ẋ(t)

+(GD +GE)x(t) = −GDxr(t) (3.10)

from which we see that the actual trajectory of the robot arm x(t) can be obtained

based on xr(t), and thus can be represented as x(θ) where θ is the trajectory param-

eter. From the environment model Eq. (3.6), we see that the interaction force f(t)

can be also obtained based on x(θ), and thus can be represented as F (θ). Then, it

is obvious that the cost function V (t) given in Eq. (3.9) can be determined by the

trajectory parameters θ. Therefore, the objective becomes looking for an optimal set
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of θ such that the corresponding cost function V (θ) can be minimized, i.e.,

θ∗ = argmin
θ
V (θ) (3.11)

The key idea of this chapter is to firstly parameterize the reference trajectory

xr using xr(θ) and then optimize the parameter θ as to improve the interaction

performance which is represented using V (θ). In this regard, as long as the trajectory

can be parameterized as xr(θ), the proposed method could be applied for reference

adaptation.

Remark 14. In motion and path planning of autonomous robots, Bezier curves have

been widely used in order to interpolate and to parameterize the trajectory [90, 91,

92]. By using a Bezier curve, the simplest method to approximate a trajectory is to

evaluate it at several control points and form an approximated trajectory by connecting

a sequence of line segments. Based on the above idea, we approximate the reference

trajectory xr as follows

xr(θ) =
N
∑

i=0

Oi

N !

i!(N − i)
ρi(1− ρ)N−i

=

N
∑

i=0













θni

...

θni+n−1













N !

i!(N − i)
ρi

×(1 − ρ)N−i (3.12)

where N is the number of control points connected by a sequence of line segments to

form the trajectory, Oi = [θni, . . . , θni+n−1]
T is the i-th control point, θ = [θ0, . . . , θm−1]

T

is the trajectory parameter where m = (N + 1)n is the dimension of θ and ρ ∈ [0, 1].
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For example, we can define ρ = t−t0
tf−t0

. Then, the reference trajectory xr in the time

sequence becomes

xr(θ) =
N
∑

i=0













θni

...

θni+n−1













N !

i!(N − i)
(
t− t0
tf − t0

)i

×(1−
t− t0
tf − t0

)N−i (3.13)

When the reference trajectory is parameterized using Bezier curves, it will suffer from

the computation cost due to the combinatorial explosion. In practice, a trade-off

between the computation cost and the inclusion of various types of reference trajectory

should be maintained. If the goal is to have more accurate reference shapes, more

control points should be chosen. However, if the goal is to reduce the computation

cost, the number of control point should be reduced. Besides Bezier curves, there

are other methods for trajectory parametrization, e.g., polynomial parametrization,

Fourier approximation, Quintic Bezier splines and dynamic representations such as

dynamical movement primitives (DMPs). In different applications, we can select

appropriate parametrization methods based on specific task requirements.

3.2.2 Adaptation Law

This subsection is dedicated to develop an adaptation law to obtain θ∗. The basic

idea is to construct a mapping

V ∗ − V (θj+1) = λ(V ∗ − V (θj)) (3.14)
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where V ∗ = V (θ∗) denotes the minimum of V (θ), j is the iteration index, and λ is

the convergence rate. The convergence of the mapping is discussed in the following

lemma:

Lemma 1. If |λ| < 1, V → V ∗ as j →∞.

To achieve the above mapping, a simple adaptation law can be designed as

θj+1 = θj + γj(V ∗ − V (θj)) (3.15)

where θj = [θj0, . . . , θ
j
m−1]

T and γj = [γj0, . . . , γ
j
m−1]

T is the adaptation rate at the j-th

iteration. By defining the gradient

g(θj) = (
∂V (θj)

∂θj
)T (3.16)

we have

V ∗ − V (θj+1) = V ∗ − V (θj)− (V (θj+1)− V (θj))

= V ∗ − V (θj)− (
∂V (θj)

∂θj
)T |θj=θia

×(θj+1 − θj)

=
(

1− g(θja)γ
j
)

(V ∗ − V (θj)) (3.17)

where θja ∈ [min{θj , θj+1},max{θj , θj+1}]. According to Lemma 1, as long as |λ| =

|1− g(θja)γ
j| < 1, the convergence to the minimized cost function is achieved.

However, V ∗ is used in the adaptation law, which is unknown. To avoid this

limitation, we revise the adaptation law as follows

θj+1 = θj − σjV (θj) (3.18)
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where σj = [σj0, . . . , σ
j
m−1]

T is the new adaptation rate. Then, the constructed map-

ping becomes

V (θj+1) = V (θj) +
(

V (θj+1)− V (θj)
)

= V (θj) + g(θja)(θ
j+1 − θj) (3.19)

By substituting Eq. (3.18) into Eq. (3.19), we have

V (θj+1) =
(

1− g(θja)σ
j
)

V (θj) (3.20)

Similarly as in Lemma 1, the new iteration rate σj must also satisfy the relationship

|1 − g(θja)σ
j| < 1. In the following section, we discuss the selection of σj based on

[93].

3.2.3 Selection of Adaptation Rate

The selection of σj depends on the knowledge of g(θja). When g(θja) is completely

known, σj can be selected such that

|1− g(θja)σ
j | = 0 (3.21)

which will lead to the fastest convergence.

When the sign and bounds of g(θja) are known, the convergence of the trajectory

adaptation can also be assured. For example, if

0 < αk ≤ gk(θ
j
a) ≤ βk <∞ (3.22)
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where αk and βk are the lower and upper bounds of the k-th gradient component

gk(θ
j
a), respectively, then we can select σjk =

1
mβk

.

When neither the bounds nor the sign of g(θja) is known, special treatment for the

adaptation rate σj is needed. A solution to this problem is to perform extra learning

to determine the correct gradient sign. From Eq. (3.19), we know that when the

sign of σj is selected wrongly, the cost function will increase. Therefore, certain extra

learning trials are sufficient to determine the correct sign of σj. In general, if g(θka) is

m-dimensional, there will be 2m sets of trials that are needed to determine the correct

sign of σj .

To speed up the adaptation process, the gradient component gk(θ
j
a) can be also

numerically estimated using the previous cost function and previous parameters, as

follows

gk(θ
j
a) =

V (θj−1)− V (θj−2)

θ
j−1
k − θj−2

k

(3.23)

Then, the adaptation rate σj can be adjusted accordingly. The sign of the gradient is

critically important in obtaining the desired trajectory parameters, but the estimation

of the gradient may not always result in a correct sign. Therefore, the aforementioned

extra learning can be combined with estimation. In particular, learning is used to

determine the sign of the gradient, while (3.23) is used to obtain the magnitude, i.e.,

|gk(θ
j
a)| = |

V (θj−1)− V (θj−2)

θ
j−1
k − θj−2

k

| (3.24)

We summarize the above procedures to learn the gradient g(θ) for the reference tra-

jectory adaptation, such that the desired interaction performance is achieved subject

to unknown environments.
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Algorithm 1 Learning of Gradient g(θ)

1: Choose two initial trajectory parameters θ0 and θ1 and perform the robot motion.
Compute V (θ0) and V (θ1) and Let j = 2.

2: Estimate the amplitude of each component of the gradient amplitude using

|gk(θ
j
a)| = |

V (θj−1)− V (θj−2)

θ
j−1
k − θj−2

k

|

3: Choose different sign combinations of the gradient g(θja) and determine the adap-
tation rate σj by making

|1− g(θja)σ
j | < 1

4: Update the trajectory parameter θj+1 with

θj+1 = θj − σjV (θj)

and generate new trajectory xj+1
r (t).

5: Perform the robot motion and select the sign of g(θja) and θ
j+1 corresponding to

the minimum V (θj).
6: Let j ← j + 1 and go to Step 2.

3.3 Adaptive Impedance Control in Cartesian S-

pace

As the reference trajectory xr(t) is obtained according to (3.12) with the adaptation

law (3.18) in the previous section, the effort will then focus on designing adaptive

impedance control to make the robot dynamics (3.3) track the given impedance model

(3.7). The following design is an adaptive counterpart of the learning version in our

previous work [13].

Define the impedance error using (3.7)

ε(t) = ẍ(t) +KC ẋ(t) +KG(x(t)− xr(t))

−KFf(t) (3.25)
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Fig. 3.1: Control Diagram

where KC = M−1
D CD, KG = M−1

D GD and KF = M−1
D . Choose two positive definite

matrices which satisfy Λ + Γ = KC and ΛΓ = KG, and define the filtered auxiliary

variable xl(t) as

KGXr(t) +KFf(t) = ẋl(t) + Λxl(t) (3.26)

Then, (3.25) can be rewritten as

ε(t) = ẍ(t) + Γẋ(t)− ẋl(t) + Λ(ẋ(t) + Γx(t)

−xl(t)) (3.27)

By defining another impedance error

z(t) = ẋ(t) + Γx(t)− xl(t) (3.28)

the following equation can be obtained:

ε(t) = ż(t) + Λz(t) (3.29)
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According to (3.29), if limt→∞ z(t) = 0 and limt→∞ ż(t) exists, then limt→∞ ε(t) = 0,

since Λ is positive definite. Therefore, the control objective of the adaptive impedance

control is to make

lim
t→∞

z(t) = 0 (3.30)

By considering (3.28), we can rewrite (3.3) as

MR(q(t))ż(t) + CR(q(t), q̇(t))z(t) = u(t) + f(t)

−MR(q(t))ẋv(t)− CR(q(t), q̇(t))xv(t)−GR(q(t)) (3.31)

where

xv(t) = −Γx(t) + xl(t) (3.32)

In addition, we have

z(t) = ẋ(t)− xv(t) (3.33)

We propose an adaptive impedance control in the Cartesian space as follows

u(t) = −f(t)−Kz(t)

+Y (q(t), q̇(t), ẋv(t), xv(t))Ψ̂ (3.34)

where Ψ̂ is updated as follows

˙̂
Ψ = −Γ−1Y T (q(t), q̇(t), ẋv(t), xv(t))z(t) (3.35)
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and K is a positive definite matrix. In the update law (3.35), Ψ̂ is the estimate of Ψ

in (3.5).

Theorem 1. Considering the robot dynamics (3.3), the control input (3.34) with the

parameter updating law (3.35), the following results are guaranteed: a) z(t) asymp-

totically converges to 0 as t→∞; and b) all the closed-loop signals are bounded.

Proof. We consider the following Lyapunov function candidate

W (t) =
1

2
zT (t)MR(q(t))z(t) +

1

2
Ψ̃TΓΨ̃ (3.36)

where Ψ̃ = Ψ̂−Ψ. The derivative of W (t) with respect to time is

Ẇ (t) = Ψ̃TΓ ˙̃Ψ + zT (t)MR(q(t))ż(t)

+
1

2
zT (t)ṀR(q(t))z(t) (3.37)

According to (3.31), we obtain

Ẇ (t) = Ψ̃TΓ ˙̃Ψ + zT (t)[u+ f(t)−MR(q)ẋv(t)

−CR(q(t), q̇(t))xv(t)−GR(q(t))]

+zT (t)[−CR(q(t), q̇(t)) +
1

2
ṀR(q(t))]z(t) (3.38)

Considering Property 2, we have

Ẇ (t) = zT (t)[u+ f(t)−MR(q)ẋv(t)

−CR(q(t), q̇(t))xv(t)−GR(q(t))]

+Ψ̃TΓ ˙̃Ψ (3.39)
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According to Property 3, we have

MR(q(t))ẋv(t) + CR(q(t), q̇(t))xv(t) +GR(q(t))

= Y (q(t), q̇(t), ẋv(t), xv(t))Ψ (3.40)

Thus, we obtain

Ẇ (t) = zT (t)[u+ f(t)− Y (q(t), q̇(t), ẋv(t), xv(t))Ψ]

+Ψ̃TΓ ˙̃Ψ (3.41)

By substituting the control input (3.34) and the update law (3.35), we obtain

Ẇ (t) = zT (t)[Y (q(t), q̇(t), ẋv(t), xv(t))Ψ̃−Kz(t)]

−Ψ̃TY T (q(t), q̇(t), ẋv(t), xv(t))z(t)

= −zT (t)Kz(t) ≤ 0 (3.42)

By integrating Ẇ (t), we have

−

∫ T

0

zT (t)Kz(t)dt =W (t)−W (0) (3.43)

Since K is positive definite, we have

λmin(K)

∫ T

0

zT (t)z(t)dt ≤W (0) (3.44)

Then, we can obtain z(t) ∈ Ln2 . Since Ẇ (t) ≤ 0, we have 0 ≤ W (t) ≤ W (0), for

∀t ≥ 0, leading to W (t) ∈ Ln∞. Suppose that z(t) is uniformly continuous. Then, we

can conclude that z(t)→ 0 as t→∞, which completes the proof.
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The proposed control framework is summarized in Fig. 3.1. In this framework,

the first step is to generate the reference trajectory xr(t) in the Cartesian space based

on the evaluation of the interaction performance V (θ). After that, the developed

adaptive impedance control is implemented to make the robot dynamics follow the

target impedance model.

3.4 Simulation

To verify the proposed method, we consider a robot arm with two revolute joints

in physical interaction with an unknown environment. The simulation scenario is

inspired by the tasks in which a predefined trajectory is expected to be tracked and

at the same time a contact force needs to be maintained between the robot and the

environment. As discussed in the Introduction, these tasks can be found in applica-

tions such as table cleaning, surface exploration and environment identification. The

simulation is conducted with the Robotics Toolbox [85].

3.4.1 Settings

The parameters of the robot arm are given in Table I, where mj , lj and Ij , j = 1, 2,

represent the mass, the length and the inertia moment passing through the center of

mass, respectively. The initial position of the robot arm in the joint space are given

as q1(0) =
π
3
and q2(0) = −

2π
3
. The initial position in the Cartesian space is x(t0) =

[0 0]Tm. The task trajectory is a point to point movement from xt(t0) = [0 0]Tm

to xt(tf) = [0 0.5]Tm. The movement duration is 4s. The reference trajectory is

parameterized using a second-order Bezier curve as discussed in Section 3.2.1. To
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Tab. 3.1: Parameters of the robot arm in simulation
Parameter Description Value

m1 Mass of link 1 2.00kg
m2 Mass of link 2 0.85kg
l1 Length of link 1 0.40m
l2 Length of link 2 0.40m
I1 Inertia moment of link 1 0.02kgm2

I2 Inertia moment of link 2 0.02kgm2

make the reference trajectory coincide with the task trajectory at the beginning and

end points with xr(t0) = xt(t0) and xr(tf ) = xt(tf ), we have the reference trajectory

represented as

xr(t) = (1−
t− t0
tf − t0

)2xt(t0) + 2(1−
t− t0
tf − t0

)
t− t0
tf − t0

θ

+(
t− t0
tf − t0

)2xt(tf ) (3.45)

where θ is the trajectory parameter to be optimized which is initially set as θ = [2 3]T .

The predefined task trajectory is given by setting θ = [0 0]T , as follows

xt(t) = (1−
t− t0
tf − t0

)2xt(t0) + (
t− t0
tf − t0

)2xt(tf ) (3.46)

In the impedance model (3.7), we set

MD =







0.1 0

0 0.1






, CD =







0.7 0

0 0.7






,

GD =







1 0

0 1






(3.47)
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The parameters Γ, Λ and K are chosen as

Γ =







5 0

0 5






, Λ =







2 0

0 2






, K =







5 0

0 5






(3.48)

The adaptive impedance control discussed in Section 3.3 is applied to make the dy-

namics of the robot arm be governed by the target impedance model. Similarly to

the experiment in [39], we consider the environment as a radial force field centered

at xc = [−0.1 0.25]Tm and with a radius of r0 = 0.27m, i.e.,

F =











KE(r0 − r)~n, r ≤ r0

0, r > r0

(3.49)

where ~n is the unit vector pointing from the force field center to the interaction point,

KE is the stiffness constant and r is the distance between a point and the force field

center.

3.4.2 Different Environments

In the first case, the environment stiffness is chosen as KE = 110N/m. The perfor-

mance parameters in (3.9) are selected as Q = 1 and R = 1. The simulation results

are shown in Figs. 3.2, 3.3 and 3.4. From Fig. 3.2, we can see that trajectories

converge iteratively under the proposed reference adaptation. As the initial actual

trajectory is far away from the force field, it gradually deforms to the task trajectory

in order to reduce the tracking error. This leads to increase of the interaction force

as shown in Fig. 3.3. The equilibrium reference trajectory and equilibrium actual

trajectory are obtained after 10 iterations where a trade-off between the interaction
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force and the tracking error is achieved. By comparing the equilibrium reference tra-

jectory in Fig. 3.2(b), we also notice that the equilibrium actual trajectory in Fig.

3.2(a) deviates to the direction in which the interaction force decreases. This can

be explained by studying the impedance model in (3.7) which defines a compliant

behavior of the robot arm. From Fig. 3.4, it is found that the cost function be-

comes smaller with respect to iterations, which is followed by the convergence of the

trajectory parameters.

Simulation studies are conducted with another two environment stiffness KE :

300N/m and 10N/m, and the results are shown in Figs. 3.5 and 3.6, respectively. In

the circumstance of a strong force field (Fig. 3.5), the reference trajectory and the

actual trajectory deviate more in the direction in which the interaction force decreases

(compared to Fig. 3.2). When the force field is weak (Fig. 3.6), the reference

trajectory and the actual trajectory are closer to the predefined task trajectory and

the equilibrium reference trajectory almost coincides with the task trajectory. These

results are in line with the performance requirement described by (3.9). When the

force field is strong, the interaction force plays a major role in (3.9), so the equilibrium

reference trajectory will be closer to the force field boundary where the interaction

force is minimized; conversely, when the force field is weak, the tracking error plays a

major role so the equilibrium reference trajectory will be closer to the task trajectory

as to minimize the tracking error. With more simulation studies, it can be further

shown that when there is no interaction force, the equilibrium reference trajectory

and the equilibrium actual trajectory will be identical to the task trajectory. This

is similar to the human experiment results observed in [40], where it shows that

humans tend to make compensatory movements with small interaction forces, and

seek a trade-off between tracking errors and interaction forces in force fields with
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Fig. 3.2: Actual trajectory and reference trajectory of first and last three iterations
with KE = 110N/m. The first three iterations are denoted using the blue lines with
square markers (line width increases as iteration number increases from 1 to 3) and
the last three iterations are denoted using the red lines with circle markers (line width
increases as iteration number increases from 8 to 10). The predefined task trajectory
is denoted by the black dashed line. The radial force field is represented using green
dashed arrows pointing to the direction in which the interaction force decreases and
encircled by the green dashed line which is the boundary of the force field.
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Fig. 3.3: Interaction force of first and last three iterations with KE = 110N/m. The
first three iterations are denoted using the blue lines with square markers (line width
increases as iteration number increases from 1 to 3) and the last three iterations
are denoted using the red lines with circle markers (line width increases as iteration
number increases from 8 to 10).
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Fig. 3.4: Cost function and trajectory parameters. The two trajectory parameters
are denoted in blue and green lines in the below subfigure.
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moderate stiffness. Based on the above observations, the proposed method could be

used for force boundary (object surface) exploration and environment identification.

3.4.3 Different Cost Functions

In this subsection, we consider different performance requirements defined by different

cost functions in (3.9): Q = 100, R = 1 and Q = 1, R = 100. The environment

stiffness is chosen as KE = 110N/m. From simulation results in Figs. 3.7 and 3.8, it

can be observed that when Q is relatively larger, the equilibrium reference trajectory

and the actual trajectory gradually deviate in the direction in which the tracking

error decreases. Conversely, when R is relatively larger, the trajectories deviate in the

direction in which the interaction force decreases. By recalling the cost function (3.9)

again, we know that the tracking error plays a major role when Q is relatively larger,

so the equilibrium reference trajectory and the actual trajectory will be closer to the

task trajectory. When R is relatively larger, the interaction force plays a major role in

(3.9), so the equilibrium reference trajectory and the actual trajectory will be closer to

the force field boundary where the interaction force is minimized. It can be concluded

that different Q and R can be chosen to realize different interaction performances,

e.g., either “softer” interaction or more accurate trajectory tracking [43]. This is

similar to the human experiment results where the interaction performance can be

also adjusted by humans [40].
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Fig. 3.5: Actual trajectory and reference trajectory of first and last three iterations
with KE = 300N/m. The first three iterations are denoted using the blue lines with
square markers (line width increases as iteration number increases from 1 to 3) and
the last three iterations are denoted using the red lines with circle markers (line width
increases as iteration number increases from 8 to 10). The predefined task trajectory
is denoted by the black dashed line. The radial force field is represented using green
dashed arrows pointing to the direction in which the interaction force decreases and
encircled by the green dashed line which is the boundary of the force field.
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Fig. 3.6: Actual trajectory and reference trajectory of first and last three iterations
with KE = 10N/m. The first three iterations are denoted using the blue lines with
square markers (line width increases as iteration number increases from 1 to 3) and
the last three iterations are denoted using the red lines with circle markers (line width
increases as iteration number increases from 8 to 10). The predefined task trajectory
is denoted by the black dashed line. The radial force field is represented using green
dashed arrows pointing to the direction in which the interaction force decreases and
encircled by the green dashed line which is the boundary of the force field.
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Fig. 3.7: Actual trajectory and reference trajectory of the first and last three iterations
with Q = [100 0; 0 100] and R = 1. The first three iterations are denoted using the
blue lines with square markers (line width increases as iteration number increases from
1 to 3) and the last three iterations are denoted using the red lines with circle markers
(line width increases as iteration number increases from 8 to 10). The predefined task
trajectory is denoted by the black dashed line. The radial force field is represented
using green dashed arrows pointing to the direction in which the interaction force
decreases and encircled by the green dashed line which is the boundary of the force
field.
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Fig. 3.8: Actual trajectory and reference trajectory of the first and last three iterations
with Q = [1 0; 0 1] and R = 100. The first three iterations are denoted using the blue
lines with square markers (line width increases as iteration number increases from 1
to 3) and the last three iterations are denoted using the red lines with circle markers
(line width increases as iteration number increases from 8 to 10). The predefined task
trajectory is denoted by the black dashed line. The radial force field is represented
using green dashed arrows pointing to the direction in which the interaction force
decreases and encircled by the green dashed line which is the boundary of the force
field.
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3.5 Experiment

3.5.1 Settings and Results

In this section, we conduct an experimental study of the proposed method with a

2-DOF robot arm, as shown in Fig. 3.9. An ATI mini-40 force/torque sensor is

mounted at the end-effector of the robot arm. The environment is a stuffed toy with

a deformable surface. The parameters of the robot arm are given in Table II.

Force/Torque 

Sensor

Motor 1

Motor 2

Environment

Fig. 3.9: Experiment setup. Two DC motors are controlled by an EPOS2 70/10
Motor Controller. An ATI mini-40 force/torque sensor is mounted at the end-effector
of the robot arm. The environment is a stuffed toy with a deformable surface.

Tab. 3.2: Parameters of the robot arm in experiment

Parameter Description Value

m1 Mass of link 1 0.32kg
m2 Mass of link 2 0.44kg
l1 Length of link 1 0.35m
l2 Length of link 2 0.35m
I1 Inertia moment of link 1 0.01kgm2

I2 Inertia moment of link 2 0.02kgm2

The initial joint coordinates of the robot arm are q1 = 0.63rad and q2 = −1.26rad.
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The initial position in the Cartesian space is [0.55 0]Tm. The robot’s task trajectory

xt is from [0.55 0]Tm to [0.60 0]Tm in uniform motion. The reference trajectory is

parameterized as a minimal jerk trajectory with θ as the trajectory parameter and

the movement duration of 50s, i.e.,

xr(t) = xt(t0) + (xt(tf)− xt(t0))p(t)θ

p(t) = 10(
t− t0
tf − t0

)3 − 15(
t− t0
tf − t0

)4 + 6(
t− t0
tf − t0

)5 (3.50)

The force exerted by the environment is only along the x-axis so the robot arm along

the Y -axis is interaction-free. The weights in (3.9) are set as Q = 2000 and R = 0.001.

The trajectory parameter θ is initially selected as θ = 1. The impedance model is

selected as 3000(x(t)− xr(t)) = f(t).

The experimental results are shown in Figs. 3.10, 3.11 and 3.12. Fig. 3.10 shows

the iterative adaptation of the reference trajectory and the actual trajectory. In

particular, the reference trajectory and the actual trajectory deviate from the task

trajectory iteratively. As a result, the interaction force decreases iteratively, as shown

in Fig. 3.11. The robot arm is initially not in contact with the environment. The

interaction starts at around t = 15s which can be seen from Fig. 3.11. After that, the

interaction force gradually increases as the robot arm moves against the environment

and the movement stops at t = 50s. Both the trajectories and the interaction force

converge after about 14 iterations. This is further confirmed by Fig. 3.12, where the

cost and the trajectory parameter are illustrated. The above experimental results are

similar to that in the simulation studies. The proposed method achieves the desired

interaction performance by adapting the reference trajectory, without the requirement

of the knowledge of the environment. Different desired interaction performances can

be achieved by choosing different cost functions, as in the simulation studies.
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Fig. 3.10: Actual trajectory and reference trajectory of the first and last three itera-
tions. The first three iterations are denoted using the blue lines with square markers
(line width increases as iteration number increases from 1 to 3) and the last three
iterations are denoted using the red lines with circle markers (line width increases as
iteration number increases from 14 to 16).
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Fig. 3.11: Interaction force of the first and last three iterations. The first three
iterations are denoted using the blue lines with square markers (line width increases as
iteration number increases from 1 to 3) and the last three iterations are denoted using
the red lines with circle markers (line width increases as iteration number increases
from 14 to 16).
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Fig. 3.12: Cost function and trajectory parameter
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3.5.2 Discussions

During the experiments, we note that the calculated gradient (3.23) or (3.25) may

get near to singularities, since the measurement noise exists or the values of V at two

adjacent iterations are too close. To address this issue, the adaptation rate σj can

be reset as a constant when the difference of V at two adjacent iterations is smaller

than a prescribed threshold.

Humans adapt both impedance and reference trajectory simultaneously during

the interaction with environments. How to integrate the proposed reference adapta-

tion with impedance learning/adaptation in a unified framework needs to be further

investigated.

It is worth noting that in the proposed reference adaptation, the interaction per-

formance cost is minimized using iterative learning. In this regard, the proposed

method is inevitably subject to some drawbacks of iterative learning such as require-

ment of iterative searching and task repeatability. We will investigate how to address

this issue in our future works.

Moreover, the interaction performance relies on the selection of the cost function,

which has been shown to be non-trivial [44]. A priori partial knowledge of the envi-

ronment can be used to cope with this problem in some cases, while how to address

it in a general case is still an open problem.

3.6 Conclusion

In this chapter, reference adaptation has been developed to refine the reference trajec-

tory of the robot arm, such that the desired interaction performance can be achieved
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subject to unknown environments. The desired interaction performance has been de-

fined by minimizing a certain cost function which describes a trade-off of trajectory

tracking and force minimization. This cost function has been parameterized and the

trajectory parameters have been updated to minimize it. The validity of the proposed

method has been verified through simulation and experimental studies.
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Part II

Control and Learning for Mobile

Robots in Human Environment
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Chapter 4

Social Force Control for Mobile

Robots

In this chapter, a framework of robot motion control is proposed based on social force

model and proxemics theory. A combined adaptive kinematic/dynamic control which

considers the control velocity constraints is proposed such that the robot dynamics

will be governed by a target social force model. Under the framework, using Lyapunov

theory, we show that the mobile robot is able to track the social force model which

can be further used to modulate the proxemics spatial relationship between the robot

and human.

The rest of the chapter is organized as follows. In Section 4.1, the system descrip-

tion is presented and the control framework and objective are discussed. In Section

4.2, the proposed social force model control design is introduced and discussed in

details. In Section 4.3, the combined kinematic controllers/torque control are devel-

oped and it is rigorously proven that the robot dynamics will be governed by the

given target social force model. In Section 4.4, an intensive simulation study is used
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to verify the effectiveness of the proposed method. Concluding remarks are given in

Section 4.5.

4.1 System Description

In this chapter, we investigate a typical scenario where a wheeled mobile robot navi-

gates in a human environment as shown in Fig. 4.1. The mobile robot has two driving

wheels mounted along the same axis and a front free wheel. The position of the robot

is defined by the vector p = [x y θ]T , where x and y are the coordinates of the center

of mass of the robot, and θ is the orientation of the robot.

4.1.1 Kinematic Model of the Mobile Robot

The kinematic model of the mobile robot in terms of its linear velocity v and angular

velocity ω is

ẋ = vcos(θ)

ẏ = vsin(θ)

θ̇ = ω (4.1)

which can be further represented as

ṗ = H(p)z (4.2)
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Fig. 4.1: A nonholonomic mobile robot navigating in human environments
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where z = [v ω]T represents the internal state and

H(p) =













cos(θ) 0

sin(θ) 0

0 1













(4.3)

Differentiating ṗ results in

p̈ = H(p)ż + Ḣ(p)z (4.4)

4.1.2 Dynamic Model of the Mobile Robot

The mobile robot’s dynamics and nonholonomic constraint are described by

M(p)p̈ + C(p, ṗ)ṗ+G(p) + F (ṗ) = B(p)u(t) + JT (p)λ (4.5)

J(p)ṗ = 0 (4.6)

whereM(p) ∈ R
3×3 is a symmetric bounded positive definite inertia matrix, C(p, ṗ) ∈

R
3 denotes the centripetal and Coriolis force, G(p) ∈ R

3 is the gravitational force,

B(p) ∈ R
3×2 is the known input transformation matrix, F (ṗ) ∈ R

3 denotes the gen-

eralized friction, u(t) is the system input, J(p) ∈ R
1×3 is the kinematic constraint

matrix and λ is the Lagrangian multiplier corresponding to the nonholonomic con-

straint.

Property 4. [94] There exist some finite positive constants ψj > 0, j = 1, . . . , 4 such

that ∀p ∈ R
3, ∀ṗ ∈ R

3, ‖M(p)‖ ≤ ψ1, ‖C(p, ṗ)‖ ≤ ψ2+ψ3‖ṗ‖ and ‖G(p)‖+‖F (ṗ)‖ ≤

ψ4.
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For the mobile robot described in Fig. 4.1, the nonholonomic constraint is

ẋsin(θ)− ẏcos(θ) = 0 (4.7)

The nonholonomic constraint matrix J(p) thus can be derived as

J(p) =

[

sin(θ) −cos(θ) 0

]

(4.8)

From the nonholonomic kinematic constraint, we can easily derive two equations

J(p)ṗ = 0 and J(p)H(p) = 0. Substituting the expression for ṗ and p̈ into (4.5) and

premultiplying by HT (p) , we have

M1(p)ż + C1(p,H(p)z)z +G1(p) + F1(p, ṗ) = τ (4.9)

where M1(p) = HT (p)M(p)H(p) is a symmetric positive definite inertia matrix,

C1(p, ṗ) = HT (p)(M(p)Ḣ(p) + C(p, ṗ)H(p)) is the centripetal and Coriolis matrix,

G1(p) = HT (p)G(p) is the gravity vector, F1(p, ṗ) = HT (p)F (ṗ) is the friction,

τ = B1(p)u(t) is the new system input and B1(p) = HT (p)B(p). In order to ful-

ly actuate the nonholonomic system, we assume that the matrix product HT (p)B(p)

is of full rank.

The system (4.9) describes the original nonholonomic system (4.6) with a new set

of coordinate and the following properties of original system (4.6) still hold for the

new system (4.9) [95].

Property 5. The generalized inertia matrixM1(p) is symmetric and positive definite.

Property 6. The matrix Ṁ1(p)− 2C1(p, ṗ) is skew symmetric.
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4.2 Social Proxemics and Social Force Model

4.2.1 Social Proxemics

The term “proxemics” was first proposed in [71] to describe the management of s-

patial distancing between humans where individuals maintain distances from others.

There is a natural arrangement of people motivated by respect of individual zones

represented using circles with various radius. According to [96], the social spaces

around a human can be classified into four specific zones where distances from the

human body are listed below (shown in Fig. 4.2): 1) public zone: 3.6 m ≤ l4; 2)social

zone: 1.2 m ≤ l3 < 3.6 m; 3) personal zone: 0.45 m ≤ l2 < 1.2 m; and 4) 0 m

≤ l1 < 0.45 m.

1
l

2
l

3
l

4
l

Fig. 4.2: Different social zones based on the theory of proxemics
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4.2.2 Social Force Model

In this section, we describe the social force model which is motivated by human factor

studies for robot’s dynamics by considering robot’s task and proxemics constraints.

In a social force model, a robot with mass of m changes its velocity ξ̇ as follows

mξ̈ = fa = fd + fi (4.10)

where fa is the actual force. It can be decomposed into two main parts: robot’s

desired force fd and interaction force fi. Due to the nonholonomic constraint of the

mobile robot, θ in p can be uniquely determined given a continuous smooth trajectory,

so ξ = [x y]T is a reduced coordinate of p.

Suppose a robot has a desired velocity ξ̇d where ξd is the desired trajectory, the

robot’s desired force can be described as

fd =
1

δ
(ξ̇d − ξ̇) (4.11)

where δ is the relaxation parameter.

The interaction force fi is composed of two main parts: the repulsive and attractive

force fa based on a robot’s tendency to keep an acceptable social distance from other

agents and an environment force fe for collision avoidance. Therefore, the interaction

force is defined as

fi = fa + fe (4.12)

In this chapter, we mainly focus on the interaction between the robot and human so
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we assume fe = 0 which indicates that there are no environment constraints imposed

on the robot and thus fi = fa.

Then, the social force model becomes

fi = mξ̈ +
1

δ
(ξ̇ − ξ̇d) (4.13)

It is reasonable to model the robots’ behaviors in this way such that they keep proper

distances from humans that they are related or attracted to and keep far distances

from discomforting ones, while moving towards a certain destination.

4.2.3 Social Proxemics Potential Field

In a social force model, the interaction force fi can be generated based on potential

field functions. The interaction force needs to address the social proxemics rules

and constraints. For example, when a robot is not supposed to engage in a social

interaction with a human, the robot should be kept out of the social zone so as not

to bring about any discomfort to the human. In another scenario, if the robot is to

engage in a social interaction, the robot is supposed to enter the social zone while

being kept out of the personal zone. Generally speaking, there will be two types of

potential fields to be designed for the social force model: 1) the robot is kept out of

a certain zone with no social interaction involved; and 2) the robot enters one zone

while being kept out of another inner zone when social interaction is involved.

Accordingly, the following two types of social proxemics potential fields are de-

signed to meet the above requirements. In the first one, the potential field is used
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to keep the robot out of a certain social zone as shown in Fig. 4.3. The constructed

potential field function in this case is designed as

Usp =
α

(ξ − ξp)TQ(ξ − ξp)− (Rr
z)

2
(4.14)

where ξp is the center of all social zones which is also the human’s position, Rr
z is the

radius of the circle of the social zone to be kept out of, and Q is a positive definite

symmetric matrix which defines the circle shape. It is worthwhile noting that these

measures of social norms vary with age, culture, religion and type of relationship and

context, so the social proxemics potential filed parameter α is introduced to address

these social context variations.

Fig. 4.3: Social Proxemics Potential Field 1

In the second one, the potential field is designed for the robot to enter a certain

zone while being kept out of another inner zone as shown in Fig. 4.4. The constructed
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potential field function for the second case is designed as

Usp = α((ξ − ξp)
TQ(ξ − ξp)− (Rr

z)
2)

+
α((Ra

z)
2 − (Rr

z)
2)2

(ξ − ξp)TQ(ξ − ξp)− (Rr
z)

2
(4.15)

where Ra
z is the radius of social zone to be entered.

Fig. 4.4: Social Proxemics Potential Field 2

Based on the social proxemics, the social proxemics potential field parameters Rr
z

and Ra
z can be obtained. After modeling of the social proxemics potential field, the

interaction force fi can be generated by taking partial derivative of Usp over x and y,

i .e.,

fi =







fi,x

fi,y






=







∂Usp

∂x

∂Usp

∂y






(4.16)
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4.3 Combined Adaptive Kinematic/Dynamic Con-

trol

4.3.1 Control Framework

After modeling of the interaction force in (4.16), the next step is to make the robot

dynamics be governed by the social force model in (4.13) while considering the velocity

constraints. The control objective is to design a control input to make the unknown

robot dynamics behave like the desired social force model

fi = mξ̈r +
1

δ
(ξ̇r − ξ̇d) (4.17)

where ξr = [xr yr]
T is the virtual reference trajectory. In the following sections,

combined adaptive kinematic/dynamic control with control velocity constraints will

be developed to make ξ → ξr as t → ∞, such that the robot dynamics will be

governed by the social force model described in (4.17).

The proposed control framework is shown in Fig. 4.5, which can be divided

into two parts: 1) social force model and social proxemics potential field; and b)

combined adaptive kinematic/dynamic control for model matching. In the first part,

a social force model is used to modulate the human-aware motion while considering

the social proxemics rules. Social proxemics potential field is used to generate the

social force used in the social force model. In the second part, a combined adaptive

kinematic/dynamic control is adopted for the model matching. The control velocity

constraints are taken into consideration when designing the kinematic control.
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Fig. 4.5: Control framework

4.3.2 Adaptive Kinematic Control with Control Velocity Con-

straints

System (4.1) is called the steering system of the robot. To deal with the trajectory

tracking problem, similarly to [77, 97], a nonstationary reference pose model that is

kinematically identical to the real robot model is employed. The reference trajectory

ξr can be obtained based on (4.17). Using the nonholonomic constraint, the following

reference pose model can be obtained:

ẋr = vrcosθr

ẏr = vrsinθr

θ̇r = ωr (4.18)
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which can be further represented as

ṗr = H(pr)zr (4.19)

where pr = [xr yr θr]
T , zr = [vr ωr]

T and

H(pr) =













cos(θr) 0

sin(θr) 0

0 1













(4.20)

For trajectory tracking, the error dynamics are written independent of the coordinate

frame by Kanayama transformation [77] as













ex

ey

eθ













=













cosθ sinθ 0

−sinθ cosθ 0

0 0 1













(pr − p) (4.21)

By differentiating Eq. (4.21), we have













ėx

ėy

ėθ













=













vrcoseθ

vrsineθ

ωr













+













−1 ey

0 −ex

0 −1













z (4.22)

which contains the actual velocity z and can be further rewritten as

ė = Fe +Gez (4.23)
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where e =













ex

ey

eθ













, Fe =













vrcoseθ

vrsineθ

ωr













and Ge =













−1 ey

0 −ex

0 −1













.

According to [77], the assumption of perfect velocity tracking is required as to

design the kinematic controller. However, in practical applications, velocity tracking

may not be ideal and the tracking errors are usually not exactly equal to zero at the

initial stage. To address this issue, in this chapter, a control velocity zc = [vc ωc]
T is

introduced which is subject to the following constraints

−kj ≤ zc,j ≤ kj (4.24)

where j = 1, 2 and kj is the known limit of the speed. An inner-loop controller will

be designed to make the actual velocity z converge to zc with a bounded tracking

error z − zc. This will be elaborated in the next subsection.

Considering the presence of control velocity constraints, the following constraints

can be derived

zc,j =























kj, z0,j > kj

z0,j , −kj ≤ z0,j ≤ kj

−kj , z0,j < −kj

(4.25)

where z0,j is the j-th element of the nominal control input z0 that will be designed

later. However, zc,j is not differentiable which may be undesired for the control design.

To ensure that zc,i is twice differentiable, the following soft saturation is used

zc,j =
2kj
π

arctan(z0,j) (4.26)
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To analyze the velocity constraints during the control design, the following auxiliary

system is designed:

η̇ =











−L1η − (ηT )†|eTGe∆z|, ‖η‖ ≥ χ

0, ‖η‖ < χ
(4.27)

where † denotes the pseudo inverse, ∆z = zc − z0, L1 = LT1 > 0, χ is a small positive

parameter to be designed and η ∈ R
3 is the state of the auxiliary system.

Remark 15. The auxiliary variable η is introduced to deal with the control velocity

constraint. η indicates whether there exists saturation and is considered for the sta-

bility analysis. In particular, if there is not saturation, η will gradually converge to

zeros. If η < χ , then we can judge that there is no more saturation and zc = z0.

Consider a Lyapunov function candidate

V1 =
1

2
eT e+

1

2
ηTη (4.28)

we have

V̇1 = eT ė+ ηT η̇

= −ηTL1η− | e
TGe∆z | +e

T (Ge(z0 +∆z

+z − zc) + Fe)

≤ −ηTL1η + eT (Ge(z0 + z − zc) + Fe) (4.29)

Thus, the nominal control input z0 can be designed such that

Ge(z0 + z − zc) + Fe = −L2e− L3η (4.30)
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where L2 = LT2 > 0 and L3 = LT3 > 0 so that

V̇1 ≤ −ηTL1η + eT (−L2e− L3η)

= −ηTL1η − e
TL2e− e

TL3η (4.31)

Theorem 2. Considering the steering system (4.1) and the virtual reference system

(4.18), with the auxiliary analysis system (5.12), control law (5.17) and proper control

parameters L2 and L3, the signal e, η are bounded. In addition, the tracking error e

will gradually converge to zero.

Proof. It is clear that

−eTL3η ≤ 0.5σeTe + 0.5σ−1ηTLT3L3η (4.32)

where σ > 0.

Invoking Eq. (5.19) into Eq. (5.14), we have

V̇1 = −ηT (L1 − 0.5σ−1LT3 L3)η

−eT (L2 − 0.5σ)e ≤ −ρV1 (4.33)

where ρ = min(2λmin(L1 − 0.5σ−1LT3L3), 2λmin(L2 − 0.5σ)). To ensure that ρ is posi-

tive, the design parameters L1, L2, L3 and σ can be carefully selected to satisfy the

following conditions

λmin(L1 − σ
−1LT3L3) > 0

λmin(L2 − σ) > 0 (4.34)
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Ineq. (5.20) indicates that V1(t) ≤ V1(0)e
−ρt, then it is easy to derive that V1(t) and

all the close-loop signals are bounded and e→ 0 as t→∞ [98].

4.3.3 Adaptive Dynamic Control

Using the kinematic control in Section 4.3.2, the control velocity zc which makes the

robot track a desired trajectory can be determined. In the following, an adaptive

dynamic control will be proposed such that z → zc as t→∞.

Denote the error variable ez = z − zc, the following Lyapunov function candidate

is selected:

V2 = Vez + Vψ̃, Vez =
1

2
eTzM1ez, Vψ̃ =

4
∑

j=1

1

2bj
ψ̃2
j (4.35)

where j = 1, ..., 4, ψ̃j = ψ̂j − ψj , ψ̂j is the estimate of ψj in Property 4 and bj is a

positive constant.

The time-derivative of Vez is given by

V̇ez = eTz (
1

2
Ṁ1ez +M1ėz)

= eTz (C1ξ +M1ėz)

= eTz (τ −M1żc − C1zc −G1 − F1) (4.36)
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Considering the definition of ψi in Property 4, we have

−eTz (M1żc + C1zc +G1 + F1)

≤ ‖ ez ‖ (‖ H
TMH ‖‖ żc ‖ + ‖ H

T (MḢ + CH) ‖

× ‖ zc ‖ + ‖ H
TG ‖ + ‖ HTF ‖)

≤ ‖ ez ‖ (‖ H
T ‖‖M ‖‖ H ‖‖ żc ‖

+ ‖ HT ‖ (‖M ‖‖ Ḣ ‖ + ‖ C ‖‖ H ‖) ‖‖ zc ‖

+ ‖ HT ‖‖ G ‖ + ‖ HT ‖‖ F ‖)

≤ ‖ ez ‖ (ψ1(‖ H
T ‖‖ H ‖‖ żc ‖ + ‖ H

T ‖‖ Ḣ ‖‖ zc ‖)

+ψ2 ‖ H
T ‖‖ H ‖‖ zc ‖ +ψ3 ‖ H

T ‖‖ ṗ ‖‖ H ‖

× ‖ zc ‖ +ψ4 ‖ H
T ‖)

= ‖ ez ‖
4

∑

j=1

ψjφj (4.37)

where

φ1 =‖ H
T ‖‖ H ‖‖ żc ‖ + ‖ H

T ‖‖ Ḣ ‖‖ zc ‖

φ2 =‖ H
T ‖‖ H ‖‖ zc ‖

φ3 =‖ H
T ‖‖ ṗ ‖‖ H ‖‖ zc ‖

φ4 =‖ H
T ‖ (4.38)

We propose the adaptive dynamic control as

τ = −Kez −

4
∑

j=1

ψ̂jφ
2
j

φj ‖ ez ‖ +σj
ez (4.39)
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˙̂
ψj = −ajψ̂j +

bjφ
2
j ‖ ez ‖

φj ‖ ez ‖ +σj
(4.40)

where K = KT > 0, aj and σj are time-varying positive functions which satisfy

limt→∞ σj = 0 and limt→∞ aj = 0, respectively.

Theorem 3. Considering the mobile robot dynamics (4.9), control torque (4.39) and

parameter adaptation law (4.40), the velocity track error ez asymptotically converges

to zero, i.e., limt→∞ ez = 0 with all the signals in the closed-loop bounded.

Proof. By differentiating V2 in (4.35), we obtain

V̇2 = V̇ez + V̇ψ̃

= eTz (−Kez −
4

∑

j=1

ψ̂jφ
2
j

φj ‖ ez ‖ +σj
ez −M1żc − C1zc

−G1 − F1) +
4

∑

j=1

1

bj
ψ̃j

˙̃
ψj

= eTz (−Kez −

4
∑

j=1

ψ̂jφ
2
j

φj ‖ ez ‖ +σj
ez −M1żc − C1zc

−G1 − F1) +
4

∑

j=1

1

bj
ψ̃j(ajψ̂j −

bjφ
2
j ‖ ez ‖

φj ‖ ez ‖ +σj
)

= eTz (−Kez −
4

∑

j=1

ψjφ
2
j

φj ‖ ez ‖ +σj
ez −M1żc

−C1zc −G1 − F1) +

4
∑

j=1

aj

bj
ψ̃jψ̂j (4.41)

Substituting the control (4.39) and updating law (4.40) into (4.35) and (4.36), and
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using the inequality in Eq. (4.37), we have

V̇2 ≤ −eTzKez +

4
∑

j=1

σjψj +

4
∑

j=1

aj

bj
ψ̃jψ̂j

≤ −eTzKez +

4
∑

j=1

σjψj +
1

4

4
∑

j=1

aj

bj
ψ2
j

= −eTzKez + ǫ (4.42)

where ǫ =
4
∑

j=1

σjψj +
1
4

4
∑

j=1

aj
bj
ψ2
j . Because limt→∞ σj = 0 and limt→∞ aj = 0, we have

limt→∞ ǫ = 0. Integrating both sides of the above inequality leads to

V2(t)− V2(0) ≤ −

∫ t

0

eTzKezdt+

∫ t

0

δ(t)dt (4.43)

and thus

∫ t

0

eTzKezdt ≤ V2(0) +

∫ t

0

δ(t)dt (4.44)

Thus, we have

V2(t) ≤ V2(0)−

∫ t

0

eTzKezdt+

∫ t

0

δ(t)dt (4.45)

As limt→∞ ǫ = 0 and V2(0) are bounded, V2(t) and
∫ t

0
eTzKezdt are bounded, which

results in ez ∈ L
n
2 . According to Barbalat’s Lemma [99], ez ∈ L

n
2 and ėz ∈ L

n
∞ lead

to ez → 0 as t→∞.
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4.4 Experimental Studies

In this section, we verify the validity of the proposed adaptive control through exper-

imental studies. A lumibot with two wheels moves around a human and the human

may be static or also walk around [100], as shown in Fig. 4.6. This experiment is

implemented with the Virtual Robot Experimentation Platform (V-Rep) which is an

open-source robot simulation platform that allows creation of detailed and realistic

simulations of robots and experimentation with them in virtual worlds [101].

Fig. 4.6: Experimental scenario. A lumibot with two wheels moves around a human
and the human may be static or also walk around.

In the first part of the studies, the effectiveness of the combined adaptive kine-

matic/dynamic control is verified. In this part, the human’s influence over the robot

is not considered and the robot is supposed to track a predefined desired trajectory.

The kinematic control velocity constraints in (5.6) are selected as ‖ ω ‖≤ 0.3 rad/s
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and ‖ v ‖≤ 0.35 m/s. The reference trajectory is given as

xr(t) = 0.1t, yr(t) = sin(xr(t)) (4.46)

The robot’s initial posture is set as [−0.5 0.5 π
3
]T . The control parameters are designed

as L1 = 10I3×3, L2 = 20I3×3, L3 = 20I3×3, χ = 0.02, K = 15I2×2, bj = 0.01 and

aj = σj = e−0.01t where j = 1, ..., 4 and In×n is the n-by-n identity matrix.

The experimental results are shown in Figs. 4.7, 4.8, 4.9 and 4.10, From Figs.

4.7 and 4.8, it is found that the actual trajectory under the proposed method can

accurately track the desired one and the defined errors are quite small. The velocity

constraints applied on the control velocity can be reflected from Fig. 4.9 which

indicates that the control velocity never transgresses the constraints throughout the

whole process. From Fig. 4.9, it can also be observed that the actual velocity tracks

the control velocity. The boundedness of the control parameters are shown in Fig.

4.10.

Using the combined adaptive kinematic/dynamic control, a good inner-loop per-

formance can be guaranteed such that the robot behavior will be governed by the

desired social force model in (4.17). In the second part, we will investigate the effec-

tiveness of the social force model in human environments. The experimental results

are shown in Figs. 4.11 and 4.12. The parameters in the social force model are s-

elected as M = 0.5, δ = 0.01 and the parameter in the social proxemics potential

field, α, is selected as 0, 0.5, 1 and 2 for comparison. When α = 0, it means that the

robot will no longer be influenced by human and thus the robot’s actual trajectory

will track the desired trajectory.

In case 1, as shown in Fig. 4.11, the robot is navigating in a human environment
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Fig. 4.11: Case 1: Robot being kept out of a social zone. The blue dashed line
describes the boundary of the personal zone.

where the human is static. In this case, as not to disturb the human, the robot is

supposed to be kept out of the personal zone. It can be observed that although the

desired trajectory of the robot invades the personal zone, under the proposed control,

the proxemics constraints are not violated. As the social norms are not strict and

vary with age, culture, type of relationship and context, they can be reflected by

adjusting the parameter α. From Fig. 4.11, we can find that the robot trajectory

deviates more from the desired trajectory if a larger α is selected.

In case 2, the robot is following a human. The desired trajectory of the robot will

be the trajectory of the human. In this case, the robot will follow the human to enter

the personal zone while not intruding the intimate zone. The experimental results

are shown in Fig. 4.12.

From the experimental results, it can be observed that the proposed adaptive
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control based on social force model can effectively address the problem of human-

aware motion control. Unlike the classical motion control where the robot tries to

find an efficient path to reach its destination and humans are considered as obstacles,

the proposed method takes the proxemics rules and constraints into account. Even

if the destination collides with the social constraints, under the proposed control

framework, the proxemics constraints are not violated. Our future works will include

a user study to evaluate human acceptance of the robot’s behavior under the proposed

control.

4.5 Conclusion

In this chapter, we have presented the design of an adaptive control based on social

force model for mobile robots operating in human environments. Instead of modeling

a human as a moving obstacle, we have used a social force model to govern the robot’s

behavior. The potential field in the theory of social proxemics has been adopted to

generate the interaction force. A combined adaptive kinematic/dynamic control has

been applied to guarantee that the target social force model is achieved. The validity

of the proposed method has been verified through experimental studies.
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Chapter 5

Control of Mobile Robots with

Motion Constraints

In this chapter, we consider the same system under study as in the previous chapter,

in which a wheeled mobile robot navigates in a human environment. The method to

be discussed in this chapter is to develop an adaptive control for mobile robots which

considers the position and velocity constraints. To cope with the problem of unknown

robot dynamics, Radial Basis Function Neural Networks (RBFNNs) are constructed

to achieve small tracking errors and boundedness of all closed-loop signals.

The rest of the chapter is organized as follows. In Section 5.1, Neural Networks are

briefly introduced for the approximation of unknown robot dynamics. In Section 5.2,

motion constraints for mobile robots are introduced and defined. In Sections 5.3 and

5.4, the adaptive combined kinematic controllers/torque control are developed and

it is rigorously proved that the robot follows the desired trajectory while respecting

the defined motion constraints. In Sections 5.5 and 5.6, simulation and experimental

studies are presented to verify the effectiveness of the proposed method. Concluding
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remarks are given in Section 5.7.

5.1 Preliminaries: Neural Networks

RBFNNs have been shown to have the capability to approximate any arbitrary con-

tinuous function a(κ) over a compact set Ωκ ⊂ R
nκ to any accuracy [98, 102], as

below

a(κ) = w∗Tφ(κ) + εκ, ∀κ ∈ Ωκ (5.1)

where κ ∈ R
nκ is the input vector, w∗ ∈ R

nw are the optimal weights with nw being

the number of neural network nodes, εκ ∈ R
nεκ is the functional approximation error,

and φ(κ) = [φ1(κ), φ2(κ), . . . φnw
(κ)] ∈ R

nw are vectors of Gaussian functions as below

φi(κ) = exp(
−(κ− νi)

T (κ− νi)

δ2i
) (5.2)

with νi being the i-th center of the Gaussian function and δi being the i-th variance.

There exist optimal weights w∗ such that |εκ| ≤ ε∗κ with ε∗κ ≥ 0 for all κ ∈ Ωκ.

Thus, the optimal weights w∗ are defined as

w∗ = arg min
w∈Rnw

{ sup
κ∈Ωκ

|a(κ)− wTφ(κ)|} (5.3)

The estimation of a(κ) can be constructed as

â(κ) = ŵTφ(κ) (5.4)
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where â(κ) is the approximation of a(κ) and ŵ are the estimated neural network

weights corresponding to the optimal weights w∗ defined above.

By employing RBFNNs to approximate each of its element, a matrix function

A(κ) ∈ R
n1×n2 is estimated as Â(κ). Following the convention of GL matrices and

GL operator for vectors and matrices [98], the expression of Â(κ) is given as

Â(κ) =



















â11(κ) â12(κ) . . . â1n2
(κ)

â21(κ) â22(κ) . . . â2n2
(κ)

...
... . . .

...

ân11(κ) ân12(κ) . . . ân1n2
(κ)



















= {Ŵ}T • {Φ}

=



















ŵT11φ11 ŵT12φ12 . . . ŵT1n2
φ1n2

ŵT21φ21 ŵT22φ22 . . . ŵT2n2
φ2n2

...
... . . .

...

ŵTn11
φn11 ŵTn12

φn12 . . . ŵn1n2
φn1n2



















(5.5)

where {Ŵ} and {Φ} are the GL matrices and • is the GL operator.

5.2 Motion Constraints for Mobile Robots

For the successful introduction of mobile robot in human environments, the robot’s

position and velocities (heading and angular) must be constrained such that the robot

will not jeopardize the stability and safety of the robot itself as well as their human

partners. In addition, [74] has shown that people have been shown to also be sensitive

to mobile robot speeds, preferring that a robot moves at speeds slower than those of
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a walking human.

In the following, a motion constraint of a mobile robot which is a kinemat-

ic/dynamic constraint related to the variable that describes the robot’s motion status

is investigated for the control of a mobile robot. To be more specific, two typical

motion constraints, i.e., position and velocity constraints are considered.

The velocity constraints are defined as

| zc,i |≤ βka,i (5.6)

where 0 < β < 1 and ka,i is the known limit of the actual speed zi with i = 1, 2.

An inner-loop controller will be designed to make the actual velocity z converge to zc

with a bounded tracking error z− zc. This will be elaborated in the next subsection.

Considering the presence of command velocity constraints, the following saturation

can be derived

zc,i =























βka,i, z0,i > βka,i

z0,i, −βka,i ≤ z0,i ≤ βka,i

−βka,i, z0,i < −βka,i

(5.7)

where z0,i is the i-th element of the nominal control input z0 that will be designed

later. However, zc,i is not differentiable which may be undesired for the control design.

To ensure that zc,i is differentiable, the following soft saturation is used

zc,i =











βka,isin(z0,i) , | z0,i |> βka,i

βka,isin(
πz0,i
2βka,i

) , | z0,i |≤ βka,i

(5.8)
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5.3 Adaptive Kinematic Control with Control Ve-

locity and Position Constraint

As to incorporate the position constraints described in (5.6), we consider the following

barrier function

g(ξ, ξp) = (ξ − ξp)
TQ(ξ − ξp)− R

r2
z (5.9)

Assumption 1. The reference trajectory (xr, yr and θr) is generated such that the

following constraint is satisfied:

g(ξr, ξp) = (ξr − ξp)
TQ(ξr − ξp)− R

r2
z > 0, ∀t > 0 (5.10)

Then, the following Lyapunov function based on the barrier function is given as

V1 = (
1

2
+

1

2g(ξ, ξp)
)eT e+

1

2
ηTη (5.11)

where e ∈ R
3 are the error dynamics as defined in Eq. (4.21), η ∈ R

3 is the state of

the auxiliary system defined by

η̇ =











−L1η − (ηT )†|eTh(ξ, ξp, e)∆z|, ‖η‖ ≥ χ

0, ‖η‖ < χ
(5.12)

where † denotes the pseudo inverse, ∆z = zc − z0, L1 = LT1 > 0, χ is a small positive

parameter to be designed and h(ξ, ξp, e) is given as

h(ξ, ξp, e) = (1 +
1

g(ξ, ξp)
)Ge −

e

2g2(ξ, ξp)

∂g(ξ, ξp)

∂ξ
S (5.13)
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with S = [I2×2 02×1]H where I represents a unite matrix with proper dimension and

0 represents a zero matrix with proper dimension.

By differentiating Eq. (5.11), we obtain

V̇1 = ηT η̇ + (1 +
1

g(ξ, ξp)
)eT ė−

eT e

2g2(ξ, ξp)
(
∂g(ξ, ξp)

∂ξ
ξ̇

+
∂g(ξ, ξp)

∂ξp
ξ̇p)

= ηT η̇ + (1 +
1

g(ξ, ξp)
)eT ė−

eT e

2g2(ξ, ξp)
(
∂g(ξ, ξp)

∂ξ
Sz

+
∂g(ξ, ξp)

∂ξp
ξ̇p)

= ηT η̇ + (1 +
1

g(ξ, ξp)
)eT (Gez + Fe)

−
eT e

2g2(ξ, ξp)
(
∂g(ξ, ξp)

∂ξ
Sz +

∂g(ξ, ξp)

∂ξp
ξ̇p))

= ηT η̇ + eT (h(ξ, ξp, e)z + n(ξ, ξp, e)) (5.14)

where

n(ξ, ξp, e) = −
e

2g2(ξ, ξp)

∂g(ξ, ξp)

∂ξp
ξ̇p + (1 +

1

g(ξ, ξp)
)Fe

(5.15)

By substituting Eq. (5.12) into Eq. (5.14), we have

V1 = −ηTL1η − |e
Th(ξ, ξp, e)∆z|

+eT (h(ξ, ξp, e)(z0 +∆z + z − zc) + n(ξ, ξp, e))

≤ −ηTL1η + eT (h(ξ, ξp, e)z0 + n(ξ, ξp, e)) (5.16)
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Thus, the nominal command velocity z0 can be designed such that

h(ξ, ξp, e)(z0 + z − zc) + n(ξ, ξp, e) = −L2e− L3η (5.17)

where L2 = LT2 > 0 and L3 = LT3 > 0 so that

V̇1 ≤ −ηTL1η + eT (−L2e− L3η)

= −ηTL1η − e
TL2e− e

TL3η (5.18)

Theorem 4. Considering the steering system (4.1) and the virtual reference system

(4.18), with the auxiliary analysis system (5.12), the command velocity in Eq. (5.17)

and proper control parameters L2 and L3, if the intial position of the mobile robot

satisfies the constraint (ξ(0) − ξp)
TQ(ξ(0) − ξp) − Rr2

z > 0, then the signals e and

η are bounded and the mobile robot position satisfies (ξ − ξp)
TQ(ξ − ξp) − R

r2
z > 0,

∀t > 0. In addition, the tracking error e will gradually converge to zero.

Proof. It is easy to obtain that

−eTL3η ≤ 0.5σeTe + 0.5σ−1ηTLT3L3η (5.19)

where σ > 0.

Invoking Ineq. (5.19) into Eq. (5.18), the following inequality can be obtained

V̇1 = −ηT (L1 − 0.5σ−1LT3L3)η

−eT (L2 − 0.5σ)e ≤ −ρ1V1 (5.20)
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where ρ = min(2λmin(L1 − 0.5σ−1LT3L3), 2λmin(L2 − 0.5σ)). To ensure that ρ is posi-

tive, the design parameters L1, L2, L3 and σ can be carefully selected to satisfy the

following conditions

λmin(L1 − σ
−1LT3L3) > 0

λmin(L2 − σ) > 0 (5.21)

Ineq. (5.20) indicates that

V1(t) ≤ V1(0)e
−ρ1t (5.22)

Since ρ is positive, it is easy to derive that V1(t) and all the closed-loop signals are

bounded and e → 0 as t → ∞ [98]. In the following, we will show that the position

constraint will not be violated through the process. Using proof by contradiction, we

first assume that there exists some t = T such that

(ξ(T )− ξp)
TQ(ξ(T )− ξp)− R

r2
z = 0 (5.23)

starting from the initial condition when

(ξ(0)− ξp)
TQ(ξ(0)− ξp)− R

r2
z > 0 (5.24)

From Ineq. (5.22), the following inequality can be obtained

(
1

2
+

eT e

2g(ξ, ξp)
) |t=T≤ V1(0)e

−ρ1t |t=T≤ V1(0) (5.25)

Now, substituting Eq. (5.23) to Ineq. (5.25), the left hand side becomes infinite,
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contradicting the boundedness result in Ineq. (5.25). As such, the following inequality

can be obtained:

(ξ(t)− ξp)
TQ(ξ(t)− ξp)−R

r2
z 6= 0 (5.26)

Then, using Ineq. (5.24), we have

(ξ(t)− ξp)
TQ(ξ(t)− ξp)− R

r2
z > 0, ∀t > 0 (5.27)

which completes the proof.

5.4 Adaptive Dynamic Control with Actual Veloc-

ity Constraints

In the previous subsection, by applying the kinematic control (5.17), the command

velocity which makes the robot track a desired trajectory subject to the command

velocity constraints can be determined. In the following, an adaptive dynamic control

will be proposed such that z → zc as t → ∞ without violating the actual velocity

constraints

| zi |≤ ka,i (5.28)
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Denote the velocity tracking error as ez = [ez1 ez2]
T = z − zc for system (4.9), the

following asymmetric barrier Lyapunov function is selected

V2 =
1

2

2
∑

i=1

(q(ez,i)log
k21,i(t)

k21,i(t)− e
2
z,i

+(1− q(ez,i))log
k22,i(t)

k22,i(t)− e
2
z,i

) (5.29)

where

k1,i(t) = ka,i − zc,i

k2,i(t) = ka,i + zc,i

q(ez,i) =











1, ez,i > 0

0, ez,i ≤ 0
(5.30)

There exist positive constants k1,i, k1,i, k2,i and k2,i such that

0 < k1,i ≤ k1,i(t) ≤ k1,i, ∀t ≥ 0

0 < k2,i ≤ k2,i(t) ≤ k2,i, ∀t ≥ 0 (5.31)

By change of error coordinates, we have

µ1,i =
ez,j

k1,i
, µ2,i =

ez,i

k2,i

µi =











µ1,i, ez,i > 0

µ2,i, ez,i ≤ 0
(5.32)
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Then, Eq. (5.29) can be rewritten as

V2 =
1

2

2
∑

i=1

log
1

1− µ2
i

(5.33)

The derivative of V2 is given by

V̇2 =
2

∑

i=1

[
q(ez,i)µ1,i

k1,i(1− µ
2
1,i)

(ėz,i − ez,i
k̇1,i

k1,i
)

+
(1− q(ez,i))µ2,i

k2i(1− µ
2
2,i)

(ėz,i − ez,i
k̇2,i

k2,i
)]

= B1(ez)ėz +B2(ez) (5.34)

where

B1(ez) =







q(ez,1)µ1,1
k1,1(1−µ21,1)

+ (1−q(ez,1))µ2,1
k2,1(1−µ22,1)

q(ez,2)µ1,2
k1,2(1−µ21,2)

+
(1−q(ez,2))µ2,2
k2,2(1−µ22,2)







T

B2(ez) =

2
∑

i=1

[
q(ez,i)µ1,i

k1,i(1− µ2
1,i)

(−ez,i
k̇1,i

k1,i
)

+
(1− q(ez,i))µ2,i

k2,i(1− µ
2
2,i)

(−ez,i
k̇2,i

k2,i
)] (5.35)

Considering Eq. (4.9), we can rewrite Eq. (5.34) as

V̇2 = B1(ez)(M
−1
1 (p)τ −M−1

1 (p)(C1(p,H(p)z)z

+G1(p) + F1(p, ṗ))− żc) +B2(ez)

= B1(ez)(U(p) + P (p, z)− żc) +B2(ez) (5.36)
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where

U(p) = M−1
1 (p)τ

P (p, z) = −M−1
1 (p)(C1(p,H(p)z)z +G1(p) + F1(p, ṗ))) (5.37)

Note that both U(p) and P (p, z) incorporate unknown components, i.e., M−1
1 (p),

C1(p,H(p)z), G1(p) and F1(p, ṗ), in the following, RBFNNs and GL operator are

applied to approximate M−1
1 (p) and P (p, z) as below

M−1
1 (p) = {W ∗

M}
T • {ΦM(p)}+ EM

P (p, z) = {W ∗
P}

T • {ΦP (p, z)}+ EP (5.38)

where {W ∗
M}, {W

∗
P}, {ΦM(p)} and {ΦP (p, z)} are the GL matrices formed by optimal

neural network weights vectors W ∗
Mij ∈ R

nWM and W ∗
Pi ∈ R

nWP , and basis function

vectors φMij ∈ R
nWM and φPi ∈ R

nWM , respectively. EM ∈ R
2×2 and EP ∈ R

2×2

are formed by NN approximation errors εMij and εPi, respectively. The unknown

matrices M−1
1 (p) and P (p, z) are then estimated as

M̂−1
1 (p) = {ŴM}

T • {ΦM(p)} − δM

P̂ (p, z) = {ŴP}
T • {ΦP (p, z)} − δP (5.39)

where δM and δP are the terms to be explained later.

Following Eq. (5.39), the estimated nominal control input is written as

Û(p) = (M̂−1
1 (p))τ = ({ŴM}

T • {ΦM(p)} − δM)τ (5.40)
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By subtracting U(p), we have

U(p)− Û(p) = −{W̃M}
T • {ΦM(p)}τ + (EMτ + δMτ)

(5.41)

where {W̃M} = {ŴM} − {W
∗
M}. By adding and subtracting Û(p) in Eq. (5.29), we

have

V̇2 = B1(ez)(Û(p) + U(p)− Û(p) + P (p, z)− żc)

+B2(ez) (5.42)

An auxiliary matrix H(ez) is defined for the control design as below

H(ez) = − diag {Lez ,1, Lez,2}ez − diag {c1, c2}ez

(5.43)

where ci =
√

(
k̇1,i
k1,i

)2 + (
k̇2,i
k2,i

)2 + c, c > 0 and Lez ,i > 0. Then, we have

B1(ez)H(ez) +B2(ez)

=

2
∑

i=1

[
q(ez,i)µ1,i

k1,i(1− µ2
1,i)

((−

√

(
k̇1,i

k1,i
)2 + (

k̇2,i

k2,i
)2 + c−

k̇1,i

k1,i
)

×ez,i − Lez,iez,i) +
(1− q(ez,i))µ2,i

k2,i(1− µ
2
2,i)

×((−

√

(
k̇1,i

k1,i
)2 + (

k̇2,i

k2,i
)2 + c−

k̇2,i

k2,i
)ez,i

−Lez,iez,i)] (5.44)
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Using the fact that

√

(
k̇1,i

k1,i
)2 + (

k̇2,i

k2,i
)2 + c + q(ez,i)

k̇1,i

k1,i

+(1− q(ez,i))
k̇2,i

k2,i
≥ 0 (5.45)

The following inequality can be obtained

B1(ez)H(ez) +B2(ez)

≤ −

2
∑

i=1

Lez,i(
q(ez,i)µ

2
1,i

1− µ2
1,i

+
(1− q(ez,i))µ

2
2,i

1− µ2
2,i

) (5.46)

Considering Eq. (5.44), we design the nominal control input as

Û(p) = H(ez) + żc − {ŴP}
T • {ΦP (p, z)}+ δP (5.47)

After Û(p) is obtained, the control input τ can be calculated according to Eq. (5.40).

Considering Eqs. (5.38), (5.41) and (5.47), we have

V̇2 = B1(ez)(H(ez)− {W̃P}
T • {ΦP (p, z)}

−{W̃M}
T • {ΦM(p)}τ + (EMτ + δMτ)

+(δP + EP )) +B2(ez) (5.48)

Consider the additive term B1(ez)(EMτ + δMτ) and B1(ez)(EP + δP ). If δM is chosen

as δMij = −sign(B1iτj)sMij and δPi is chosen as δPi = −sign(B1i)sPi, where sMij and

sPi are gain constants that satisfy sMij ≥ ε̄Mij and sPi ≥ ε̄Pi with ε̄Mij and ε̄Pi being

the corresponding upper bounds of εMij and εPi, then, the following inequalities can
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be derived

B1(ez)(EMτ + δMτ) ≤

2
∑

i=1

2
∑

j=1

|B1iτj |(ε̄Mij − sMij) ≤ 0

B1(ez)(EP + δP ) ≤
2

∑

i=1

|B1i|(ε̄Pi − sPi) ≤ 0 (5.49)

Through the above mathematical manipulations, we can obtain

V̇2 ≤ B1(ez)(H(ez)− {W̃P}
T • {ΦP (p, z)}

−{W̃M}
T • {ΦM(p)}τ) +B2(ez) (5.50)

where {W̃P} = {ŴP} − {W
∗
P}.

To investigate the boundedness of the error signals {W̃P} and {W̃M}, the aug-

mented Lyapunov function is given as

V3 = V2 +
1

2

2
∑

i=1

W̃ T
P iΛ

−1
i W̃Pi

+
1

2

2
∑

i=1

2
∑

j=1

W̃ T
MijΓ

−1
ij W̃Mij (5.51)

where Λi ∈ R
nWP

×nWP , Λi = ΛTi > 0 and Γij ∈ R
nWM

×nWM , Γij = ΓTij > 0.

Considering Eq. (5.50) and the following adaptation law for vectors ŴMij and

ŴPi as

˙̂
WPi = Λi(φPi(p)B1i − βiŴPi)

˙̂
WMij = Γij(φMij(p, z)τjB1i − γijŴMij) (5.52)
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then we have the following inequality

V̇3 ≤ B1(ez)H(ez) +B2(ez)−

2
∑

i=1

βiW̃
T
P iŴPi

−
2

∑

i=1

2
∑

j=1

γijW̃
T
MijŴMij (5.53)

It is easy to find that

W̃ T
P iŴPi ≥

1

2
‖W̃Pi‖

2 −
1

2
‖W ∗

Pi‖
2

W̃ T
MijŴMij ≥

1

2
‖W̃Mij‖

2 −
1

2
‖W ∗

Mij‖
2 (5.54)

Thus, we have

V̇3 ≤ −
2

∑

i=1

kez ,i(
p(ez,i)µ

2
1,i

1− µ2
1,i

+
(1− p(ez,i))µ

2
2,i

1− µ2
2,i

)

−
2

∑

i=1

βi

2
‖W̃Pi‖

2 −
2

∑

i=1

2
∑

j=1

γij

2
‖W̃Mij‖

2

+

2
∑

i=1

βi

2
‖W ∗

Pi‖
2 +

2
∑

i=1

2
∑

j=1

γij

2
‖W ∗

Mij‖
2 (5.55)

Lemma 2. [103] For any |µ| < 1, the following inequality holds

log
1

1− µ2
<

µ2

1− µ2
(5.56)

Using Lemma 1, the following inequality can be obtained

V̇3 ≤ −ρ2V3 + ς2 (5.57)
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where

ρ2 = min(2Lez,1, 2Lez ,2,
βi

λmax(Λ
−1
i )

,
γij

λmax(Γ
−1
ij )

) (5.58)

ς2 =

2
∑

i=1

2
∑

j=1

γij

2
‖W ∗

Mij‖
2 +

2
∑

i=1

βi

2
‖W ∗

Pi‖
2 (5.59)

Theorem 5. Consider the mobile robot dynamics in Eq. (4.9), with the nominal

control input (5.47), weight update laws (5.52) and constrained command velocity in

Eq. (5.8). Assume that the initial velocities lie in the constraints, i.e.,

| zi(0) |≤ ka,i (5.60)

(i) The closed-loop system signals ez, {W̃M} and {W̃P} are semiglobally uniformly

bounded.

(ii) The tracking error ez converges asymptotically to the compact set {ez|−Di(t) ≤

ez,i ≤ Di(t)}, ∀t > 0 where

Di(t) = k2,i(t)(1− e
−2(V3(0)+

ς2
ρ2

)
)

Di(t) = k1,i(t)(1− e
−2(V3(0)+

ς2
ρ2

)
) (5.61)

(iii) The mobile robot’s actual velocity z satisfies | zi |≤ ka,i, ∀t > 0, i.e., the

constraint is never violated.
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Proof. (i) Multiplying Ineq. (5.57) by eρt yields

d

dt
(V3(t)e

ρ2t) ≤ ς2e
ρ2t (5.62)

By integrating Ineq. (5.62) over [0, t], we obtain

0 ≤ V3(t) ≤ (V3(0)−
ς2

ρ2
)e−ρ2t +

ς2

ρ2
(5.63)

It is easy to find that

0 ≤ V3(t) ≤ (V3(0)−
ς2

ρ2
)e−ρ2t +

ς2

ρ2
≤ V3(0) +

ς2

ρ2
(5.64)

since V3(t) ≤ V3(0) +
ς2
ρ2
, ∀t > 0. Then, we conclude that ez, {W̃M} and {W̃P} are

all bounded.

(ii) From Ineq. (5.64), we have

V3(0) +
ς2

ρ2
≥











1
2
log

k2
1,i(t)

k2
1,i(t)−e

2

z,i

, 0 < ez,i < k1,i

1
2
log

k2
2,i(t)

k2
2,i(t)−e

2

z,i

, − k2,i < ez,i ≤ 0

Taking exponential of both sides of the above inequality, we obtain

e2z,i ≤











k21,i(1− e
−2(V3(0)+

ς2
ρ2

)
), 0 < ez,i < k1,i

k22,i(1− e
−2(V3(0)+

ς2
ρ2

)
), − k2,i < ez,i ≤ 0

Taking square root of both sides of the above inequality will lead to

Di(t) ≤ ez,i ≤ Di(t) ∀t > 0, i = 1, 2 (5.65)
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(iii) Since zi = ez,i + zc,i and −k1,i(t) ≤ ez,i ≤ k2,i(t), we infer that

−k2,i(t) + zc,i ≤ zi ≤ k1,i(t) + zc,i (5.66)

for all t > 0. From the definition of k1 and k2 in Eq. (5.30), we conclude that

| zi |≤ ka,i, ∀t > 0.

5.5 Simulation

In the following simulation studies, the effectiveness of the combined adaptive kine-

matic/dynamic control is verified. The mobile robot’s dynamic model is given with

M(p) =













m0 0 0

0 m0 0

0 0 I0













, C(p, ṗ) = 03×3,

G(p) = F (ṗ) = 03×1

B(p) =
1

r













cos(θ) cos(θ)

sin(θ) sin(θ)

l
2

− l
2













, JT (p) =













sin(θ)

− cos(θ)

0













The parameters of the mobile robot are: m0 = 2.00kg, I0 = 0.50kgm2, l = 0.09m

and r = 0.02m, where m0, I0, l and r represent the mobile robot’s mass, inertia

moment, distance between driving wheel centers and radius of driving wheels. The

velocity constraints in Eq. (5.6) are selected as ‖ ω ‖≤ 0.25 rad/s and ‖ v ‖≤ 0.15

m/s. The ellipsoidal position constraints are selected as g(ξ, ξp) > 0 with ξp =

[1.8 0.9]T , Rr
z = 0.40m and Q = I2×2.
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The robot’s initial posture is set as [−0.2 1 π
3
]T and the desired trajectory is a

sinusoidal trajectory which is described as xr(t) = 0.03t, yr(t) = cos(xr(t)). The

design parameters of the kinematic controller are selected as L1 = 114I3×3, L2 =

3.3I3×3, L3 = 0.4I3×3, χ = 0.001. For the dynamic controller, Lez1 = Lez2 = 11, λ =

2.7. For the RBFNNs in Eq. (5.39), the number of NN nodes are nWM
= nWP

= 250.

Γij = Λi = 0.02I2×2 and γij = βi = 0.1 for i, j = 1, 2. The centers of the radial basis

functions are evenly distributed in [−10, 10]. The initial NN weights are randomly

selected.

The simulation results are shown in Figs. 5.1, 5.2, 5.3 and 5.4, From Figs. 5.1 and

5.2, it is found that, with our proposed control framework, the actual trajectory under

the proposed method can accurately track the desired one and the defined errors are

quite small while at the same time addressing the motion constraints. The position

constraint in Fig. 5.1 is denoted using the light cyan ellipse. From Fig. 5.1, it can be

observed that the robot does not enter the constrained area during the whole control

process. In this regard, the proposed method provides an explicit way to guarantee

human safety by adding the position constraint. Fig. 5.3 shows the boundedness of

NN weights.

The velocity constraints can be reflected from Fig. 5.4 which indicates that the

command and actual velocities never transgress the defined constraints (denoted using

the green solid and dashed lines) during the whole adaptation process. Even in the

transient response, the command and actual velocities are perfectly limited within

the constrainted region. Thus, in applications where the velocity overshoot in the

transient response is undesired, the proposed method provides an explicit way to

overcome this problem by adding some reasonable constraints.

126



5.5 Simulation

0 1 2 3 4 5 6 7 8
−1

−0.5

0

0.5

1

1.5

X−axis (m)

Y
−

ax
is

 (
m

)

 

 

Reference Trajectory
Actual Trajectory

Fig. 5.1: Reference and actual trajectories. The position constraint is denoted using
the light cyan ellipse.

0 50 100 150 200 250 300
0

1

2

Time (s)

x e (
m

)

0 50 100 150 200 250 300
−1

0

1

Time (s)

y e (
m

)

0 50 100 150 200 250 300
−2

0

2

Time (s)

θ e (
ra

d)

Fig. 5.2: Tracking error

127



5.5 Simulation

0 50 100 150 200 250 300
1

2

3

4

5

Time (s)

N
or

m
 o

f N
N

 W
ei

gh
ts

 

 

||W
M11

||

||W
M12

||

||W
M21

||

||W
M22

||

0 50 100 150 200 250 300

1.6

1.7

1.8

1.9

2

Time (s)

N
or

m
 o

f N
N

 W
ei

gh
ts

 

 

||W
P11

||

||W
P21

||

Fig. 5.3: Norm of NN weights

50 100 150 200 250 300
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

Time (s)

C
om

m
an

d 
an

d 
ac

tu
al

 v
el

oc
iti

es
 (

m
/s

)

 

 

v
c

ω
c

v
ω

Fig. 5.4: Command and actual velocities. Constraints on v are denoted using green
solid lines and constraints on ω are denoted using green dashed lines.

128



5.6 Experiment

5.6 Experiment

Fig. 5.5: Experiment Settings

In this section, we conduct an experimental study of the proposed control frame-

work with an iClebo Kobuki in Social Robotics Lab, National University of Singapore.

The Kobuki robot is a low-cost mobile research base designed for education and re-

search, as shown in Fig. 5.5. A Lenovo laptop is provided as an external computing

unit, which communicates with Kobuki through Robot Operation Systems using “n-

odes” and “topics” to read data streams (such as current position, movement speed,

etc.) and send commands. Kobuki provides infrared sensors, an internal gyroscope,

and other actuators for moving the robot. Its highly accurate odometry, amended

by the factory calibrated gyroscope, enables precise navigation. As the Kobuki robot

only provides velocity control, so only the kinematic controller discussed in Section

4.3.2 is implemented and a perfect inner-loop is assumed such that z = zc for any

t > 0.
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The initial posture of the robot is selected as [0 0 0]T by resetting the odometry.

The velocity constraints in Eq. (5.6) are selected as ‖ ω ‖≤ 0.40 rad/s and ‖ v ‖≤ 0.40

m/s. The ellipsoidal position constraints are selected as g(ξ, ξp) > 0 with ξp =

[1.0 − 0.3]T , Rr
z = 0.40m and Q = I2×2. The reference trajectory is given as xr(t) =

0.2t, yr(t) = sin(xr(t)).

The experimental results are shown in Figs. 5.6, 5.7, 5.8 and 5.9. Similarly to the

simulation results, as shown in Fig. 5.6, it is found that the actual trajectory under

the proposed method can accurately track the desired one without transgressing the

position constraint. The velocity constraints applied on the actual velocity can be

reflected from Fig. 5.7 which indicates that the actual velocity never transgresses the

constraints during the whole process.

A more illustrative demonstration of the efficacy of the proposed method can

be obtained by comparing above results with those in Figs. 5.8 and 5.9 where the

kinematic control in [77] is implemented while not imposing velocity and position

constraints. As can be seen in Figs. 5.8 and 5.9, the mobile robot successfully tracks

the desired trajectory as well. However, since no motion constraints are considered,

the velocities of the mobile robot rise to a much higher level as to track the desired

trajectory and the position constraint is violated during the transient process.

5.7 Conclusion

In this chapter, we have presented adaptive control for mobile robots under position

and velocity constraints. A combined adaptive kinematic/dynamic control which

assures motion constraints satisfaction has been applied to guarantee that the target

social force model is achieved. The validity of the proposed method has been verified
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through simulation and experimental studies.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

6.1.1 Impedance Adaptation for Robots in Physical Interac-

tions with Environments

Impedance adaptation has been developed in Chapter 2 to obtain the desired impedance

parameters such that the optimal interaction is realized subject to unknown environ-

ments. The environment dynamics have been taken into consideration in the analysis

of optimal robot-environment interaction, and they are described as linear systems

with unknown dynamics. ADP for systems with unknown dynamics has been modi-

fied such that trajectory tracking is achievable and the desired impedance model can

be obtained. Impedance parameters of robots are obtained subject to unknown en-

vironments, which guarantee the optimal robot-environment interaction in the sense

of trajectory tracking and force regulation. The validity of the proposed method

has been verified through simulation studies with two kinds of environments selected
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which represent a large range of environments.

6.1.2 Reference Adaptation for Robots in Physical Interac-

tions with Environments

Besides impedance adaptation, reference adaptation also has to be taken into account

to achieve desirable adaptation performance. In Chapter 3, reference adaptation has

been developed to refine the reference trajectory of the robot arm, such that the de-

sired interaction performance can be achieved subject to unknown environments. The

desired interaction performance has been defined by minimizing a certain cost func-

tion which describes a trade-off of trajectory tracking and force minimization. This

cost function has been parameterized and the trajectory parameters have been up-

dated to minimize it. The validity of the proposed method has been verified through

simulation and experimental studies.

6.1.3 Social Force Control for Mobile Robots

When the robot is navigating in human environment, social rules and constraints

need also to be addressed for friendly and natural robot motion control. Although

there are many methods can be adopted to generate varying degrees of safe and

effective obstacle avoidance or safe navigation, little is explicitly considered for the

pre-established social conventions used by humans. In Chapter 4, an adaptive control

based on social force model for mobile robots operating in human environments is

proposed. Instead of modeling a human as a moving obstacle, we have used a social

force model to govern the robot’s behavior. The potential field in the theory of social

proxemics has been adopted to generate the interaction force. A combined adaptive
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kinematic/dynamic control has been applied to guarantee that the target social force

model is achieved. The validity of the proposed method has been verified through

experimental studies.

6.1.4 Control of Mobile Robots with Motion Constraints

Aside from the proxemics requirement, for the successful introduction of mobile robots

in human environments, the robots’ position and velocities (heading and angular)

must also be constrained. To address this problem, in Chapter 5, a combined adaptive

kinematic/dynamic control which assures motion constraints satisfaction has been

applied to guarantee that the target social force model is achieved. The validity of

the proposed method has been verified through simulation and experimental studies.

6.2 Future Work

Humans adapt both impedance and reference trajectory simultaneously during the

interaction with environments. How to integrate the proposed reference adaptation

with impedance learning/adaptation in a unified framework needs to be further inves-

tigated. It is worth noting that in the proposed reference adaptation, the interaction

performance cost is minimized using iterative learning. In this regard, the proposed

method is inevitably subjected to some drawbacks of iterative learning such as re-

quirement of iterative searching and task repeatability. We will investigate how to

address this issue in our future works. Moreover, the interaction performance relies on

the selection of the cost function, which has been shown to be non-trivial [44]. A priori

partial knowledge of the environment can be used to cope with this problem in some
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cases, while how to address it in a general case is still an open problem which will be

thoroughly justified and considered in the future work and applied to robot control.

In addition, in the this thesis, the reference trajectory is parameterized using Bezier

curve, it will suffer from the computation cost due to the combinatorial explosion. In

the future works, we will also examine other methods for more data-efficient trajecto-

ry parametrization, e.g., polynomial parametrization, Fourier approximation, Quintic

Bezier splines and dynamic representations such as dynamical movement primitives

(DMPs). In addition, the reference trajectory adaptation is partly inspired by the

human motor control work in [40] which has shown adaptive human behavior in the

presence of force fields with different stiffness. In the simulations and experiments, we

have observed similar results such as “With more simulation studies, it can be further

shown that when there is no interaction force, the equilibrium reference trajectory and

the equilibrium actual trajectory will be identical to the task trajectory. This is similar

to the human experiment results observed in [40], where it shows that humans tend

to make compensatory movements with small interaction forces, and seek a trade-off

between tracking errors and interaction forces in force fields with moderate stiffness.”

and “This is similar to the human experiment results where the interaction perfor-

mance can also be adjusted by humans [40].”. However, the proposed method has not

fully been compared with human measured data which will be further investigated in

our future works.

Besides, in the proposed impedance adaptation and reference adaptation, a cost

function which combines the tracking error and interaction force between the robot

and the environment is adopted to evaluate and quantify the interaction performance.

When the cost function is predetermined, optimal control or optimization techniques

can be adopted to improve the interaction performance which is presented in this
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thesis. However, if the objective is not predetermined, given the human demonstration

in physical interaction, how to obtain the desired cost function which incorporate the

human’s skillful knowledge and behavior remains an open problem. Inverse optimal

control (IOC) discussed in [104, 105], also known as inverse reinforcement learning

(IRL), may be a promising approach to tackle this problem. IOC recovers an unknown

reward function from expert demonstrations of the corresponding policy. This cost

function can be then used to perform apprenticeship learning, generalize the human

behavior to new situations, or infer the human goals which will be further investigated

in our future works.

Furthermore, for the social force control proposed in this thesis, only a simple

scenario where one robot vs one human interaction is investigated. The proposed

method may not be applicable to the case of one robot vs multiple humans. How

to design dynamic social proxemics potential field which suits one vs many scenario

under the proposed human sociable indices remains to be studied in the future works.
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