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Abstract—With computing systems becoming ubiquitous, numerous data sets of extremely large size are becoming available for analysis. 
Often the data collected have complex, graph based structures, which makes them difficult to process with traditional tools. Moreover, the 
irregularities in the data sets, and in the analysis algorithms, hamper the scaling of performance in large distributed high-performance 
systems, optimized for locality exploitation and regular data structures. In this paper we present an approach to system design that enable 
efficient execution of applications with irregular memory patterns on a distributed, many-core architecture, based on off-the-shelf cores. We 
introduce a set of hardware and software components, which provide a distributed global address space, fine-grained synchronization and 
latency hiding of remote accesses with multithreading. An FPGA prototype has been implemented to explore the design with a set of typical 
irregular kernels. We finally present an analytical model that highlights the benefits of the approach and helps identifying the bottlenecks in 
the prototype. The experimental evaluation on graph based applications demonstrates the scalability of the architecture for different 
configurations of the whole system.

Index Terms: Computer architecture, irregular applications, high-performance computing, distributed computing, multithreaded 
architectures, parallel architectures, field programmable gate arrays, prototype

1 INTRODUCTION

The interest towards algorithms and applications for data 
knowledge discovery on big, unstructured data, is rap-
idly increasing. The most visible use of such algorithms is the
analysis of social networks or customer habits for marketing
and recommendations. They are also used in various areas of
research and business, such as the study of interactions in bio-
logical systems [1], [2] or the analysis of logistic networks [3].
In these applications, the data are stored in very large pointer-
based structures, such as graphs and unbalanced trees, which
can be composed of many millions of nodes and billions of
edges, as in the case of social networks [4].

Because of the large size of the data, distributed high per-
formance computing (HPC) systems are required to run the
algorithms. However, the irregularity of the data structures
makes it very difficult to partition the data effectively across
the nodes. In addition, the accesses to these structures usu-
ally present poor spatial and temporal locality, causing

frequent fine-grained requests to the memory hierarchy and
network, with a very irregularmix of long and short latencies
[5]. Finally, the dynamic nature of the data structures makes
the task of optimizing their layout evenmore difficult.

Past and currentHPC systemsmainly target traditional sci-
entific applications, which process highly regular data struc-
tures. These applications feature high arithmetic intensity and
data locality, and are relatively easy to partition into loosely
dependent tasks. Therefore, modern HPC systems are
designed as clusters whose nodes include powerful multi-
core processors, large memories and complex cache hierar-
chies, and are interconnected by high bandwidth communica-
tion networks. However, deep cache hierarchies are beneficial
only to algorithms with high data locality. Instead, applica-
tions with highly irregular memory patterns and large data
sets, from now called irregular applications, perform poorly [6].
Furthermore, knowledge discovery applications have large
degrees of parallelism exploitable by HPC clusters. However,
because of the connectivity of the graphs, the performance on
large systems is dominated by the communication time [7].

The Cray XMT [8] is a supercomputer explicitly designed
for irregular applications. The three key features of this dis-
tributed machine are: massive multithreading, fine-grained
synchronization and global memory address space. Each node of
the XMT includes a custom hardware multi-threaded pro-
cessor, named ThreadStorm, that supports up to 128 hard-
ware contexts. The large number of thread contexts allows
keeping the processor pipeline busy during long latency
operations, such as remote memory accesses (RMA) across
the network. The system also includes a remote memory
access module, placed between the ThreadStorm processor
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and the Seastar network. This module provides a globally-
shared address space, which is transparently mapped and
uniformly scrambled across all the nodes of the system.
This simplifies the algorithms design, by eliminating the
need to manually partition the data. The XMT approach is
viable because massive multithreading enables latency tol-
erance in place of latency reduction, and the address scram-
bling makes the average data access latencies more
uniform. Finally, the XMT associates a full/empty bit with
every memory word, used by atomic operations and block-
ing memory accesses. The result is a mechanism for
dynamic conflict avoidance with very low overhead, helpful
in irregular and unpredictable algorithms. However, the
XMT does not run traditional regular workloads as effi-
ciently, and its evolution may not be economically sustain-
able, since it is a custom machine with a limited market.

Meanwhile, paradigms for novel processor designs are
shifting towards many-core architectures, which integrate
hundreds of small and low-power cores in a single die. The
unprecedented levels of parallelism exposed are ideal for
building new HPC systems, especially for running memory
bound and massively parallel applications. However, for
performance reasons, all these architectures favor distrib-
uted programming models, focused on locality exploitation,
independently from the actual memory model [9], [10], [11].
Therefore, it is of crucial interest to understand how to
evolve these novel architectures without neglecting the
characteristics of irregular algorithms.

One of the driving principles of the XMT design was
improving the performance of irregular applications with-
out requiring complex optimizations from the programmer.
Provided that enough parallelism is available, the XMT’s
hardware and software enable automatic and transparent
latency hiding and workload balancing. In this paper we
study the possibility to achieve the same result starting
from standard, therefore cheaper, off-the-shelf components,
including processors and memory controllers (MC).

The main contributions of this paper are:

� the design of custom hardware and software compo-
nents that provide a virtual global address space,
transparently to the application, and latency hiding
through software multithreading;

� the development of a prototyping platform based on
multiple field programmable gate arrays (FPGAs),
employed to validate the approach;

� an analytical model that correlates single-node and
system-wide architectural parameters with system
performance metrics.

The paper is organized as follows. Section 2 discusses
the related work. Section 3 describes the architecture build-
ing blocks and the custom components that we designed,
while Section 4 gives an overview of the programming
model and the software execution flow. Sections 5 and 6
describe the FPGA prototype that we developed for explo-
ration purposes and an analytical model that links the most
relevant system-level parameters to the overall perfor-
mance, giving useful insights on the architecture strengths
and bottlenecks. Section 7 presents and discusses the
results of the experimental evaluation and, finally,
Section 8 concludes the paper.

2 RELATED WORK

The Cray XMT [8], mentioned in Section 1, is a reference for
many research projects on irregular parallel applications,
because its peculiar features provide both good perfor-
mance and a simple programming model. Its main draw-
backs are the cost and the excessive specialization. These
motivate the search for ways to integrate its features into
more traditional architectures and systems.

Multithreading allows tolerating long latency memory
accesses, in combination or in opposition to latency reduction
techniques such as caches, prefetching and operation reorder-
ing. Interleavedmultithreaded processors switch from thread
to thread on a cycle-by-cycle basis, hiding the stalls due to
short distance dependencies. Examples of interleaved multi-
threaded processors are those in the TeraMTA and TeraMTA
2, the ThreadStorm in the Cray XMT [8], and the Oracle
SPARC processors based on the Niagara [12] architecture.
The Niagara-based processors have smaller caches than other
contemporary architectures, but, thanks to a higher number
of threads, can tolerate memory access latencies. In the Ultra-
SPARC T1 each of the eight cores can execute four threads,
while the SPARC T3 can run eight threads on each of its 16
cores. Nevertheless, they are not designed to tolerate the net-
work latency due to remote memory accesses, nor they pro-
vide a global address space. The ThreadStorm, with 128
hardware thread contexts in a single core, can effectively toler-
ate network latency, and supports a scrambled global address
space in hardware. However, it is not as effective when run-
ning regularworkloads.

An alternative to temporal multithreading is the simulta-
neous multithreading (SMT) implemented in superscalar
architectures such as the IBM POWER7 and the Intel Sandy
Bridge. SMT keeps multiple thread contexts active at the
same time, and identifies independent instructions to be
issued simultaneously on the available execution units.
However, the objective of SMT is to maintain high the utili-
zation of the processor functional units, rather than hiding
memory latency.

The use of software-based fast thread switching for latency
tolerance has been explored in several works. For example,
the Qthreads [13] library implements software fine-grained
multithreading, XMT-like full/empty bit semantics, and sup-
ports various architectures (POWER, x86, SPARC, Tilera).
The APRIL processor architecture [14] in the Alewife
machine, instead, exploits software block multithreading to
hide memory access latencies. However, these approaches
have not been thoroughly explored in multi-node machines,
with support for distributed or global address spaces.

CPU Scheduling is a topic of great importance, especially in
parallel and distributed systems. A widely used strategy to
enhance load balancing in parallel programs with fine-
grained parallelism is Work-Stealing. According to it, each
processing element has a dedicated queue, but can steal tasks
from other queues instead of stalling. To reduce the algorithm
overhead, different techniques are proposed [15], [16]. In this
paper we are addressing data-intensive algorithms that exe-
cute long latency requests very frequently. Hence, we neglect
the details of the scheduling algorithm, instead focusing on
identifying the requests and on automatically removing the
stalls from the pipeline with fast context switches. We



consider load balancing techniques, such as work-stealing,
orthogonal and synergic to our proposal.

Partitioned Global Address Space (PGAS) programming
models offer a virtual global address space space without
neglecting data or thread locality. These programming
models are progressively gaining traction in the HPC com-
munity, because they can reduce the effort for programming
large-scale machines without trading off too much perfor-
mance. They can be found in languages such as Chapel [17],
Unified Parallel C [18], Titanium [19], Co-Array Fortran
[20], X-10 [21] or libraries such as GASNet [22] and Global
Arrays [23]. However, these approaches still are mostly soft-
ware-based, and their runtimes can generate significant
overheads [24]. An example of hardware support for the
global address space is the Cray Gemini interconnect [25],
that allows pipelining of remote references. Nevertheless,
remote DMA operations in current high performance net-
works require to be set up through complex memory regis-
tration operations, usually involve limited portions of the
memory, and are optimized to transfer large chunks of data.
Therefore, PGAS models are still more amenable to regular
workloads that generate coarsegrained transactions.

Graph based data structures appear in many irregular par-
allel algorithms. Grappa [26] is a software system which inte-
grates a PGAS programming model and multithreading to
crunch large graphs on commodity clusters. The Gobal Mem-
ory and Threading (GMT) [27] runtime library adds message
aggregation to the PGASmemorymodel and lightweight soft-
ware multithreading to further enhance network utilization.
Other tools, such as GraphLab [28], Pregel [29] and Giraph,
exploit vertex programs that run on each vertex and interacts
along edges, exploiting a bulk synchronous parallel model.
Interactions either use messages (Pregel and Giraph) or
shared states (Graphlab).However, even ifwe use graph algo-
rithms as target benchmarks, our objective is not to implement
a software library exclusively for graphs. Instead, we look at
integrating small modules at all system levels (hardware
architecture, runtime) to enhance the execution of irregular
applicationswith limited impact on the programmingmodel.

Hardware support for global address space is provided by
the RMA modules in the Cray XMT system, which forwards
memory requests across the network and also provides fine-
grained synchronization by extending thememory semantics.
To the best of our knowledge, the XMT is the only commercial
system toprovide such features.We follow a similar approach
for the global address space, but we target commodity cores
and memory subsystem. A custom module is proposed also
in [30]. The module extends the HyperTransport protocol
from single to multiple nodes, forwarding Programmed I/O
(PIO) operations over a custom high performance network.
The approach is validated through FPGA prototyping. Our
approach has similar basis, but is focused on the on-chip
design rather than the external network. Furthermore, we
look at how to tolerate access latencies through multithread-
ing and include fine-grain synchronization support. Finally,
we also evaluate the system-level implications of the design
by presenting amodel for latency tolerance.

Analytical models for multithreaded processors have
been developed in the past. In [31], Agarwal presents an
analytical performance model for cache-coherent multi-
threaded distributed processors, which includes cache

interference, network contention, context-switching over-
head, and data-sharing effects. In [32] the authors present
an analytic framework to evaluate the performance of a
spectrum of machines, including interleaved and block
multithreaded processors. We follow an approach similar
to these works, introducing an analytic model that corre-
lates the degree of multithreading and switching delay to
memory/network bandwidth and latency. Unlike the
afore-mentioned works, we focus in particular on irregu-
lar applications, characterized by a high ratio of remote
memory operations with respect to local ones, and we
ignore the cache hierarchy, which is ineffective for this
kind of workloads [6].

3 ARCHITECTURE DESCRIPTION

This section presents in detail the proposed architecture. We
start by providing a high level overview of the system.
Then, we delve into the details of the required features, and
how the system provides them.

Fig. 1 shows an overview of the HPC system, with differ-
ent levels of details going from the whole cluster (on the
left) to the single core. The cluster is composed of many
nodes interconnected through a high performance network.
Our architecture is independent of the topology and proto-
col used for the network. The network design only affects
the system performance and its optimal configuration.
Every node of the cluster consists of a many-core system,
composed of many processing tiles (T) connected by an on-
chip network to the memory controller, peripherals and the
external network interface. Each tile, in turn, includes a
core, a private memory element, which can be a scratchpad
or an L1 cache, and a custom memory interface adapter.
The purpose of the private memory is to store near to the
core the portions of the address space that show locality of
references, such as the stack and the code segment.

We have enhanced the system with three on-chip custom
components, highlighted in Fig. 1: the global memory access
scheduler (GMAS), the global network interface (GNI) and
global synchronization (GSYNC). These components jointly
provides a set of features that enable efficient execution of
irregular applications:

� transparent global address space;
� reduction of hot-spots formation in the network;
� automatic hiding of network latency through

multithreading;
� fine-grained global synchronization primitives.

Fig. 1. Hierarchical overview of the architecture: whole system, single
node and single tile detail.



An instance of the GMAS is attached between the data
port of each core and the on-chip network, so that it can
intercept all data accesses and translate global addresses to
physical ones. The GMAS also connects to the interrupt port
of the core, in order to trigger the scheduler and interact
with the run-time. Each node includes a single GNI
instance, shared by all its tiles. The GNI provides access to
the remote sections of the global address space though
memory mapping. Lastly, the GSYNC provides synchroni-
zation support, by implementing a lock map that each core
can access by reading or writing dedicated memory
mapped registers inside the GMAS. All the blocks are
designed for minimal impact on the pre-existing compo-
nents, and can be disabled to run applications with high
data locality, or based on different concurrency models.

The rest of this section describes how the custom compo-
nents provide the desired features, and details their
implementation.

3.1 Global Address Space

The first feature offered by the designed architecture is
hardware support for a global address space across all
nodes and application instances. To create a global address
space, part of the memory range in each node is reserved
for global use. All these regions are then composed in a
global address range, logically contiguous but physically
distributed on the whole system. The hardware support
consists in exposing this address space to the cores, and in
automatically forwarding remote memory requests to the
corresponding nodes. Fig. 2 shows three different address
spaces. On the left, there is the address space visible to
each core, which includes the private memory, local to the
core, the peripherals, the node-local memory, and the
global space. The second address space is composed of
the physical addresses seen by the on-chip network. A
small part of the global address space is mapped into the
reserved portion of the node memory, while the remaining
is mapped on the GNI addresses. This first mapping is per-
formed by the GMAS inserted between the data port of a
core and the local network, and allows direct access to the
local portion. Finally, the GNI maps the remote memories
to portions of its own address range, exposing them to the
on-chip space.

The GNI (Fig. 3) acts as a transparent bridge between the
node-local network and the system network, converting the

transactions from one protocol to the other. In details, it
decodes memory transactions, encapsulates them inside
network packets, and performs translation of addresses and
identifiers. The GNI handles outgoing and ingoing transac-
tions concurrently, using separate queues and paths, and
serves both categories with a first come first served policy.
The GNI receives long latency requests as memory mapped
load/store transactions through the on-chip network. It
extracts from the memory address both the identifier of the
destination node and the physical memory address, used at
the destination. Then, it creates a network packet that
includes as payload the requested operation and its argu-
ments. The GNI also generates a unique transaction identi-
fier, which includes the identifiers of the originating core
and thread, as well as the node address. Hence, all the infor-
mation required to match the responses with the pending
threads are included in the packets themselves. The destina-
tion GNI decodes incoming requests and converts them into
memory accesses towards the local DRAM, then sends the
responses along an analogous path to the originating core.

To make programming easier, we require both load and
store transactions to be non-posted, i.e., they both require a
response from the receiver. Therefore, all types of transac-
tions require a full round-trip over the network. This
requirement ensures that all memory writes included in a
critical section are concluded and visible by every other
node before exiting the section itself, independently from
the distance of the destination.

In order to route the responses back to the originating
node, the network packet headers have to include both
the source node address and an identifier field large
enough to associate the transaction to the issuing thread.
These two fields together, therefore, should be capable to
represent the maximum number of threads supported on
the whole system. On the other hand, the on-chip net-
works and buses are usually designed with much smaller
transaction identifiers. Hence, the GNI includes a transla-
tion table that dynamically assigns unused local identi-
fiers to the incoming global transactions, for accessing the
DRAM and GSYNC.

As previously said, the GMAS is also involved in provid-
ing a global address space. Since it is inserted between the
cores and the on-chip network, it intercepts all memory
accesses and identifies those directed towards the global
address space. It can then modify the addresses, and even
transform the requested operations into different ones. In

Fig. 2. Address space layout, as seen by (a) the cores and (b) the on-
chip network.

Fig. 3. GNI internal structure.



particular, accesses to the local portion of the global space
are directly forwarded to the memory controller, while the
other global accesses are redirected to the GNI, with the
addresses rewritten in the format that it can understand.

3.2 Reducing Hot-Spot Formation

One of the problems with parallel and distributed systems
is the run-time formation of hotspots due to temporary high
contention on single resources, which generate work imbal-
ance and reduce performance. If a significant fraction of
global memory accesses are directed to a single node, then
the system performance is bound to the bandwidth of its
network interface. The desired optimal behavior, instead, is
to evenly distribute the accesses on all the nodes. One way
to achieve it is to use the complex mappings of memory
addresses to nodes to minimize the clashes caused by con-
current visits on the data structure. This approach has been
used for optimizing parallel access to memory banks, e.g. in
[33], and to distribute the workload in the Cray XMT.

We followed this approach, and added a scrambling
function inside the GMAS, which scrambles global memory
addresses before mapping them on the nodes. The function
is configurable, and preserves very few last-significant bits,
in order to distribute the addresses on the nodes with a very
fine granularity, e.g. 64 bytes as the Cray XMT [8].

The scrambling has the effect of breaking structures and
variables larger than the selected granularity and of scatter-
ing them across the nodes of the system. This is useful
when accessing data structures such as the adjacency lists
used in graphs and trees, because it increases the probabil-
ity of distributing subsequent requests on multiple nodes,
balancing the network traffic. In addition, it allows spread-
ing the data structures on all the nodes in the system, inde-
pendently on their size. This enables exploiting all the
system resources even on small problem instances, and to
evenly distribute multiple data structures.

The result of the address scrambling is an uniform distri-
bution (in average) of the traffic over the system [34].

3.3 Latency Tolerance

In addition to providing the global address space, the
GMAS includes various features to hide the long latency of
network transactions through multithreading. The goal is to
automatically exploit task-level parallelism to improve both
the processor and network bandwidth utilization, by exe-
cuting multiple threads while waiting for a response from
the network. To achieve this, the GMAS performs the fol-
lowing actions when it identifies a remote request. First of
all, it takes charge of waiting for the answer, internally
keeping track of the pending status of the current thread.
Then, it notifies the event to the core to start a context switch
and, finally, it selects the next thread to execute. These
actions involve a set of hardware components inside the
GMAS and of software routines for the context switch.

Fig. 4 shows the internal structure of the GMAS. It
includes a load/store buffer (LSB) that stores the informa-
tion required to handle the remote requests. Each slot corre-
sponds to a thread that can run on the processor, and
includes a status bit and a field to store the result of remote
requests when they are received. We are currently targeting

cores with an in-order pipeline, which can handle a single
pending memory access at a time. Therefore, it is necessary
to add a buffer external to the core to free the internal load/
store unit and exploit thread-level parallelism.

While the GMAS stores the request for a remote transac-
tion in the LSB, it also triggers an interrupt towards the
core, causing a context switch. The core execution is then
decoupled from the network transaction, hiding its latency.
The specific details on how the core pipeline handles an
external interrupt vary from core to core. However, in many
architectures, a memory instruction that reaches the mem-
ory access stage (or equivalent) is allowed to complete,
delaying the interrupt handler. This would prevent the core
from servicing the interrupt and perform the context switch.
To include in our architecture design also simple cores that
have this limitation, the GMAS also sends to the core a fake
memory response. When restoring the context of the thread,
the program counter is set to the last instruction executed,
instead of the next instruction, as it usually happens. This
enables the core to re-issue the memory request and to fetch
the result from the LSB.

Another key component of the GMAS is the hardware
scheduler. The scheduler selects the next thread to exe-
cute and exposes its ID to the software through one of the
memory mapped registers. The GMAS always triggers
the scheduler together with the interrupt signal, hence
scheduling is masked by the saving of the old thread con-
text, reducing the context switch latency. In addition, the
scheduler does not need to access the memory, because
the GMAS stores the statuses of the threads running on
its core in the LSB. We selected the Round Robin algo-
rithm for the prototype, because it is predictable and per-
mits fast hardware implementations.

In addition to preempting the threads on remote memory
accesses, the GMAS also allows the threads to yield the pro-
cessor by writing in a specific register. We use this feature
in the software synchronization primitives, to block the
thread while waiting on local resources.

3.4 Synchronization

Regular data structures, such as dense matrices, allow iden-
tifying most of the data dependencies at design or compile
time. Conversely, algorithms based on arbitrary graphs and
trees require run-time conflict avoidance, because the
interference depends on the data instance. Therefore, the
synchronization primitives offered by a system have a
huge impact on both the applications complexity and

Fig. 4. GMAS internal structure.



performance. Common APIs based on mutex variables
incur in excessive overhead, both in terms of memory size
and time, because every element in the shared data struc-
ture has to be protected. Consequently, there is a need for
hardware support for fine-grained synchronization, which
permits precise control of the threads with low overheads.

We included in the system a dedicated hardware compo-
nent to support synchronization, the GSYNC, and an inter-
face inside the GMAS that exposes its features to the
software. The GSYNC integrates a lock table, which is
exposed on the on-chip interconnection address space. The
reason for an interface inside the GMAS is that each GSYNC
manages the synchronization on the memory addresses
physically mapped on its own node. Hence, accesses from
the core to the GSYNCs have to pass through the scrambling
and mapping logic included in the GMAS, as described in
Sections 3.1 and 3.2.

We have implemented two synchronization operations,
the try-lock and unlock, which are exposed to the applica-
tion through two registers inside the GMAS. Since each
node includes many cores, the accesses to the GSYNC
have to be atomic. Therefore, we implemented the two
operations as memory requests in the GSYNC address
space, respectively as read and write accesses. This keeps
the implementation independent from the on-chip inter-
connection, and bypasses its limitations.

When the GSYNC receives a load request, it sets the lock
bit associated to the address to 1 and returns the previous
value. Conversely, a write request always sets the bit to 0.
We implemented in software a lock operation, using a spin
loop that yields the processor after every failed attempt.
Even if the yields increase the traffic generated, they are
required to prevent deadlocks. The reason is that only
remote accesses cause a preemption, so a thread spinning
on a lock owned by another thread of the same processor
would cause a deadlock.

In the prototype, the lock table internal to the GSYNC
is much smaller than the memory it protects. Conse-
quently, multiple addresses share the same entry. The
GMAS performs the mapping among addresses and
entries by considering a subset of the address bits and
encoding the entry number as part of the address used to
access the GSYNC. This direct mapping may cause false
failures of the lock primitive, increasing spinning times.
However, the simplicity of the logic limits the latency of
the transactions, providing a reasonable tradeoffs for the
purpose of prototype. A more robust implementation
could be obtained by replacing the direct mapped table
with a content addressable memory (CAM). From the
protocol side, this requires to actually send to the GSYNC
the whole address to lock. From the hardware side, the
on-chip interconnection has to provide adequate support
for atomic transactions. While in general this is a reason-
able approach, in the very first implementation of the pro-
totype we preferred the flexibility in architectural design
over the robustness of the system.

3.5 The Processing Core

The system architecture is completely independent from the
instruction set of the cores. It only weakly depends on their
internal micro-architecture. We are currently focused on

in-order single-issue cores. This prevents the threads from
overlapping the execution of multiple memory accesses and
simplifies the automatic context switch triggered by them.
The core also needs to support precise interrupt handling.

A second requirement for the implementation of the
prototype is the availability of a dedicated low-latency
memory directly connected to each core, to store the
thread contexts and allow fast context switches. If,
instead, a cache hierarchy is used, the pressure on the
first level caches can produce a high miss rate during the
context switch [26]. Hence, fast context switches would
be possible only if the memory hierarchy allows pinning
the contexts inside the lower levels.

4 PROGRAMMING AND EXECUTION MODEL

This section describes the programming model and exe-
cution flow of the designed architecture. Thanks to the
custom hardware modules specifically designed for this
architecture, the programming model can replicate the
shared-memory semantic on top of a distributed mem-
ory system, with POSIX-like multithreading and lock-
based synchronization. The applications are designed
following the single-program-multiple-data (SPMD) par-
adigm, where every core of the system runs the same
application with different inputs.

During the system boot, every core reads a unique
node identifier from dedicated hardware and a unique
core identifier (within the node) from its attached GMAS.
These identifiers are exposed to the application to distin-
guish the application instances and distribute the work-
load. Then, the predefined master core initializes the
global data structures used by the run-time, while the
remaining cores wait on a barrier allocated at a fixed
address inside the global space.

As discussed in Section 3.3, multithreading enables
each core to tolerate the latency of remote memory
accesses. The applications start with one master thread
per core, which can create child threads at anytime dur-
ing application execution. The switching among the
threads in a core occurs at every remote memory refer-
ence, or using an explicit yield command. In detail, when
a GMAS detects that its core has issued a remote memory
reference, it sends an interrupt. Within the interrupt ser-
vice routine, the core saves the context of the running
thread and switches to the next one, if available. The
threads are selected by the hardware scheduler inside the
GMAS, using a round robin policy among those that have
no pending operations in the LSB (see Fig. 4). A thread
can yield the processor by writing the command in a
GMAS register. The write makes the GMAS raise the
interrupt signal as if a remote request had been issued.

Communication among threads should take place only
through the global address space, whether they run on dif-
ferent cores or on the same one. However, the node memory
can still be used for optimization, e.g. for storing temporary
local work-lists. Inter-thread synchronization is performed
through explicit lock and unlock primitives, described in Sec-
tion 3.4. In addition, barrier primitives implemented in soft-
ware are provided for bulk synchronization. Since the
synchronization happens in the global address space, it can



generate remote requests and trigger context switches.
Moreover, a failure to acquire a lock also triggers a context
switch, preventing deadlocks in case the lock is held by
another thread on the same core.

5 PROTOTYPING PLATFORM

This section describes the FPGA prototyping platform
that we developed to evaluate the designed architecture.
Hardware prototypes and simulators allow joint research
on hardware architectures and software algorithms. How-
ever, software simulation is still too slow and impractical to
evaluate parallel algorithms with large data-sets. On the
contrary, FPGAs systems can integrate multiple cores and
I/O interfaces, hence they allow to emulate multi-core sys-
tems in full detail, while achieving better performance than
simulation [35].

We implemented the FPGA design using the Xilinx ISE
Embedded Design Suite, version 13.4. The multi-node pro-
totype is composed of four ML605 boards, each mounting a
LX240T Virtex-6 FPGA. The boards communicate through
the RocketIO GTX transceivers and are interconnected with
coaxial cables, providing full-duplex links. To increase the
number of transceivers available, every board mounts an
FMC XM104 daughter board. Communication between
nodes is done via the Aurora protocol, a lightweight link-
layer protocol developed by Xilinx for high-speed serial
links [36]. In particular, we use the 8B/10B flit encoding.

Since our prototype is based on FPGA, it is limited by the
reduced operating frequency for the processing cores, cus-
tom logic and the on- and off-chip interconnects. However,
the downscaling of processor operating frequency and
channel bandwidth does not invalidate the information on
performance scaling that we can extract from the prototype.
Moreover, we downscaled the network bandwidth to match
the reduced frequency of FPGA, maintaining the relative
performance of the components coherent with those of com-
mercial processors, on-chip interconnects and channels. The
prototype uses off-the-shelf IP cores for the on-chip inter-
connection, the processing cores and memory controller,
and only adds the three modules described in Section 3.

The many-core node architecture is composed of instan-
ces of the Xilinx MicroBlaze core. This is a simple but
configurable 32-bit RISC soft-core, which can be synthesized
on FPGAs. Nevertheless, the proposed approach is inde-
pendent from its specific ISA, as long as the selected core is
in-order and supports precise interrupt processing. The on-
chip interconnect sub-system is the ARM AXI4 bus, a com-
mon interconnect solution for the design of systems-on-chip
and embedded systems in general. Xilinx implementation
of the bus supports up to 16 masters in single-layer configu-
ration, along with split transactions, pipelined requests and
burst messages [37]. The platform also includes a DDR3
RAM controller to connect to the node memory, i.e. a
512 MB SODIMM module. Finally, each node includes an
UART controller and a hardware debug module (MDM)
that can connect to up to eight processors.

We synthesized the architecture with up to 32 cores per
node. The clock frequency of the cores and other compo-
nents in the FPGA is 100 MHz, and the GTX transceiver pro-
vides a bandwidth of 625 Mbit/s. Internally, the cores

communicate with the memory controller, GNI and GSYNC
through a tree-shaped hierarchy of AXI4 buses. The reason
for adopting a hierarchy is that the Xilinx implementation
of AXI supports only up to 16 masters on a single instance.
Therefore, the cores are grouped in small clusters that share
a first bus level, which, in turn, is connected to the main
one. In addition, the bus can only maintain up to 32 read
and 32 write operations concurrently towards each slave,
becoming a bottleneck when the number of threads per
node is higher than 32.

Table 1 shows the FPGA resource occupation and maxi-
mum operating frequencies of the three custom modules
presented in Section 3, the MicroBlaze core, and the AXI4
bus, as configured in the prototype. The percentages refer to
an LX240T Virtex-6 device. The MicroBlaze is configured
for area optimization to increase the number of cores, so it
lacks modules such as the floating point unit and optional
instructions, not very useful in memory bound applications.
The most critical occupation figures among the custom com-
ponents are those of the GMAS, because every processing
core has an attached GMAS module. Each node, instead,
needs only one GNI and one GSYNC module. For the
GSYNC, almost all the resources are used to implement the
lock table, configured to have 4,096 entries. Finally, the
interconnection is also quite significant, consuming one fifth
of the available LUTs. In terms of operating frequency, none
of the custom components is critical.

6 PERFORMANCE MODEL

This section presents a mathematical model that correlates
the main features of the proposed architecture, listed in
Table 2, with system performance metrics. This model pro-
vides insights on the impact and importance of each feature.
It allows estimating the components utilization and identify
the bottlenecks.

The execution time of data-irregular applications is
essentially dictated by the frequent occurrence of long
latency memory requests. Therefore, the model focuses on
the memory and network subsystems, and on the number
of accesses to the global address space.

The modeled system is a cluster composed of N nodes,
each hosting C computing cores running at frequency f .
Every memory access to the global address space may be
directed towards the local memory controller or forwarded
to a remote note. The delays for these accesses are labeled
respectively Dm for memory, and Dnet for network transac-
tions. In both cases, we consider the average delays. We
define the parameter Kr as the ratio of remote requests over
all global memory accesses, and Kl ¼ 1�Kr the ratio of

TABLE 1
FPGA Resources Occupation and Maximum Frequency

of the Custom Components

# of slice registers # of slice LUTs fmax½MHz�
GMAS 1063 (0.4%) 1566 (1.0%) 230.3
GNI 450 (0.1%) 1915 (1.3%) 253.3
GSYNC 4711 (1.6%) 8054 (5.3%) 241.1
MicroBlaze 1510 (0.5%) 1457 (1.0%) 155.7
AXI4 (sum) 29694 (9.9%) 28868 (19.0%) 153.4



local requests. In a perfectly balanced system, the ratios are

Kr ¼ N�1
N andKl ¼ 1

N.

The software side of the system is composed of the run-
time and the application. For the run-time system, we are
mainly interested in the time Dcsw required to perform a
context switch, because it imposes a hard limit on the effec-
tiveness of multithreading. The application is characterized
by the average number of clock cycles between consecutive
global memory requests, Isw, and the number T of threads
spawned on each core.

The performance of the system depends on the rate of
generated global memory requests. To estimate this value,
we start by defining two asymptotic formulas for a single
core, distinguishing the case of low processor utilization
and processor saturation. Fig. 5 depicts two possible sched-
ules corresponding to these two scenarios.

When a thread (T1) issues a remote request, it remains
blocked for a whole round trip over the net (Dnet). Mean-
time, the core switches to a different thread, which uses
the CPU until it also issues a remote request, after Isw
cycles. In a situation with only two threads and low pro-
cessor utilization, the core becomes idle until the first
response arrives. After receiving the response, the core

restores the context of T1 in 1
2Dcsw clock cycles. We

assume that context save and restore have approximately
the same duration, and they constitute the whole context
switch delay. On the other hand, local memory accesses
simply stalls the core for a time Dm, without switching
the context. Accordingly, both threads T1 and T2 are exe-

cuted every Isw þKrðDnet þ Dcsw
2 Þ þKlDm cycles.

The resulting asymptotic equation for the global
access rate in low utilization regimen is given by Equa-
tion (1), dividing the number of threads per core by the
response time

Rategloblow ¼ T

Isw þKrðDnet þ Dcsw
2 Þ þKlDm

: (1)

In the case of a saturated processor, whenever a remote
request terminates, the core is busy running other
threads. When the core issues a global memory access, it
has a probability Kl of being stalled for a local memory
access, and a probability Kr of executing a context switch
caused by a remote request. However, it is never forced

to wait for network transactions. Hence, if the number of
threads is N , the time required to execute once each
thread is NðIsw þKrDcsw þKlDmÞ. This is also the
demand on the core for executing NðKr þKlÞ ¼ N global
accesses. The resulting global access rate is given by
Equation (2), and is the maximum rate for a single core

Rateglobsat ¼ 1

Isw þKr �Dcsw þKlDm
: (2)

The number of threads required to completely hide the
network latency, and reach this upper-bound, is given in
Equation (3). The equation is obtained by equating the
response time of a single global request to its demand on
the core, so that the core utilization is 100 percent

Tth ¼ Isw þKrðDnet þ Dcsw
2 Þ þKlDm

Isw þKr �Dcsw þKlDm
: (3)

In the proposed equations, the network latency is a
fixed value, not depending on the congestion of the net-
work. This is acceptable for under-loaded networks, but
it is no more true when approaching the saturation point.
Anyway, the equations are still useful, if used together
with a formula that relates the delay to the traffic injected
in a specific network instance. We can then solve the
resulting system of equations to estimate the global access
rate. As it can be seen from Equations (2) and (3), the
maximum rate of requests is independent from the net-
work delay Dnet, which only increases the number of
threads required to produce it. On the other hand, if the
network delay increases because of its saturation, it
would mean that the bottleneck of the system is the net-
work itself. In such a case, increasing the requests injected
by the nodes would be meaningless.

Several system performance metrics depend on the sin-
gle-core global memory access rate, starting from the net-
work bandwidth used by a system node. We assume that
contention on on-chip resources is much lower than con-
tention on the network interface, therefore the throughput
of a node is directly proportional to the number of cores
C, up to network saturation. A fraction Kr of the global
requests by each core is turned into a network request,
and each of them involves in average S bytes. Since all
the network packets transport similarly small payloads,
averaging their sizes is a good approximation. Eq. (4)
gives the asymptotic per-node network bandwidth, valid
up to saturation of the network interface. As with Eq. (2),
this equation can be reversed to compute the maximum
rate per-node

TABLE 2
Definitions of Terms Used in the Model

Hw parameters

N Number of nodes in the cluster
C Number cores on a node
f Clock frequency [Hz]
Dnet Latency of a network request (average) [seconds]
Dm Latency of a memory request (average) [cycles]
S Size of network request (average) [bytes]

Sw parameters

Kr Ratio between remote requests and global requests
Kl Ratio of global requests managed locally
T Number of threads per core
Isw Number of processor cycles between global requests
Dcsw Context switch delay [cycles]

Fig. 5. Latency hiding through multithreading.



Bandnode ¼ C � f � S �Kr �
Rategloblow ; T < Tth

Rateglobsat ; T � Tth:

(
(4)

Similarly, it is possible to model the memory band-
width utilization. The total memory bandwidth of the sys-
tem is given by the number of nodes multiplied by the
bandwidth of a single controller. In the best-case scenario,
the requests are evenly distributed among the nodes. In
this case, the demand on each memory controller is
exactly equal to the request rate generated by the cores in
one node. Conversely, on an unbalanced system, a single
memory controller can receive more requests than the
others, and can become the bottleneck. Anyway, in a large
system, the majority of global memory requests that
arrive to a memory controller pass through the incoming
network interface. Therefore, it is simple to determine
whether the memory controllers are capable of sustaining
the traffic that passes over the network, or whether they
are the system bottleneck.

The core utilization is another interesting metric that is
linked to the global access rate. The demand on a core by
the application for each global access is the sum of the three
components: the average computation time between global
requests, the context switch caused by remote requests, and
the stalls due to accesses to the local portion of the global
address space. This is also the sum that appears at the
denominator of Equation (2)

Ucpu ¼ Ucpu;user þ Ucpu;sys þ Ucpu;stall (5a)

¼ Rateglob � Isw þKrDcsw þKlDmð Þ: (5b)

7 EXPERIMENTAL VALIDATION

This section discusses the experiments that we run on the
architecture prototype described in Section 5. We character-
ize the system by providing the latencies of the main opera-
tions. Then we validate the analytic model with data from
the prototype. Using both the prototype and the model, we
evaluate the system performance running memory inten-
sive and synchronization intensive benchmarks. Finally we
explore the impact of the multithreading overhead on the
system throughput.

System characterization. The first step in evaluating the
system prototype is to measure the performance of its indi-
vidual components. The latencies of the main operations
performed in the system are reported in Table 3. We mea-
sured all the latencies with a single core active, thus without
contention on the on-chip bus hierarchy. The overhead for
traversing the GMAS is only one cycle for local accesses and
three cycles for remote accesses.

From these profiled data, and the equations presented in
Section 6, we can obtain an upper bound to the rate of global
memory accesses generated by the system. To maximize the
rate, we minimize the interval between global accesses, set-
ting Isw ¼ 0 in Equation (2), i.e., we assume that every
instruction in the application is a global memory access,
without interposed computation. In addition, the same
assumption applied to Equation (3) provides the number of
threads required to achieve the maximum rate and saturate
the cores. Using the latencies measured on the prototype,

we obtain that the maximum rate per core is 600 K accesses
per second, and that three threads are enough to saturate it.
Therefore, the whole system composed of four nodes with
32 cores each has a theoretical maximum of 76.8 million
references/second.

Model validation. To validate the model accuracy, we
compare the performance estimated by it with the per-
formance measured on the prototype. For the compari-
son, we use a pointer chasing benchmark, a basic
irregular kernel that stresses the global system memory
with random walks.

The benchmark initially creates a linked list in the
global memory space, with 1:048:576 nodes allocated con-
tiguously but linked in a random order. Then, it spawns
one or more threads per core, and each thread iterates
over the whole list. This iteration results in a highly
irregular access pattern to the memory, with continuous
jumps randomly distributed in both distance and direc-
tion. Between consecutive requests, our implementation
performs a small number of accesses to the stack, adding
a delay Isw equal to 67 clock cycles. This benchmark has
no synchronization and is completely homogeneous, both
in terms of processor utilization and memory accesses.
Hence, it is the most similar to the perfectly balanced sit-
uation hypothesized in the model.

Fig. 6 shows the remote request rate of a single node,
using different numbers of cores and threads. The darker
dots of the chart shows the prototype performance. They
overlap the lines that represent the performance as obtained
from the model. The comparison demonstrates that the
model is highly accurate, with an average error of 2.3 per-
cent and a maximum error of 6.1 percent.

Pointer chasing. The pointer chasing kernel is also ideal to
evaluate the maximum performance scaling, given the
absence of synchronization conflicts.

Fig. 6 shows that the throughput increases linearly with
the number of threads, until it saturates when using three
threads per core, as predicted by the model. Adding fur-
ther threads neither improves nor reduces the perfor-
mance. This happens because the thread stacks reside in
the scratchpad memories, instead of a cache hierarchy.
Therefore, the only contended resource is the processor
pipeline and, once it is saturated, additional threads do
not decrease the performance. This puts a hard constraint
to the number of threads executable on each core, but
does not affect the prototype evaluation, because the low
diameter of the network requires only three threads for
hiding the latency.

We measured a perfectly linear scaling also with respect
to the number of cores. In fact, the 16 cores configuration
has a speedup of 3.96 over the four core one. This confirms

TABLE 3
Latencies of the Main Operations

Action Latency [clock ticks]

crossing GMAS 1-3
access to GNI/GSYNC 20/18
local/remote mem. access 28/505
context switch latency 213



the assumption that the on-chip bus is not among the possi-
ble bottlenecks for the prototype.

The equations presented in Section 6 provide an
insight on the utilization of the individual components.
Their application to the pointer chasing benchmark iden-
tifies the bottlenecks when running a perfectly parallel
algorithm, with little computation and no synchroniza-
tion. Fig. 7 shows the utilization of four components: the
core, the outgoing interface of the GNI, the network links
and the DRAM. The limit of 32 pending operations,
enforced by the Xilinx implementation of the AXI4 bus,
sets the upper bound for the GNI interface. Because of
the duration of remote transactions, this limit is reached
before actually saturating the GNI internal logic.

To provide more details, we divide utilization of the
cores in three parts: the time used by the application,
the time required by the system to switch contexts, and the
stalls due to accesses to the local memory. The two rows in
the picture respectively represent systems with eight and 16
cores. The number of threads increases from one to three
from the left to the right. With eight cores per node, the per-
formance is limited by the saturation of the cores, while
memory utilization caps at 16 percent. The average number
of network transactions reaches 16.3. On the 16 cores config-
uration, instead, the number of pending operations
approaches the limit with just two threads per core. With
three threads both the cores and the GNI interface saturate,
resulting in a better overall system utilization. Regarding
cores utilization, when running three threads only 28.7 per-
cent of the time is spent on the kernel execution, while 68
percent goes in context switches. Anyway, even if multi-
threading has a high overhead, it allows exploiting part of
the time that would otherwise be wasted, increasing the
application quota from 12.6 to 28.7 percent.

Breadth First Search (BFS). The Breadth First Search is a
typical irregular algorithm used to evaluate HPC systems
[38]. This kernel is widely used because many problems in
graph theory can be solved by algorithms based on BFS,
such as finding the shortest path between two vertices, test-
ing the graph for bipartiteness or computing centrality
measures. We ported a version originally designed for the
Cray XMT[39], adapting it to the synchronization and
threading interfaces of the prototype. The graph explored
by our benchmark has 100.000 nodes, with an average of
39.9 edges per node, and diameter 6.

The BFS is not only memory intensive, but also syn-
chronization intensive. In fact, it has two critical sections
in a small loop body. The first one prevents different

threads to concurrently test and set the visited flag of the
same vertex. The second is required to insert the newly
visited vertices in the shared work-list. Therefore, this
benchmark significantly stresses the components provid-
ing synchronization support.

First of all, we try to estimate the throughput using a
model similar to the one described in Section 6. We modi-
fied the model to computes the rate in terms of edge visits,
instead of memory requests. Hence, in this version the
parameter Isw identifies the average number of instructions
executed per edge, and the number of memory requests
and context switches are scaled accordingly. The model
takes into account synchronization only partially: it counts
the lock and unlock operations as global requests, but
ignores the run-time contention on the locks. Fig. 8a shows
the result, which has a behavior very similar to pointer chas-
ing, with saturation at three threads per core, and a peak of
7 M edges/second with 24 cores.

Fig. 8b, instead, shows the performance obtained run-
ning the benchmark on the prototype. First of all, the execu-
tion speed on the prototype is greatly reduced with respect
to the model, in particular on configurations with 16 and 24
cores. The system with eight cores and one thread per core
is the most similar to the model, with a performance 1.4

Fig. 6. Injection rate per node vs. number of threads per core, for differ-
ent number of cores per node.

Fig. 7. Utilization of system components by the pointer chasing, on
different configurations of threads and cores. CPU utilization is split into
application time, context switch and stalls.

Fig. 8. Performance of the BFS benchmark from a synchronization-less
model, on the prototype, and synchronization aware model.



slower than estimated. On the other hand, the configuration
with 32 cores and five threads each is 15 times slower. Sec-
ond, adding threads to an already saturated system has a
huge negative effect on the prototype performance, while
the modeled performance remains constant. These differen-
ces are due to the overhead caused by the contention on the
shared data.

Fig. 8c shows in details the overhead caused by the
synchronization, presenting the average number of spins
required for obtaining a lock, as measured on the proto-
type. Even in the small configurations, each lock needs to
spin between three and seven times before taking owner-
ship, and the number increases with the degree of paral-
lelism. The main causes are the accesses to the shared
work-list that stores references to the nodes to be visited
by the algorithm. Each insertion in the list is a critical sec-
tion that takes approximately 2,000 clock cycles (20 ms)
because of the latency of remote data and synchronization
operations. The probability of contention during this
interval is significant, because there are many threads try-
ing to enter it, with high frequency. Also, this overhead
grows with the number of threads because of two trends.
When the system is underused, it behaves accordingly to
a modified Amdahl’s law [40] that accounts for serialized
critical sections. Because of the serialization, the waiting
time grows linearly with the number of threads, limiting
the speedup. In the prototype, this is demonstrated by
the increasing number of spins on the locks from one to
three threads. The saturation of the cores adds a second
effect. When all the core time is used, the ratio available
to each thread shrinks with the addition of others. Conse-
quently, the time required to complete a critical section
increases. This second effect is evident in Figs. 8b and 8c,
when more than three threads per core are used.

We extended the model to take into account the number
of lock attempts due to contention, obtaining a better
approximation shown in Fig. 8d. In this version, the number
of global transactions per edge is increased with the number
of cores and threads used. Hence, the model does not distin-
guish single critical sections, but captures the resulting aver-
age overhead. Even so, the accuracy is greatly improved,
and captures the same trends observed on the prototype.
This hints that the main limiting factor in the proposed
architecture is the increased resource utilization due to syn-
chronization conflicts. This is also demonstrated by the utili-
zation of the components, shown in Table 4. When running
the BFS, the core utilization is much higher with respect to
the other components than when running the pointer chas-
ing. However, only 4 percent of it is due to the application.
The remaining is used by the context switches that are
forced by every try_lock, even when the request fails. In col-
umn SyncBW we show the percentage of network utiliza-
tion due to synchronization requests. In the best case, it
equals the bandwidth used by memory accesses, but
increases with the number of threads. This suggests that the
most effective improvement to the architecture would be a
hardware implementation of the spin lock.

SSCA#2. Another benchmark representative of graph
theory computational kernels is SSCA#2 [40]. It generates
scale-free graphs, using a generator algorithm based on R-
MAT [42]. The benchmark is composed of four kernels, but

we will focus on the betweenness centrality computation,
which accounts for 99 percent of the execution time. The
kernel involves multiple breadth first visits of the graph,
and assigns a weight to each node according to the number
of shortest paths it belongs to. For our experiments, we
ported the reference OpenMP implementation to the proto-
type APIs, and configured it to approximate the between-
ness centrality by running 256 BFS from random nodes.
For the main BFS loop we used a dynamic scheduling of
loop iterations to threads, similar to the OpenMP guided
schedule, and a fixed round robin for the other loops.

Fig. 9 shows kernel throughput and core utilization,
averaged over the entire execution. The performance
scales very well in the unsaturated systems (1-2 threads),
and shows the same degradation observed in the BFS
when the cores are fully used. The saturation occurs at 88
percent average CPU utilization, because the algorithm
has a small serial section, and uses multiple barriers for
synchronization, with a higher frequency with respect to
the previous BFS benchmark. Even if the barriers pre-
vents full utilization of the processor, the dynamic sched-
uling distributes evenly the workload across the entire set
of cores, as shown by the min-max bars in the plot. On
the memory side, the number of remote memory requests
generated by the various cores presents a relative stan-
dard deviation lower than 7 percent.

Multithreading. By running the benchmarks on the proto-
type, we saw that the cores spend most of the time switch-
ing contexts. This limits the number of runnable threads
before saturation and the maximum throughput. Conse-
quently, we evaluated how the performance would change
with different multithreading approaches.

First of all, we considered how much the performance
would degrade when using a software version of the
same scheduler included in the GMAS. The scheduler
stores the ready/waiting flag of the threads in a single
word, with the most significant bit corresponding to the
thread with identifier zero. The MicroBlaze ABI includes
an instruction (clz) that counts the number of leading
zeros in a 32-bit word, which can be used to retrieve the
identifier of the first available thread, using a fixed prior-
ity. We added a second bit-mask to cancel the flags of the
most recently scheduled threads, and rotate the highest
priority position in a round-robin fashion. The whole
scheduling sequence reads the pending status word from

TABLE 4
BFS System Utilization

utilization [%]

Cores, CPU Network Memory

Threads Total App. Link GNI SyncBW DDR

8, 1 43.5 2.6 1.0 2.4 51.1 7.2
8, 2 93.2 3.9 1.5 3.5 62.0 13.6
8, 3 100.0 4.2 1.7 3.9 61.8 14.6
8, 4 100.0 3.6 1.4 3.3 66.3 13.9

16, 1 46.1 2.0 1.6 3.7 60.3 13.7
16, 2 99.3 2.6 2.0 4.8 73.7 25.6
16, 3 100.0 2.7 2.1 5.0 73.1 26.0
16, 4 100.0 2.2 1.8 4.1 77.0 24.9



the local scratchpad, searches for a valid thread, updates
the status, and eventually rotates the mask. This code
requires between 45 and 50 clock cycles for completion,
according to the thread statuses. Therefore, the software
scheduler (SW sched) would increase the context switch
time from 213 cycles to approximately 260 cycles.

However, the GMAS not only selects the next thread, it
also receives the responses from the network, and manages
the thread status flags without intervention from the core. A
pure software support for multithreading requires the
scheduler to interrogate the network interface, to identify
the completed requests and to map them to the respective
threads, thus increasing the overhead. Therefore, we consid-
ered an hypothetical software scheduler that requires 100
clock cycles to interact with the GNI, select the next thread
and switch context. Fig. 10 shows the estimated perfor-
mance, and compares it to the prototype performance when
running pointer chasing on 16 cores. The maximum request
rate of the cores drops by 24 percent, from 27.4 to 20.7
Mref/s. At this rate, the number of concurrent network
transactions is no more maximized, reducing network utili-
zation and system efficiency.

The plot in Fig. 10 also shows the estimated performance
of a system that executes the context switch in zero cycles.
This system would require to modify the cores to add multi-
ple register files, as in the Cray XMT. In this scenario,
pointer chasing would reach 80.6 Mref/s, three times more
than the rate obtained with the prototype. However, this
rate requires the ability to keep six thread contexts concur-
rently active in hardware, while the proposed architecture
only stores the thread statuses. Hence, the considerable
slow down of our prototype with respect to hardware mul-
tithreading comes with large savings in term of hardware
complexity and cost, and more flexibility in increasing the
number of threads, making it a valid trade-off.

8 CONCLUSIONS AND FUTURE WORK

This paper presented a distributed multi-core system archi-
tecture, specifically designed to execute applications with
irregular memory patterns. We presented the design of
the system, starting from highlighting the issues in the opti-
mization of irregular applications and proposing architec-
tural solutions for each one of them. The architecture is
based on off-the-shelf processing cores, and includes custom
components that provide support for a scrambled global
address space, fine-grained synchronization, and a hardware
scheduler for fast multithreading. To evaluate its feasibility

and effectiveness, we prototyped the architecture on a
FPGA. We also presented an analytic model specifically
focused on the features provided by the architecture, to help
evaluating its effectiveness in hiding network latency and
improving resource utilization. The experiments show that
the performance of irregular, memory bound applications
scales with the number of cores, and that fast multithreading
allows hiding memory and network latency. The proposed
model enables computing the optimal number of threads to
achieve full latency hiding. We also proved that support
for both efficient synchronization and multithreading are
basilar to make the proposed architecture effective. Further
improvements to these two aspects will be the key for future
research on hybrid hardware-software support for irregular
applications. We plan to extend the architecture to integrate
aggregation of network requests in order to increase the
payload vs header ratio, improve network efficiency and
therefore achieve higher throughput. We also plan to apply
work-stealing techniques at the node and system level, in
order to improve the load balancing on the cores and to
provide better latency hiding.
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