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Abstract. The availability of condition monitoring data for large fleets of similar equipment motivates the 

development of data-driven prognostic approaches that capitalize on the information contained in such data to 

estimate equipment Remaining Useful Life (RUL). A main difficulty is that the fleet of equipment typically 

experiences different operating conditions, which influence both the condition monitoring data and the 

degradation processes that physically determine the RUL. We propose an approach for RUL estimation from 

heterogeneous fleet data based on three phases: firstly, the degradation levels (states) of an homogeneous 

discrete-time finite-state semi-markov model are identified by resorting to an unsupervised ensemble 

clustering approach. Then, the parameters of the discrete Weibull distributions describing the transitions 

among the states and their uncertainties are inferred by resorting to the Maximum Likelihood Estimation 

(MLE) method and to the Fisher Information Matrix (FIM), respectively. Finally, the inferred degradation 

model is used to estimate the RUL of fleet equipment by direct Monte Carlo (MC) simulation. The proposed 

approach is applied to two case studies regarding heterogeneous fleets of aluminum electrolytic capacitors and 

turbofan engines. Results show the effectiveness of the proposed approach in predicting the RUL and its 

superiority compared to a fuzzy similarity-based approach of literature. 

Keywords: Failure Prognostics, Remaining Useful Life (RUL), Heterogeneous Fleet, Homogeneous Discrete-

Time Finite-State Semi-Markov Model, Aluminum Electrolytic Capacitors, Turbofan Engines. 
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Notation and list of acronyms  
    

RUL  Remaining Useful Life finalS
 

Number of degradation states including the failure state of 

equipment 

RNNs  Recurrent Neural Networks i  Index of degradation state, i=1,…,Sfinal 

RVMs  Relevance Vector Machines X
 

Dataset matrix of the collected measurements 

PF  Particle Filtering candidateC  
Possible number of clusters in the final consensus 

clustering S, candidateC  ϵ [Cmin, Cmax] 

SVMs  Support Vector Machines RMSE  Root Mean Square Error for prognostics 

NF  Neuro-Fuzzy AI  Accuracy Index for prognostics 

HDTFSSMM  
Homogeneous Discrete-Time Finite-

State Semi-Markov Model accuracy

 
  (α-λ) accuracy index for prognostics 

MLE  Maximum Likelihood Estimation PI  Precision Index for prognostics 

FIM  Fisher Information Matrix CR  Coverage Rate for prognostics 

MC  Monte Carlo simulation ( )pRUL t  True RUL of p-th equipment at the measurement time t  

maxN
 

Number of Monte Carlo simulation trials ( )pRUL t
 

Estimated RUL of p-th equipment at the measurement time 

t  

FCM
 

Fuzzy C-Means pI
 Number of measurements of p-th equipment 

CSPA
 

Cluster-based Similarity Partitioning 

Algorithm 
Z  Number of signals of each degradation trajectory 

P  Number of equipment in the fleet z  Index of signal 

trainingP  Number of equipment used for training 
( )pt

 

Index of the measurement time of p-th equipment, 

1,..., pI  

c

trainingP
 

Number of complete-run-to-failure 

trajectories used for training  
M

 
Number of discrete time steps between two successive 

measurements 

ic

trainingP
 

Number of incomplete-run-to-failure 

trajectories (right-censored) used for 

training  

measuredESR  Measurements of the degradation indicator 

testP  Number of equipment used for testing T  Temperature profiles experienced by the capacitors 

p  
Index of equipment, p=1,…,Ptraining 

and/or Ptest 
normESR  Capacitors degradation indicator 

{ , }q 
 

Parameters of the discrete Weibull 

distribution 
DB  Davies-Bouldin criteria 

{ , }q   
Estimated parameters of the discrete 

Weibull distribution 

p

tc  
Coverage value of p-th equipment at the measurement 

time t   

H
 

Number of base clusterings ( )p

t
   (α-λ) value of p-th equipment at the measurement time tλ 

j
 

Index of base clustering 
p

tw  
Width value of p-th equipment at the measurement time 

t  

j

optC  
Optimum number of clusters of the j-th 

base clustering m  
Monotonicity index 

S
 

Number of degradation states (final 

consensus clusters) of equipment   

1. Introduction 

Prognostics of failures aims at forecasting the Remaining Useful Life (RUL) of an equipment, i.e., the amount 

of time the equipment can continue performing its functions under its design specifications [1]–[4]. Knowledge 

of the RUL would allow avoiding system unscheduled shutdowns by defining efficient maintenance strategies 

that exploit the full RUL for operation. This would increase the system availability and safety, while reducing 

maintenance costs [2], [4], [5]. For these attractive reasons, there is an increasing interest of industry for failure 

prognostics [3], [6], [7]. 
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Approaches for RUL estimation can be generally categorized into model-based and data-driven [2], [8]–[13]. 

Model-based approaches use physics models to describe the degradation behaviour of the equipment [4], [9], 

[14], [15]. For example, Li et al. [16], [17], have proposed two prediction models of defect propagation in 

bearings; Oppenheimer et al. [18], have modelled a rotor shaft crack growth using the Forman law of linear 

elastic fracture mechanics and used the model for predicting its health condition and, correspondingly, 

estimating its RUL; Di Maio et al. [19], have explored the combination of exponential regression and 

Relevance Vector Machines (RVMs) for estimating the RUL of partially degraded thrust ball bearings; Cadini 

et al. [20], have used Particle Filtering (PF) for estimating the RUL of equipment subject to fatigue crack 

growth; modelled by Paris-Erdogan law [21], and for defining the optimal policy of condition-based equipment 

replacement. Despite the fact that these approaches lead to accurate prognostics results, uncertainty arising due 

to the assumptions and simplifications of the adopted models may pose limitations on their practical 

deployment [3], [9], [22]–[24]. 

Contrarily, data-driven prognostics approaches do not use any explicit physical model, but rely exclusively on 

the availability of process data related to equipment health to build (black-box) models that capture the 

degradation and failure modes of the equipment [4], [23]. For example, Di Maio et al. [22], have introduced a 

data-driven fuzzy similarity-based prognostics approach for estimating the RUL of equipment subject to 

fatigue cycles; Recurrent Neural Networks (RNNs) [25], Neuro-Fuzzy (NF) systems [26] and Support Vector 

Machines (SVMs) [27] have also been used for prognostics, with success. In spite of the recognized potential 

of these data-driven approaches, challenges still exist for their practical applications [4], [22]:  

1) to build accurate models, data-driven approaches require sufficiently representative run-to-failure data (i.e., 

time series data up to the threshold value beyond which the equipment loses its functionality) which, in some 

practical cases, might be expensive or impractical to obtain; for this reason, data-driven approaches are more 

commonly applied for equipment of relatively short life than for safety-critical and slow-degrading equipment, 

for which complete run-to-failure trajectories are rarely available [4], [28];  

2) these approaches are computationally intense [4];  

3) with these models it is difficult to provide a measure of confidence on the RUL predictions, i.e., the 

uncertainty affecting the predictions [22], [29];  

4) these approaches do not provide a clear physical interpretation of the current degradation condition of the 

equipment under observation, i.e., they behave like black-boxes [30].  

To overcome these challenges, it seems worthwhile to consider and make use of the knowledge and data 

coming from similar equipment, forming what in the industrial context is called a fleet [6], [31], rather than 

relying solely on the knowledge and data coming from a single equipment. This will improve our knowledge 

concerning the equipment behaviour, reduce prognostics uncertainty and, thus, improve the efficiency of the 

fault prognostics task. A fleet of P pieces of equipment might:  
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1) have identical technical features and usage, and work in the same operating conditions, thus forming 

an identical fleet, e.g., a fleet of identical diesel engines located in one ship [6]; knowledge derived 

from a fleet of this nature has been used for defining thresholds for anomaly detection [32] and for 

diagnosing faults [33] of equipment identical to the fleet members; 

2) share some technical features and work in similar operating conditions, but show differences either on 

some features or on their usage, forming a so-called homogenous fleet, e.g., a fleet of trains working 

over a common route [34]; knowledge derived from this type of fleet has been used for developing 

diagnostics approaches for enhancing maintenance planning [34]; 

3) have different and/or similar technical features, but undergo different usage with different operating 

conditions, forming a so-called heterogeneous fleet, e.g., a fleet of highly standardized steam turbines 

of pressurized water reactors nuclear power plants [35]; this type of fleet can provide wider knowledge 

concerning the equipment behaviour [6], [31], [36].  

The variability of behaviour of the members of the different types of industrial fleet above mentioned gives 

rise to a variability in a population of elements, in mathematical terms. 

Most of the existing fleet-wide approaches for failure prognostics treat only the information gathered from 

identical and/or the homogenous fleets rather than from heterogeneous ones [14].  

The objective of the present work is to develop a data-driven prognostics approach capable of capitalizing the 

information coming from an heterogeneous fleet of P pieces of equipment for the prediction of the progression 

of the degradation process to failure and, correspondingly, the estimation of the RUL of equipment [15].  

The proposed approach is based on an Homogeneous Discrete-Time Finite-State Semi-Markov Model 

(HDTFSSMM). More specifically, the approach can be structured in three phases: offline identification of the 

degradation levels by an unsupervised ensemble clustering method, previously proposed by some of the 

authors [37] (see Appendix A.1), i.e., the identification of the health states of the Markov model that are 

explained by the different operating conditions experienced by the equipment during its life (whose number is 

generally “a priori” unknown, making the problem unsupervised) by an unsupervised ensemble clustering 

method, previously proposed by some of the authors [37] (see Appendix A.1); fleet data Maximum Likelihood 

Estimation (MLE) of the parameters of the discrete Weibull distributions [38]–[40] that are assumed to 

describe the transitions among the states and estimation of their uncertainties by the Fisher Information Matrix 

(FIM) [41]; use of the inferred degradation model in a direct Monte Carlo (MC) simulation to estimate the 

RUL of a new equipment of the fleet [42]. 

As we shall show, the strengths of the proposed approach lie in its capability of:  

1) providing informative and transparent outcomes, by supplying the prediction of the current health state 

of the equipment and its RUL that is directly related to the operating conditions that influence the 

equipment degradation process. This can be very useful, since it allows identifying the adjuvant 
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operating condition that may enhance the degradation process towards failure and, thus, scheduling 

proactively the proper maintenance interventions [43] 

2) quantifying the uncertainty affecting the RUL predictions of the equipment, due to the variable 

operating conditions experienced by the fleet equipment, whose information is used for the 

HDTFSSMM parameters identification. This uncertainty assessment, which describes the expected 

mismatch between the real and predicted equipment failure times, can be used by the maintenance 

decision maker to plan maintenance interventions with the required confidence [43]; 

3) benefiting from the availability of also incomplete run-to-failure degradation trajectories (i.e., right-

censored data) for enhancing the RUL estimations, rather than relying solely on complete run-to-

failure degradation trajectories that might be difficult or even infeasible to be acquired, e.g., for high 

reliable equipment;  

4) providing more accurate estimates of the equipment RUL when dealing with multidimensional 

problems, i.e., condition monitoring of multivariate signals. 

The proposed approach is applied to two case studies regarding i) an heterogeneous fleet of aluminum 

electrolytic capacitors used in electric vehicles powertrains [44] and ii) an heterogeneous fleet of turbofan 

engines used in aircraft industry [45], both under variable operating conditions, that have been devised as 

particularly suitable to demonstrate the abovementioned strengths 3) and 4), respectively. The performance of 

the proposed approach is verified with respect to five metrics (i.e., Root Mean Square Error (RMSE), Accuracy 

Index (AI), Precision Index (PI), Coverage Rate (CR) and α-λ accuracy [46]) and is compared with a data-

driven prognostics approach from literature (i.e., the fuzzy similarity-based approach introduced in [22]).  

The remaining of this paper is organized as follows. In Section 2, the proposed data-driven prognostics 

approach for the estimation of the RUL of equipment belonging to an heterogeneous fleet working under 

variable operating conditions is illustrated. In Sections 3 and 4, the results of the application of the proposed 

approach to the two case studies are presented and compared with those obtained by the fuzzy similarity-based 

approach. Finally, some conclusions are drawn in Section 5. 

2. Data-driven prognostics approach for heterogeneous fleets 

In this Section, we describe the proposed data-driven prognostics approach for estimating the RUL of 

equipment of an heterogeneous fleet formed by Ptraining pieces of equipment. The approach capitalizes the 

available information (i.e., data and knowledge) collected on the members of the fleet, regarding their 

degradation behaviours under different operating conditions. 

The degradation process of the equipment of the fleet is assumed to follow a HDTFSSMM [47]–[50], for 

which the states are re-generation states [51], [52]:  

 when the generic i-th state is reached, the previous history of the process is assumed not to influence 

the future evolution (i.e., Homogenous); 
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 the transitions among states are allowed only at discrete time instants (i.e., Discrete-Time); 

 the equipment are described in a finite set of degradation levels or states influenced and explained by 

different operating conditions (i.e., Finite-State) and; 

 the transition rates depend on the time spent in the current state (sojourn time) (i.e., Semi-Markov), 

which can follow any arbitrary distribution. In this work, we assume discrete Weibull distributions, as 

these are the probability distributions most commonly used to describe degradation processes of 

industrial equipment [49], [53], [54].  

For ease of clarity, Figure 1 shows an example of a physical degradation process described by a HDTFSSMM 

of five states, starting from state 1 and evolving into two alternative paths (states 2 and 3) that depend on the 

operating conditions experienced by the equipment up to failure in state 5. The transition times from generic 

state i to generic state j are described by Weibull distributions with parameters qij and βij, i,j=1,2,…,5. 

 

Figure 1: An example of a HDTFSSM modelling the degradation behaviour of generic equipment. 

The proposed method entails three phases and is sketched in Figure 2. 

 

Figure 2: Sketch of the proposed data-driven prognostics approach for a fleet of Ptraining pieces of equipment. 

Let us assume the availability of Ip measurements for each of the p=1,…,Ptraining pieces of equipment (hereafter 

called training trajectories), that are monitored at discrete times throughout the time horizon of observation. 

The collected trajectories are of pieces of equipment all undergoing different usage under different operating 

conditions and, thus, the fleet they belong to can be considered heterogeneous. Among the training trajectories, 

1

2

3

4 5

13 13 13( , )t Weibull q 

12 12 12( , )t Weibull q  25 25 25( , )t Weibull q 

45 45 45( , )t Weibull q 

34 34 34( , )t Weibull q 

Failed state
(absorbing state)

24 24 24( , )t Weibull q 

New coming 
equipment belonging 

to the fleet 

TRAINING

Phase 1: Unsupervised ensemble
clustering approach

Phase 2: Maximum Likelihood Estimation (MLE) and 
Fisher Information Matrix (FIM)

TEST

Phase 3: direct Monte Carlo (MC) 
simulation

Fleet of Ptraining

pieces of equipment 

States set up
Parameters estimations (q and β) and

uncertainty quantification of the 
estimated parameters

Degradation 
progression up to 
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c

trainingP  are complete run-to-failure trajectories (i.e., trajectories that last all the way to the instance when the 

degradation state reaches the threshold value beyond which the equipment loses its functionality) and 

ic c

training training trainingP P P  are incomplete run-to-failure trajectories (i.e., trajectories that do not reach the 

failure threshold – right-censored data). Each p-th trajectory is a z-dimensional trajectory of Z signals 

representative of the equipment behaviour and of the operating conditions the equipment is subjected to. 

Phase 1: Unsupervised ensemble clustering approach for setting up the number of states of the HDTFSSMM.  

For each p-th equipment, the z-dimensional measurements are taken at predefined times 
( ) ( ) ( ) ( )

1 2, ,..., ,
p

p p p p

It t t t

, where 1,..., pI and 
( ) ( )

1

p pt t M  is the number of discrete time steps between two successive 

measurements. The measurements taken on all the Ptraining pieces of equipment are, then, appended to the 

overall dataset matrix X . 

The objective is to partition the collected data in X into S dissimilar groups (whose number is “a priori” 

unknown), such that data belonging to the same group characterize the degradation state of the HDTFSSMM 

that has to be built. To guarantee that data populating the same state are more similar than those belonging to 

other groups, the unsupervised ensemble clustering approach sketched in Figure 3 [37] is adopted. It ensembles 

H base clusterings performed considering different groups of signals. Depending on the application, different 

criteria can be adopted for grouping the signals, e.g., in [37] the authors have used two groups of signals with 

the first dedicated to signals representative of the equipment behaviour, and the second to the operating 

conditions, whereas in other applications characterized by a large number of measured signals, groups of 

signals formed by highly correlated signals can be used [55]. 

 

Figure 3: The unsupervised ensemble clustering approach [37]. 

In brief, the unsupervised ensemble clustering is based on the combination of (refer to Appendix A.1 for more 

details): 1) a Cluster-based Similarity Partitioning Algorithm (CSPA) [56] to quantify the co-association 

matrix that describes the similarity among the two base clusterings; 2) Spectral Clustering [57], [58], 

embedding an unsupervised K-Means algorithm [59], [60], to find the final consensus clustering based on the 

available co-association matrix; 3) the Silhouette index [61] to quantify the goodness of the obtained clusters 
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by choosing the optimum number S of clusters in the final consensus clustering as that with the maximum 

Silhouette value, i.e., such that clusters are well separated and compacted. 

The final consensus clusters S can be seen as the health states representative of the different degradation levels 

of the equipment, that are influenced and explained by different operating conditions [37]. The failure state 

(i.e., an absorbing state) at which the degradation level reaches the threshold value is added to those states to 

build the transition diagram of the equipment operation with Sfinal states (i.e., Sfinal=S+1 states).  

Phase 2: States transition parameters estimation and their uncertainty quantification.  

Once the topology of the model is fully defined, the parameters governing the transitions among the 

degradation states are to be estimated. We assume they obey a discrete Weibull distribution with probability 

mass function, cumulative distribution function and survival function defined as 
( 1)( ) ( ) ( )t tf t q q   , 

( ) 1 ( )tF t q    and ( ) ( ) ,tR t q  respectively, and whose parameters to be identified are θ={q, β} (with 

0 1q   and 0  ) [62], [63].  

The parameter estimation problem is here formulated as an optimization problem, where the likelihood of 

having for each p-th equipment pairs of state-measurement time 
( ) ( ) ( ) ( ) ( ) ( ) ( )

1 1[ , ,..., , , , ]
p p

p p p p p p p

I IQ S t S t S t  

describing the degradation through the Sfinal degradation states is to be maximized [49].  

Resorting to the Maximum Likelihood Estimation (MLE) technique [41], the log-likelihood function to be 

maximized under the constraints 0 1q   and 0 
 
can be defined as in Eq. 1: 

   
( )

( )

1

1

1 1 1

Pr( | ) Pr( | )

log log ( , ) . ( , ) . ( , )

training

p
training final i

P

p

p

P nS

ij n ig n ij n

p i n

L Q Q

L f R R
 

 

     





  

 

  
   

  
  



    

                                     (1) 

where 𝑓𝑖𝑗(𝜏𝑛, 𝜃) = (𝑞𝑖𝑗
(𝜏𝑛−1)

)
𝛽𝑖𝑗

− (𝑞𝑖𝑗
(𝜏𝑛)

)
𝛽𝑖𝑗

 is the probability that the n-th transition, 𝑛 = 1, … , 𝑛𝑖
(𝑝)

, occurs 

from state 𝑖 to another state 𝑗, with sojourn time 𝜏𝑛 , 𝑅𝑖𝑔(𝜏𝑛, 𝜃) = (𝑞𝑖𝑔
𝜏𝑛)

𝛽𝑖𝑔
 is the probability that the 𝑛-th 

transition does not occur to another state 𝑔 before the end of the sojourn time 𝜏𝑛, 𝛿 is equal to 1 if the last 

observed state is the failure state (i.e., for 𝑃𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔
𝑖𝑐  complete run-to-failure trajectories), whereas 𝛿 is equal to 

0 if the last observed state is a non-failure state (i.e., for 𝑃𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔
𝑖𝑐  incomplete run-to-failure trajectories) [64], 

[65]. 

Confidence intervals on the parameters 𝜃  can be obtained by exploiting the asymptotic properties of the 

Maximum Likelihood estimator 𝜃 and resorting to Fisher Information Matrix (FIM) (refer to [41] for more 

details).  

Once the 𝜃 are estimated, the identified health states and the respective transition parameters are to be shown 

to be representative of a monotonic degradation trend, to guarantee that the system really degrades from less 
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to more degraded states and that the model built can, then, be effectively used for the purpose of RUL 

estimation.    

Phase 3: Direct Monte Carlo (MC) simulation of the degradation progression for the online estimation of the 

RUL.  

The RUL of new coming equipment belonging to the fleet at time 𝑡 is performed by resorting to a direct MC 

simulation [66], viz: 

1. At the actual time 𝑡, classify the actual health state of the equipment into one of the 𝑆𝑓𝑖𝑛𝑎𝑙  states found in 

phase 1, on the basis of the online measured signals values representative of the equipment behaviour and 

of the operating conditions the equipment is subjected to; 

2. Suppose the actual state is recognized at state 𝑖 and the time of the first entrance in state 𝑖 is 𝑡𝑖. Find the 

residual sojourn time 𝜏𝑖 provided that the equipment has already sojourned in state 𝑖 for �̃� = 𝑡 − 𝑡𝑖 units 

of time, by sampling the times 𝜏𝑖,𝑗  from 𝑢𝑖,𝑗 = 𝐹(𝜏𝑖,𝑗|𝜃𝑖,𝑗) for each 𝑗 = 1, … , 𝑆𝑓𝑖𝑛𝑎𝑙 [66]: 

2.1. Sample 𝑢𝑖,𝑗~𝑈(0,1)[1 − 𝐹(�̃�)] + 𝐹(�̃�), where 𝑈(0,1) is a random number uniformly distributed 

between 0 and 1; 

2.2. Calculate 𝜏𝑖,𝑗 =  𝐹−1(𝑢𝑖,𝑗) − (�̃�), where 𝐹(𝜏𝑖,𝑗|𝜃𝑖,𝑗) = 1 − (𝑞
𝑖,𝑗

𝜏𝑖,𝑗)
𝛽𝑖,𝑗

. 

The sojourn time 𝜏𝑖  is 𝜏𝑖 = 𝑚𝑖𝑛 (𝜏𝑖,𝑗); whereas the arrival state 𝑗 is the one that corresponds to 𝑎𝑟𝑔 [𝑚𝑖𝑛 (𝜏𝑖,𝑗)]: 

the equipment enters state 𝑗 at the respective time 𝜏𝑖,𝑗. 

3. Sample the sojourn times in the proceeding states from the corresponding cumulative distributions up to 

failure state as done in 2); 

4. Repeat 2) and 3) for 𝑁𝑚𝑎𝑥 times, where 𝑁𝑚𝑎𝑥 is the number of MC simulations trials; 

5. The samples statistics allow estimating the probability distribution of the RUL and calculate, for example, 

its mean value and the associated uncertainty bounds, e.g., the 10th and 90th percentiles.  

It is worth mentioning that we resort to a direct MC simulation instead of developing analytical methods for 

RUL prediction because it might be impossible to construct closed-form analytical solutions for the RUL 

probability distributions of complex systems: even though analytical methods are computationally cheaper, 

they are not readily suitable to account for all types of uncertainty in prognostics [67], especially for the 

uncertainties on the parameters affecting the transitions distributions.  

3. Case study I: Aluminum electrolytic capacitors in fully electrical vehicles 

In this Section, the potentiality of the proposed approach is demonstrated on an artificial case study properly 

designed to mimic the realistic degradation behavior of an heterogeneous fleet of 𝑃𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 = 100 aluminum 

electrolytic capacitors used in automotive industry [44]. In [44], some of the authors propose and show the 

effectiveness of a model-based prognostics approach based on PF for the estimation of the RUL of these 
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aluminum electrolytic capacitors (assuming that the degradation model of the capacitor is available and its 

parameters well known). The here proposed data-driven approach, instead, avoids resorting to a degradation 

physical model (that might be impossible to acquire for complex systems) and, in particular, is also shown 

benefiting from the availability of also incomplete run-to-failure degradation trajectories (i.e., right-censored 

data) for enhancing the RUL estimation, rather than relying solely on the complete run-to-failure trajectories 

as for a fuzzy similarity-based data-driven approach of literature.  

3.1 Simulation setup and data description 

The main degradation mechanism of electrolytic capacitors is the vaporization of the electrolyte, whose 

degradation speed is largely influenced by the component working temperature [68]. According to [44], the 

Normalized Equivalent Series Resistance (ESRnorm) is considered as a degradation indicator and its evolution 

has been simulated for a fleet of capacitors using a physics-based model [44]. The simulated degradation 

trajectories begin with an initial ESRnorm value equal to 100% and end at the failure of the capacitor, assumed 

to be the first time instant at which ESRnorm exceeds the failure threshold of 200% [69]. During the capacitor 

life, the following Z=2 signals are measured: 

1) ESRmeasured, the direct measurements of the degradation indicator, i.e., the measurements of the 

Normalized Equivalent Series Resistance (ESRnorm); 

2) the temperature experienced by the capacitor (T), which represents the operating condition most 

influencing the degradation process of the capacitor. According to design experts [70], [71], 

temperature variations experienced by the capacitors during life are mainly caused by i) the seasonality 

of the environmental external temperature and by ii) the aging (barely up to 10% of its initial 

temperature value). Therefore, the simulated temperature profiles follow an arbitrary sinusoidal 

function that justifies seasonality, by adding to this a shift sigmoidal function accounting for aging. 

The heterogeneity among the capacitors that belong to the fleet is guaranteed by considering arbitrary 

parameters of the sinusoidal and the sigmoidal functions.  

For clarification purposes, Figure 4 shows the simulated data of two capacitors (capacitor 1 and capacitor 2 – 

dark and light shade of color, respectively): Figure 4 (top) shows the capacitors degradation process (ESRnorm), 

Figure 4 (left bottom) shows the ESR measurements (ESRmeasured), whereas Figure 4 (right bottom) shows the 

temperature profiles experienced by the capacitors (T). It is worth noticing that the higher the temperature 

(capacitor 2 – light shade of color) is, the faster the vaporization process due to the increase of the self-heating 

effects and, hence, faster is the failure process as shown in Figure 4 (top) [44], [72].  
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Figure 4: The true degradation process (ESRnorm) (top), the ESR measurements (ESRmeasured) (left bottom) and the 

temperature profiles experienced by the capacitors (T) (right bottom). 

As already said, real data from complete run-to failure trajectories are expensive or impractical to collect, 

especially for highly reliable equipment: to simulate this, from the heterogeneous fleet of 𝑃𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 = 100 

capacitors, 𝑃𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔
𝑐 = 20 are assumed to show degradation trajectories that last all the way to the failure 

threshold, whereas 𝑃𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔
𝑖𝑐 = 80  show incomplete run-to failure trajectories. In Figure 5, examples of the 

ESRnorm signals of the complete and incomplete run-to-fail degradation trajectories (in dark and light shade of 

color, respectively) are shown. 

 

Figure 5: Examples of simulated complete and incomplete run-to-failure degradation trajectories. 

All the measurements of both the complete and incomplete run-to-failure degradation trajectories are stored in 

the dataset matrix X that is used in Sections 3.2 and 3.3 for the purpose of comparing the performance of the 
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proposed approach with the fuzzy similarity-based approach. For computational convenience, 1000 time steps 

between two successive measurements (i.e., M=1000) are considered.  

3.2 Application of the proposed data-driven prognostics approach 

The application of the proposed data-driven prognostics approach is here described step-by-step, following the 

scheme presented in Section 2.  

Phase 1: The states of the HDTFSSMM describing the capacitor ESR degradation progression under different 

temperature conditions are identified by resorting to the unsupervised ensemble clustering approach [37] with 

H=2 base clusterings (j=1 for the capacitor degradation behaviour and j=2 for the temperature conditions that 

influence the capacitor degradation process).  

An unsupervised Fuzzy C-Means (FCM) algorithm [73] is used for each base clustering: by resorting to 

Davies-Bouldin (DB) validity criterion [74] the correct number of clusters 𝐶𝑜𝑝𝑡
1 = 3 and 𝐶𝑜𝑝𝑡

2 = 3
 
is identified 

for 𝑗 = 1 and 𝑗 = 2 base clusterings, respectively. In practice, this result means that if we would like to cluster 

the data (i.e., to define the states) from the independent perspective of degradation and operational conditions, 

we should use 3 states for the former and (incidentally) 3 for the latter.   

For ease of clarity, Figure 6 (left) shows the three different levels of the degradation (ESRmeasured) of a capacitor 

(namely low degrading (𝐶1
1  - LESR

measured), medium degrading (𝐶2
1 - MESR

measured) and high degrading (𝐶3
1 - 

HESR
measured)), obtained by the 𝑗 = 1  base clustering. Similarly, Figure 6 (right) shows the three different 

temperatures experienced by the capacitor (i.e., low temperature (𝐶1
2- LT), medium temperature (𝐶2

2- MT) and 

high temperature (𝐶3
2- HT)), obtained by the 𝑗 = 2 base clustering. 

 

Figure 6: The base clustering results of ESRmeasured (left) and the T (right) of one capacitor. 

The optimum number of states that guarantees a comprehensive representation of the possible degradation 

under variable operational conditions is given by the number S of final consensus clusters that is selected 

according to the Silhouette values [61] for different numbers of clusters CandidateC that span in the interval [3,9], 

where the lower bound (3) is the minimum between 
1

optC and 
2

optC , and the upper bound (9) is the number of 

the largest combination of the two base clusters (i.e., 3x3) [37]. The optimum number S of states is found to 

be S=9, at which the Silhouette measure is maximized (i.e., 0.71) (star in Figure 7 (top)) [61].  
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This result leads to the transition diagram with Sfinal=10 states shown in Figure 7 (bottom), where the 10th state 

is the failure state (i.e., an absorbing state) at which the degradation level reaches the threshold value. The 

equipment may transit through all states before failure. In fact, at each state, three types of transitions are 

possible: i) transitions to the immediate neighbour states of different degradation levels, e.g., transitions 

between states 1 and 4, ii) transitions to the immediate neighbour states of different temperature conditions, 

e.g., transitions between states 2 and 3, and iii) transitions to the immediate neighbour states of different 

degradation level and temperature condition, e.g., transitions between states 2 and 6.  

 

Figure 7: Silhouette values vs. cluster numbers (top) and the built transition diagram (bottom). 

In practice, this means that the different degradation behaviors (namely, low, medium and high degrading) of 

the fleet capacitors, influenced and explained by the different temperature conditions experienced by the 

capacitors during their lives (namely, low, medium and high temperatures), can be retrieved for: i) estimating 

the actual health state of a new capacitor, ii) tracking its degradation progression, iii) informing the diagnosis 

with the adjuvant temperature conditions that may enhance the degradation process towards failure, iv) 

estimating its RUL and, correspondingly, v) scheduling proactively a proper maintenance intervention. 

Phase 2: Resorting to the MLE and to the FIM, the estimated parameters   governing the transitions among 

the degradation states, and their 95% confidence intervals  , are obtained, respectively. For clarification 

purposes, Figure 8 shows the estimated parameters   of the transitions that might occur from state 5 (q and β, 

top and bottom Figure, respectively). 

It can be seen that the transitions from state 5 to states 1, 2, 3 and 10 seem not possible (from the available 

fleet data) and, hence, the estimated q and β values are ~ 1 and 0, respectively (circles), whereas the transitions 

to states 4, 6, 7, 8 and 9 are possible and the uncertainty (error) on their estimated parameters values (dots) is 

LESR
measured MESR

measured HESR
measured

MT

HT

LT

1

2

4

5

7

8 10

3 6 9

Failed state
(absorbing state)

Temperature
conditions
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clearly influenced by the number of transitions that have actually occurred and recorded in the dataset (small 

number of transitions entails large uncertainty on the estimations, whereas large number of transitions entails 

small uncertainty on the estimations), but can be kept under control. 

 

Figure 8: Estimated parameters values and their confidence intervals of the transitions occurred from state 5. 

To verify that the developed model is representative of a monotonic degradation process, the monotonicity 

index [75], [76] is calculated for a sequence of 1000 degradation paths simulated by using the direct MC 

simulation with the obtained 𝜃 and, then, compared with the monotonicity of the real degradation indicator 

ESRnorm signal (Figure 5). In practice, the monotonicity value m ranges in [0,1], where 1 indicates the most 

satisfactory and 0 the less satisfactory level of the monotonicity property, i.e., a value of 1 entails that the 

capacitor really degrades from less to more degraded states over time, whereas a value of 0 entails that the 

capacitor undergoes a self-healing and, thus, its health state can be improved over time (refer to [76] for more 

details). 

As shown in Figure 7, the capacitor degrades within three degradation levels before failure irrespective of the 

different temperature conditions experienced by the capacitor during its life: low degradation level for the 

states 1-3 (LESR
measured), medium degradation level for the states 4-6 (MESR

measured) and high degradation level 

for the states 7-9 (HESR
measured). For ease of clarity, Figure 9 shows a sample sequence of the degradation process 

of one capacitor. It can be seen from the Figure that as the capacitor ages over time, its level of degradation 

increases monotonically. 
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Figure 9: Sample realization of the degradation process of a capacitor. 

In this regard, m turns out to be 0.71 and 0.52 for the sequence of the degradation paths and the real degradation 

indicator ESRnorm, respectively and, thus, we can conclude that the model built is representative of a monotonic 

degradation process and can be effectively used for the purpose of RUL estimation of the next phase.    

Phase 3: The online estimation of the RUL of 50testP   new capacitors (complete run-to-failure trajectories) 

at each time t is performed by resorting to the direct MC simulation scheme. In order to obtain a good 

compromise between accuracy and computational time, Nmax = 1000 MC trials have been used in the 

simulation.  

The prognostics approach provides a prediction of the RUL in the form of a probability density function whose 

mean values (circles) and the associated 10th and 90th percentiles (triangles) for one capacitor are shown in 

Figure 10.  

 

Figure 10: RUL prediction and corresponding 10th and 90th percentiles of one capacitor. 

It can be seen that: 1) the estimated RUL is reasonably close to the actual remaining life, and 2) as the capacitor 

ages, the prediction intervals for the remaining life become narrower, that is, the prediction uncertainty 
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decreases. This reduction is due to the reduction of the time horizon, which makes the RUL prediction task 

less affected by the variability of the fleet transitions and of the temperature conditions experienced by the 

capacitors at the early stages of their lives. 

In conclusion, one of the strengths of the proposed approach lies in its capability of associating the RUL 

predictions with a measure of confidence, contrarily to many state-of-the-art data-driven approaches for 

prognostics like the fuzzy similarity-based approach (as we shall see in Section 3.3), for accommodating the 

variable operating conditions experienced by the equipment during its life. This assessment of the uncertainty 

can be used by the maintenance decision maker to confidently plan maintenance interventions [77].  

Furthermore, the capability of the proposed approach of using incomplete run-to-failure degradation 

trajectories for enhancing the RUL predictions is shown in the following Section, by comparison with the 

fuzzy similarity-based approach.  

3.3 Comparison with a data-driven fuzzy similarity-based approach 

In this Section, a data-driven prognostics approach from literature, the fuzzy similarity-based approach [22], 

has been applied to the aluminum electrolyte capacitors case study and the obtained results are compared with 

those obtained by the proposed approach. 

Briefly, the basic idea of the fuzzy similarity-based approach is to evaluate the similarity between the test 

degradation trajectory and the 20c

trainingP   complete run-to-failure training trajectories, and to use the RULs 

of these latter to estimate the RUL of the former, considering how similar they are [30], [78], [79]. The 

similarity is quantified by resorting to the definition of an “approximately zero” fuzzy set taken as a bell-

shaped function whose parameters can be set by following a trial and error procedure on a validation set of 

complete run-to-failure trajectories. For more details on the fuzzy similarity-based approach, the interested 

reader may refer to [78]. 

The estimates of the RUL obtained resorting to the fuzzy similarity-based approach for one capacitor are 

plotted in Figure 11 in squares (together with those obtained by the proposed approach of Section 3.2 in 

circles). The predictions provided by the two approaches are comparable: the benefit in accuracy of the 

proposed approach with respect to the fuzzy similarity-based approach (in particular at the early stage of its 

life) is justified by the use of the complete dataset for training the proposed approach, whereas only the 

complete run-to failure trajectories are used to train the fuzzy similarity-based approach.  
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Figure 11: Comparison of the RUL predictions for one capacitor provided by the proposed approach and the 

fuzzy similarity-based approach. 

To further evaluate the proposed approach with respect to the fuzzy similarity-based approach, the approaches 

are applied to the 50testP   test trajectories in correspondence of five life fractions after the beginning of the 

capacitors lives, i.e., 20%, 40%, 60%, 80% and 100% (i.e., the entire life of the capacitor). In particular, the 

following performance metrics are considered [46] (refer to Appendix A.2 for more details on their 

definitions):  

1) Root Mean Square Error (RMSE): it is defined as the average error of the RUL prediction. Small 

RMSE values indicate more accurate predictions; 

2) Accuracy Index (AI): it is defined as the relative error of the RUL prediction. Small AI values indicate 

more accurate predictions; 

3) α-λ accuracy: it determines whether a prediction falls within specified α-bounds, e.g., α=10% accuracy, 

of the true RUL at a specific time tλ to failure, e.g., λ=20%, 40%, 60% and 80%. Large values of this 

index indicate more accurate predictions;  

4) Precision Index (PI): it computes the relative width of the prediction interval. Small values of PI 

indicate more precise predictions; 

5) Coverage Rate (CR): it is the probability that the true RUL value lies within the RUL prediction 

interval. Larger CR value means that the predicted interval has high chance to cover the true RUL. 

Figure 12 shows the average of the five performance metrics over the 50testP   test trajectories, when the 

whole dataset ( 100trainingP   trajectories) is used to train the proposed approach (dark shade of color) and 

when the complete run-to-failure trajectories ( 20c

trainingP   trajectories) are used to train the fuzzy similarity-

based approach (light shade of color). 



18 

 

 

Figure 12: Comparison of the five performance metrics for the proposed approach and the fuzzy similarity-

based approach. 

It can be seen that the proposed approach provides a more satisfactory performance in terms of accuracy of the 

RUL predictions, i.e., lower RMSE and higher α-λ metrics (Figure 12, top). This is due to the fact that the 

proposed method exploits information taken from both the complete run-to-failure trajectories and the 

incomplete run-to-failure trajectories, whereas the fuzzy similarity method only uses the first source of 

information. Furthermore, the complete run-to-failure trajectories used for training the fuzzy similarity-based 

approach are characterized by short lives (refer to Figure 5) and, thus, the fuzzy similarity method tends, on 

average, to underestimate the component RUL at the beginning of its degradation trajectory. When the 

component is close to failure, the performance of the two methods becomes comparable since the incomplete 

run-to-failure trajectories are not informative of the component behavior just before the failure. In particular, 

the AI of the fuzzy similarity-based method is more satisfactory than that of the proposed method. 

In practice, this result suggests a scheme for RUL prediction, in which the proposed approach can be used to 

provide the RUL estimate for the first 80% portion of the capacitor life (~1.6x104 hrs average capacitor life) 

and, then, the fuzzy similarity-based approach can be utilized to provide the RUL estimates in the remaining 

20%. 

Moreover, Figure 12 (bottom) shows that the fuzzy similarity-based approach does not quantify the uncertainty 

on the RUL predictions. On the contrary, the width of the prediction interval provided by the proposed 

approach decreases with the equipment life, but it is large, which explains the satisfactory coverage value, i.e., 

larger than the desired value of 0.8 (horizontal dotted line). In fact, the large width of the prediction interval is 

due to the large variability of the fleet transitions and of the temperature conditions experienced by the 

capacitors during the early stages of their lives. With respect to the capability of the fuzzy similarity-based 

method to estimate a confidence interval, it is worth mentioning that in [43] the considered fuzzy similarity-

based approach has been combined with a Belief Function Theory (also called Dempster–Shafer or evidence 
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theory [80]) for providing RUL predictions with the associated uncertainty. Other similarity-based approaches 

for prognostics have been developed and their capabilities of quantifying the uncertainty affecting the RUL 

predictions have been demonstrated [30]. The investigation of these approaches is outside the scope of the 

present work. 

To verify the capability of the proposed approach to provide accurate RUL predictions, in terms of RMSE, AI 

and α-λ accuracy, with proper representation of the uncertainty, i.e., PI and CR, even in case of limited number 

of complete run-to-failure trajectories, a sensitivity test has been designed.  

With this aim, the 100trainingP   trajectories have been divided into different combinations of complete 

( )c

trainingP  and incomplete ( )ic

trainingP  run-to-failure trajectories, for training the proposed approach and the 

fuzzy similarity-based approach, as reported in Table 2: 

 
c

trainingP  
ic

trainingP  

Case I 

(Subsection 3.1) 
20 80 

Case II 10 90 

Case III 5 95 

Table 1: Different combinations of complete and incomplete run-to-failure training trajectories. 

Figure 13 shows the average values of the considered five performance metrics over the 50testP   test 

trajectories. It can be seen that: 1) the proposed approach consistently outperforms the fuzzy similarity-based 

approach, in terms of RMSE and α-λ accuracy, which confirms the benefits from utilizing the incomplete run-

to-failure trajectories 
ic

trainingP . The benefits are most remarkable when complete run-to-failure trajectories are 

very limited, i.e., Case III, and becomes marginal, e.g., for the RMSE, when abundant complete run-to-failure 

trajectories are available, i.e., Case I (Figure 13 (top)). This result shows the capability of the proposed 

approach of accurately predicting the RUL even in cases of a limited number of complete run-to-failure 

trajectories. Moreover, 2) the prediction interval width tends to be constant and assures the desired coverage 

level of 0.8, in all three cases (Figure 13 (bottom)).  
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Figure 13: Comparison of the five performance metrics for the proposed approach and the fuzzy similarity-

based approach. 

As last remark, Figure 13 (middle top) shows that the AI of the proposed approach tends to be constant over 

the three cases. Conversely, the AI provided by the fuzzy similarity-based approach tends to increase as the 

number of complete run-to-failure trajectories decreases. This is due to the fact that the fuzzy similarity-based 

approach relies solely on the availability of complete run-to-failure trajectories. 

4. Case Study II: Aircraft engine turbo machinery 

In this Section, the capability of the proposed approach of accurately estimating the equipment RUL is shown 

and compared with the fuzzy similarity-based approach, on a case of multi-dimensional data regarding an 

heterogeneous fleet of 260P   complete run-to-failure trajectories generated under different operational 

conditions of turbofan engine degradation and made available in NASA Ames Prognostics Data Repository 

[45].  

4.1 Data description 

Each degradation trajectory is 24-dimensional (i.e., Z=24 signals): 21 signals representative of the engine 

degradation behaviour and 3 signals representative of the engine operating conditions, which are contaminated 

with noise. The degradation trajectories are complete run-to-failure simulations that have been carried out 

using C-MAPSS, a well-known simulation program for transient operation of modern commercial turbofan 

engines [45].  

It is worth mentioning that among the 21 engine degradation behaviour signals, few signals show binary or 

constant values during the engines lives and, hence, they are excluded from the analysis focusing only on 15 
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signals indexed by 2, 3, 4, 7, 8, 9, 11, 12, 13, 14, 15, 16, 17, 20, and 21 [30]. For more details on the engine 

run-to-failure simulation, interested readers may refer to [81].  

Moreover, it is worth mentioning that the degradation trajectories have been simulated under variable 

operational conditions, including altitude, Mach number and throttle resolver angle (thrust setting) that have a 

substantial effect on the engines degradation process [82]. Additionally, the amount and rate of damage 

accumulation for each engine instance can be different, causing variable engine life, depending on various 

factors carried out within the C-MAPSS simulations [81], [82]. For these reasons, the population of the engines 

can be considered as an heterogeneous fleet. 

To proceed with the analysis, as described in Section 2, the dataset is divided into: 1) 50trainingP   trajectories 

used to train the proposed approach and the fuzzy similarity-based approach, 2) 150testP   trajectories used 

to verify the performance of the proposed approach with respect to the fuzzy similarity-based approach and 3) 

the remaining trajectories used to optimize the values of the fuzzy similarity-based approach parameters, i.e., 

the parameters of the bell-shaped function [22].  

For proper utilization of the dataset for prognostics, the following pre-processes have been done [83]: 

1) For each run-to-failure trajectory, we only consider the data upon degradation onset and neglect the 

non-degraded data, as proposed in [83]; 

2) an exponential filter approach, whose parameter value is set by following a trial and error procedure 

is adopted to smooth local fluctuations degradation trajectory due to disturbance or noise, as proposed 

in [82], [83];  

3) the engines degradation behaviour signals are collected under variable operational conditions and 

exhibit no prominent trend along the engines’ lives, and hence, the data are normalized by resorting to 

the multi-regime health assessment method proposed in [82]. 

Figure 14 shows few examples of the 15-dimensional trajectories of the pre-processed signals data.   



22 

 

 
Figure 14: Examples of pre-processed signals data. 

All the measurements of the complete run-to-failure degradation trajectories are stored in the dataset matrix 

,X  that is used in Sections 4.2 and 4.3 for the purpose of comparing the performance of the proposed approach 

with the fuzzy similarity-based approach. For computational convenience, 5 time steps between two successive 

measurements (i.e., M=5) are considered.  

4.2 Application of the proposed data-driven prognostics approach 

Figure 14 shows that the available signals have different trends (decreasing or increasing). This has suggested 

us to identify the number of sates of the HDTFSSM model by grouping the signals based on their correlation, 

i.e., groups containing correlated signals together [55]. In this regard, H=3 groups are identified, namely group 

1 (signals 8, 9, 13, 14), group 2 (signals 2, 3, 4, 11, 15, 16, 17) and group 3 (signals 7, 12, 20, 21). For 

clarification purposes, Figure 15 shows examples of one signal from each group: Figure 15 (left) shows signal 

6 of group 1 characterized by a slightly increasing trend, whereas Figure 15 (middle) shows signal 1 of group 

2 characterized by a rapid increasing trend and Figure 15 (right) shows signal 5 of group 3 characterized by a 

rapid decreasing trend. 

 

Figure 15: Examples of one signal of the three groups obtained by the correlation criteria. 
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Phase 1: The states of the HDTFSSMM describing the engine degradation progression are identified by 

resorting to the unsupervised ensemble clustering approach [37], with H=3 base clusterings (j=1 for the engine 

degradation behaviour obtained by the signals of group 1, j=2 for the engine degradation behaviour obtained 

by the signals of group 2 and j=3 for the engine degradation behaviour obtained by the signals of group 3). 

Table 3 reports the number of base clusters obtained by the unsupervised FCM [73] and DB validity criterion 

[84] along with the optimum number of clusters obtained in the final consensus clustering S. 

j=1 

Base clustering 

j=2 

Base clustering 

j=3 

Base clustering 

Consensus 

 clustering 
1 2optC   

2 3optC   
3 2optC   8S   

Table 2: Number of base clusters along with the optimum number of clusters in the final consensus clustering. 

For ease of clarity, Figure 16 (left) shows the two different clusters obtained by the j=1 base clustering for 

signal 8 (group 1), whereas Figure 16 (middle) shows the three different clusters obtained by the j=2 base 

clustering for signal 2 (group 2) and Figure 16 (right) shows the two different clusters obtained by the j=3 base 

clustering for signal 7 (group 3). 

 

Figure 16: Examples of base clustering one signal from the three groups obtained by the correlation criteria. 

The optimum number of states that guarantees a comprehensive representation of the possible degradation is 

given by the number S of final consensus clusters that is selected according to the Silhouette values [61] for 

different numbers of clusters CandidateC that span in the interval [2,12]. The optimum number S of states is found 

to be S=8, at which the Silhouette measure is maximized [61].  

This result leads to the transition diagram with Sfinal=9 states, where the 9th state is the failure state (i.e., an 

absorbing state) at which the engine is considered failed. 

Phase 2: Resorting to the MLE and to the FIM [41], the estimated parameters   governing the transitions 

among the degradation states and the 95% confidence intervals on the estimated parameters   are obtained, 

respectively. Figure 17 shows the estimated parameters   of the possible (dots) and the non-possible 

transitions (circles) from state 1 (q and β, top and bottom Figure, respectively). 
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Figure 17: Estimated parameters values and their confidence intervals of the transitions occurred from state 1. 

The monotonicity index is calculated for a sequence of 1000 degradation paths simulated by using the direct 

MC simulation with the obtained 𝜃  and, then, compared with the monotonicity of the three degradation 

behaviours obtained for the H=3 groups (Figure 15). Figure 18 shows a sample sequence of the degradation 

process of one engine. One can easily recognize that as the engine ages over time, its level of degradation 

increases monotonically. 

 

Figure 18: Sample realization of the degradation process of an engine. 

In this regard, m turns out to be 0.996, 0.4, 0.61 and 0.5 for the sequence of the degradation paths, group 1, 

group 2 and group 3, respectively, and, thus, we can conclude that the model built is representative of a 

monotonic degradation process and, then, can be effectively used for the purpose of RUL estimation of the 

next phase. 

Phase 3: The online estimation of the RUL for 150testP   new engines is performed by resorting to the direct 

MC simulation. In order to obtain a good compromise between accuracy and computational time, Nmax = 1000 

MC trials have been used in the simulation. Figure 19 shows the mean RUL predictions (squares) and the 

associated 10th and 90th percentiles (triangles) for one engine.  
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It can be seen that 1) the estimated RUL is reasonably close to the actual remaining life, and 2) as the engine 

ages, the prediction intervals shrink toward the true RUL, that is, the prediction uncertainty decreases.  

 

Figure 189: RUL prediction and corresponding 10th and 90th percentiles of one engine. 

4.3 Comparison with the fuzzy similarity-based approach 

In this Section, the fuzzy similarity-based approach [22] has been applied to the turbofan engines case study 

and the obtained results are compared with those obtained by the proposed approach. 

Table 4 reports the average values of the considered five performance metrics over the 150testP   test 

trajectories. The comparison results show that the proposed approach is more satisfactory, since it provides 

more accurate RUL predictions (lower RMSE and AI and larger α-λ accuracy values) and it assures the desired 

coverage level of 0.8. In fact, increasing the number of the signals impacts the similarity evaluation between 

the test trajectory and the training trajectories and, thus, influences the capability of the fuzzy similarity-based 

approach of providing accurate estimations of the RUL. 

 
Proposed 

approach 

Fuzzy similarity-

based approach 
RMSE 18.87 21.96 

CR 0.82 NA 

PI 57.69 NA 

α-λ accuracy 

(α=10%, λ=50%) 
0.41 0.15 

AI 0.36 0.49 

Table 3: Average value of the performance metrics for the Ptest=150 test trajectories obtained by the proposed 

approach and the fuzzy similarity-based approach. 
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5. Conclusions 

The availability of condition monitoring data of heterogeneous fleets of equipment installed worldwide and 

experiencing different operational conditions motivates the development of new data-driven approaches to 

capitalize the information coming from the fleet for improving the RUL estimation.  

In this work, we propose an approach of fleet prognostics that consists in building an homogeneous discrete-

time finite-state semi-markov model, whose states are the degradation levels that the equipment can experience 

throughout life and that are identified by resorting to an unsupervised ensemble clustering approach. The 

parameters of the discrete Weibull distributions governing the transitions among the states and their 

uncertainties are inferred by resorting to the Maximum Likelihood Estimation (MLE) and to the Fisher 

Information Matrix (FIM), respectively. The inferred degradation model is embedded within a direct Monte 

Carlo (MC) simulation scheme to estimate the RUL of new coming equipment.  

The proposed approach has been shown superior to the fuzzy similarity-based approach, when applied to two 

case studies regarding i) an heterogeneous fleet of aluminum electrolytic capacitors used in electric vehicles 

powertrains and ii) an heterogeneous fleet of turbofan engines used in aircraft industry, both working under 

variable operating conditions. In the former case, the capability of the proposed approach in benefiting from 

the availability of also incomplete run-to-failure degradation trajectories for enhancing the RUL estimation, 

rather than relying solely on the complete run-to-failure trajectories is verified, whereas in the latter case the 

capability of the proposed approach in accurately estimating the RUL when dealing with multi-dimensional 

data is verified.  

Moreover, the proposed approach has been able to provide informative and transparent outcomes by supplying 

a prediction of the current health state of the equipment and its RUL, and to quantify the uncertainty affecting 

the equipment RUL predictions due to the variable operating conditions experienced by the fleet equipment 

during their lives.  
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Appendices 

Appendix A.1: The Unsupervised Ensemble Clustering 

The unsupervised ensemble clustering approach is an ensemble approach composed by multiple base 

clusterings that can be different because of the different clustering algorithm used or because of the different 

data features extracted from the original collected dataset upon which (some) clustering algorithm is applied. 

The unsupervised ensemble clustering approach avoids the need of having an “a priori” knowledge of the 
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number of clusters M in the final consensus clustering [37]. The flowchart for the method is sketched in Figure 

20. The method goes along the following steps: 

Step 1: Adjacency matrix computation. An adjacency binary similarity matrix ,A  is built by aggregating the 

similarities μ of the H base clusterings [56], where for each j-th base clustering, the similarity μ=1, if two data 

belong to the same cluster, whereas the similarity μ=0, if they belong to different clusters. 

Step 2: Similarity matrix computation. From the adjacency binary similarity matrix ,A  the overall similarity 

matrix W is computed as the entry-wise average of the H base clusterings, i.e. (1/ )
T

W H A A [56]. In this 

way, each entry of the similarity matrix has a value in [0,1], which is proportional to how likely a pair of data 

is, when grouped together. 

Step 3: Spectral Clustering. Once the overall similarity matrix  W is computed, Spectral Clustering is used to 

reveal the hidden structure of  .W  The basic idea of Spectral Clustering is to extract the relevant information 

of the matrix  ,W by considering the eigenvectors associated to the ascended eigenvalues 

1 2
, ,..., ,...,

C Ncandidate
   

 
of the

 
normalized

 
laplacian matrix rsL  of ,W to perform dimensionality reduction 

before clustering in fewer dimensions [57], [58]. The eigenvectors 1 2, ,..., ,...,C Ncandidateu u u u of the eigenvalues 

1 2
, ,..., ,...,

C Ncandidate
   

 
are calculated and stored in a matrix U with a size NxN, where Ccandidate=[Cmin,Cmax] 

and Cmin and Cmax are the minimum and maximum numbers of clusters considered for the final consensus 

clustering, respectively.  

Step 4: Clustering algorithm. For each candidate number of clusters Ccandidate, the reduced matrix of U with a 

size NxCcandidate is partitioned into Ccandidate clusters by using a single clustering algorithm and the final 

consensus clustering 
candidateCS is obtained. In this work, we resort to the K-means algorithm, one of the most 

used clustering methods, to partition U into K=Ccandidate clusters [59], [60]. 

Step 5: Final consensus clustering selection. For each Ccandidate, the obtained consensus clustering 
candidateCS is 

evaluated by computing its Silhouette validity index 
candidateCSV  [61]. The most appropriate consensus 

clustering *C
S  is the one for which the Silhouette reaches a maximum, for which clusters are well separated 

and compacted. 
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Figure 20: Flowchart of the ensemble clustering approach. 

Appendix A.2 Failure prognostics performance metrics  

A failure prognostics approach, aims at estimating the equipment RUL, can be assessed from different 

perspective with various performance metrics. For instance, the following five metrics are adopted in this work, 

which are namely, the Root Mean Square Error (RMSE), Accuracy Index (AI), Precision Index (PI), Coverage 

Rate (CR) and α-λ accuracy index [46]. In brief: 

 the Root Mean Square Error (RMSE) index is defined as the average error of the RUL prediction within 

Ptest pieces of equipment (Eq. A.1): 

 ( ) ( )

,
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pp p
p

p

p test
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where ( )pRUL t
 
and ( )pRUL t  are the estimated and the true remaining useful life of the p-th equipment 

at the measurement time t , where 1,..., pI . RMSEp and RMSE are the average root mean square error of 

the p-th equipment and of the Ptest pieces of equipment, respectively. Small RMSE values indicate more 

accurate predictions. 

 The Accuracy Index (AI) is defined as the relative error of the RUL prediction (Eq. A.2): 
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where AIp and AI are the average accuracy index of the p-th equipment and of the Ptest pieces of equipment, 

respectively. Small AI values indicate more accurate predictions. 

 The Precision Index (PI) considers the width of the prediction interval, which is defined by (Eq. A.3): 
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   sup ( ) inf ( )p

t p pw RUL t RUL t                                  (A.3) 

where 
p

tw  is the width value of the p-th equipment at the measurement time t , where 1,..., pI , PIp and 

PI are the average width value of the p-th equipment and of the Ptest pieces of equipment. Small values of PI 

indicate more precise predictions. 

 The Coverage Rate (CR) is the probability of the prediction interval cover the true value of RUL, larger 

value of it means the predicted interval has high chance to cover the true RUL (Eq. A.4): 
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where  inf ( )RUL t  and  sup ( )RUL t  are the upper and lower bounds of the 80% confidence interval of 

RUL prediction interval at the measurement time t , where 1,..., pI , 
p

tc
 
is the binary coverage value at 

the measurement time t  of the p-th equipment, CRp and CR are the average coverage rate of the p-th 

equipment and of the Ptest pieces of equipment. 

 The α-λ accuracy is defined as a binary metric that evaluates whether the prediction accuracy at time tλ 

(e.g., λ=0 for the prediction starting from the beginning of life of the equipment) falls within specified α-

bounds (e.g., 10%). Large values of this index indicate more accurate predictions (Eq. A.5). 
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(A.5) 

where ( )p

t
   is the α-λ value at the measurement time tλ of the p-th equipment, ( )t

  is the average α-

λ accuracy value of the Ptest pieces of equipment at the measurement time tλ. Large values of α-λ indicate more 

precise predictions.  


