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Abstract

Free electron lasers (FELs) are state of the art in terms of generating light pulses. By

using free electrons as lasing medium, FELs provide tunable radiation in the infrared

to X-rays wavelength range and on the femtosecond timescale. Their use in biology,

chemistry and materials science allows for the probing of dynamic processes at levels

never reached before.

In order to design the new generation of FELs, a bright and low emittance electron

beam must be generated from the photocathode. For this reason widespread experi-

mental and computational efforts are taking place worldwide in order to generate more

efficient materials for photocathode applications.

However, a clear understanding of the emission process and, in particular, how the

process is influenced by the surface structure needs further investigation.

In this work, a computational tool based on the well know three step model (3SM)

for photoemission is presented. In its original formulation, the 3SM is based on the

bulk electronic structure of materials. In this study it is extended to explicit models

of the surfaces. This approach retains the simple chemical intuition and it allows

the disentanglement of the effect of the atomic, electronic and chemical structure of

the surface on the observed photoemission. This is achieved by using a layer-by-layer

decomposition of the surface electronic structure that is calculated through reliable

density functional theory (DFT) calculations.

Test calculations on clean copper, silver and magnesium surfaces are reported in this

thesis and compared to the measured quantum efficiency. The ability of the model to

simulate the influence of surface modifications on the observed quantum efficiency are

also reported: the adsorption of oxygen, hydrogen and cesium on the Mg (0001) surface

and the presence of steps on the Ag (111) surface are discussed. Hydrogen and oxygen

were selected because they are well known contaminants of photocathode surfaces and

cesium was simulated because it is commonly used to enhance the quantum efficiency of

photoemitting materials. The calculations allow the known effects of surface states and
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work function changes to be rationalised. Furthermore, the simulations of the adsorbate

covered surfaces generated some counter intuitive results that can be explained by the

model developed in this work.

The computational tool presented in this thesis has already provided some insights

on how surface chemistry and reconstruction influence the quantum efficiency of ma-

terials currently used in photocathodes and will be used in future studies to generate

guidelines for the design of more efficient photocathodes.
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1

Introduction

Spectroscopy is an invaluable tool for the study of matter, chemistry and biological

processes. Optical spectroscopy usually refers to the use of the infrared (IR), visible

(Vis) and ultraviolet (UV) domains of the electromagnetic spectrum. These techniques

provide information about the vibration states and electronic excitations as the system

evolves. However, connecting the changes recorded by such techniques to structural

changes of the system can only be achieved rigorously for simple molecules (diatomic

or triatomic), whose ground and excited state potential energy surfaces are known from

theoretical studies. This is because these spectroscopies lack the spatial and temporal

resolution needed to identify unambiguously the contribution of molecular motifs to

the overall adsorbtion of a system due to restrictions in spatial (1 Å) and temporal

resolution (few fs).

X-rays provide such spatial resolution and have been used for many years in crys-

tallography. Short (in time) pulses of highly focussed X-rays would combine the spatial

and temporal resolution in order to get information about the structural changes of

chemical and biological systems never achieved before. For this reason many interna-

tional efforts have been initiated for the development of light sources able to deliver

ultrafast pulses of light, ranging between the IR to X-rays domains.

Nowadays so-called fourth generation light sources [10–12] (4GLSs) are available and

still under development. A detailed discussion of the theory and differences between

third and fourth generation light sources is presented in the next chapter. Here only a

brief discussion of the advantages of 4GLSs and the new scientific opportunities that

can be achieved through them are presented in order to give a context for this project.

Among 4GLSs, one of the most promising developments are free electron lasers

(FELs). As suggested by the name, these device use free electrons as lasing medium,
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1. INTRODUCTION

as opposite to electrons bound at quantised energy levels in atoms, like normal lasers.

Among the advantages of FELs there are the transverse coherence of the radiation,

pulses in the timescale of fs and orders of magnitude more intense than previous light

sources. The theory of FEL was proposed in 1970 [13] and since then, FELs operating

at various wavelength in the IR-UV domains became available. However, it was the first

lasing of the LCLS [14] at the SLAC National Accelerator Laboratory in October 2009

that represented a turning point in what can be achieved in terms in spectroscopic

analysis. This is because LCLS was the first FEL to operate in the X-ray domain,

obtaining light pulses in the timescale of fs and 10 orders of magnitude more intense

than the previous light sources.

The 2014 Faraday Discussion 171 held in Sheffield (UK) was about “Emerging

photon technologies for chemical dynamics”. The proceedings published in this issue

[15] offer a great example of the state of the art in terms of light sources and a science

showcase of the new results that can be achieved through 4GLSs. Some of those are

discussed in the next chapter and they include single molecule diffraction, nanocrystal

imagining and subcellular imaging.

One of the basic components of FELs is the photocathode, which is the source

of electrons used to generate the light pulse. Although photocathodes were already

part of the set up of third generation light sources (3GLSs), they became a key under-

pinning technology with the introduction of 4GLSs. The reason for this is in 3GLSs

the electron beam travels thought the accelerator many times (typically around 1011

times) and radiation damping [12] improves the properties of the circulating beam. On

the contrary, FELs are single-pass machines, which means electrons generated from

the photocathode travel through the machine once, they generate the light pulse and

are deflected. Therefore, the quality of the electron beam in terms of focusing and

brightness as emitted from the photocathode determines the properties of the emitted

radiation.

The first XFELs were built using technologies developed for 3GLSs, which proved

to be adequate but not ideal for FEL applications. The development of the first XFELs

showed that a significant increase in the quantum efficiency (QE) of emitting materials

and a significative (one order of magnitude) reduction of the transverse beam emittance

of the electron beam is required in order to develop more efficient and less expensive

accelerators [5, 16,17].

A very good summary of the requirement for new and more efficient photocathodes

can be found in Ref. [5], where a three points R&D plan for cathode development is

discussed. The three points are:
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• experimental validation of emission properties obtained through surface

and bulk analysis of photoemitting materials;

• development of reliable models to describe photoemission. Several pho-

toemission theories are available nowadays. However, none of them provides an

efficient design oriented tool able to take into account the details of emission

and provide the experimentalists with insights on how to generate more efficient

materials;

• testing of photocathode materials in operational systems.

The work described in this thesis focuses on the second point. It is the result of a

collaboration started by the ASTeC [18] group based at the STFC Daresbury Labora-

tory and the Computational Materials Science (CMS) group [19] at Imperial College

London. The ASTeC is the centre of expertise in the charged particle acceleration field

in the UK and it groups under its name scientists from different fields of the design

of accelerators, ranging from the Accelerator Physics Group to the Vacuum Science

Group, in order to develop and test world leading accelerators from any point of view

of their design and construction covering all the points of the R&D plan discussed

above.

This project aims at achieving a more rational design of emitting materials to be

used in photocathodes by combining the experimental and theoretical approaches to

the photocathode development. It will benefit from the expertise of the ASTeC group

in the preparation and characterisation of materials and from the expertise in material

simulations of the CMS group.

This thesis has two main goals. The first one is presenting a computational tool

able to predict photoemission from materials in real environment and test such tool

on simple systems for which experimental and computational data are available. The

second aim is using this theory to simulate the behaviour of photocathodes after surface

modification and give some preliminary guidelines for the rational design of photocath-

odes.

Overall, this thesis consists of 10 chapters. Starting from the brief introduction

to the challenge faced by the project presented in this chapter, Chapter 2 describes

some of the available technology in terms of light generation and emitting materials,

pointing out which are those aspect that are expected to have particular impact in

this field. In Chapter 3, the underlying theory of electronic structure used to compute

the material properties and its implementation on modern quantum chemistry codes

is discussed. The model used to simulate surfaces is also presented. The main two
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1. INTRODUCTION

theories of photoemission, the one step and three step models, are explained in Chapter

4 and the differences between them are highlighted. The reasons for the choice of

the three step model and its extension to surface calculations are also described in

this chapter. Chapters 5 to 8 contain the discussion of the results of this work. In

Chapter 5 the simulated structure of the three substrates studied here (copper, silver

and magnesium) are discussed in terms of geometry and electronic structure of the

bulk and surfaces. Chapter 6 validates the photoemission model presented in Chapter

4 on three low Miller indices surfaces for Cu, Ag and Mg. Surface chemistry, one of

the main tools to tune the properties of emitting materials is simulated through the

adsorption of oxygen, hydrogen and cesium on the Mg (0001) surface, in Chapter 7.

The adsorption geometry and variations in terms of work function, electronic structure

and finally, quantum efficiency of the modified structures with respect to the clean

one are thoroughly discussed. In order to introduce one of the surface reconstructions

that could be used to enhance the QE of emitting materials, the series of Ag (x11)

vicinal surfaces is simulated in Chapter 8. The WF and electronic structure changes of

these surfaces are discussed and compared to the pristine Ag (111) surface. Chapter 9

summarises the results of the previous three chapters and highlights how the knowledge

gained from this project can be used by experimentalists in order to design more efficient

materials. Lastly, Chapter 10 closes this thesis summarising the findings and providing

an outlook on future science possibilities following this project.
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2

Context and Background

This chapter will provide some background in order to understand the context of this

research and an overview of the final applications of photocathodes. The underlying

theory of light sources, in particular synchrotrons and free electron lasers (FELs) is pre-

sented in the first part of the chapter. The discussion focuses then on the photoinjectors

and photocathode materials, the latter being the target of this work. Furthermore, the

challenge and the questions this research aims to answer are discussed in Section 2.4.

2.1 Core Motivation

The ability to generate pulses of X-rays in the timescale of fs gives access to information

about atomic and electronic dynamics that was not accessible before. Such short pulses

can be generated by X-ray free electron lasers (XFELs), whose structure is described in

Section 2.2. A key factor in order to design cost effective and more efficient XFELs is

being able to obtain intense and focused electron bunches directly from the photocath-

ode. The reason for this is the lack, in FELs, of the possibility to improve the quality

of the electron bunch after emission, as opposite to synchrotrons, where the quality of

the radiation depends on the quality of the booster ring used to focus and accelerate

the electron bunch.

More efficient photocathodes can only be obtained though a rational design of ma-

terials, achievable by combining experimental characterisation and atomistic simula-

tions [5]. These latter can be used to disentangle the influence of material composition

and structure on the efficiency of materials. Also, it is able to screen materials and

surface modifications more easily and cost effectively than the experimental approach.

This thesis tackles the problem from the computational side. However, it must be com-

33



2. CONTEXT AND BACKGROUND

Synchrotron

Figure 2.1: Schematic representation of a synchrotron. Image adapted from the
BESSY II - Helmholtz-Zentrum Berlin (HZB) website [1]

bined with efforts from the experimental point of view in order to validate the results

presented here and to give insights on which are the best candidates to be synthesized

and tested in the working environments of the photoinjectors.

2.2 Fourth Generation vs. Third Generation Light Sources

Synchrotrons [20] are circular particle accelerators that use magnets to bend the path

of the particles. They were proposed independently by Vladimir Veksler in 1944 and

Edwin McMillan in 1945 [21]. Their first application was in the high-energy or nuclear

physics communities which considered the synchrotron radiation, which is the radiation

emitted by any charged particle when accelerated, as a nuisance because it limited

the acceleration the electron beam was able to reach. However, when the scientific

community realised the importance of such radiation, these devices were improved and

became leading class machines in the field of light generation.

Synchrotrons reached their third generation, the main difference with the first and

second generations is a greater control on the properties of the emitted X-rays in terms

of brightness and spatial coherence achieved through the introduction of undulators

and wigglers in the design of the accelerator.

A schematic representation of a third generation synchrotron is showed in Fig. 2.1

34



2.2 Fourth Generation vs. Third Generation Light Sources

CLARA FEL

Figure 2.2: Schematic representation of the CLARA FEL. Image adapted from the
CLARA conceptual design report [2].

and its main components are highlighted. The electron beam is generated from the

photoinjector, it is then focused and accelerated by radio frequency electromagnetic

fields and steered by dipole and quadrapole magnets in the booster ring where electrons

reach approximatively 99.9999985 % of the speed of light. When the electron beam

reaches the required speed and focusing it enters the main ring, where it is stored and

radiation is generated and directed to the different work stations, called endstations,

where experiments take place.

Synchrotrons are very well developed machines and are available worldwide in differ-

ent sizes, from laboratory apparatus for a single group to large facilities where thousands

of scientist can perform each year their experiments. The UK state of the art multi

user facility is the Diamond light source, part of the STFC and Wellcome Trust [22].

The possibility of using free electrons to generate radiation was first proposed by

John Madley while he was working on his PhD project at the Physics Department of

the Stanford University in 1970 [13]. Normal lasers use various lasing mediums, such as

gases (He-Ne), solid state (Nb:YVO4) or semiconductor (alloys of Al and GaAs) among

others. The main difference between this types of mediums and free electrons is that

the latter are not discrete in energy, therefore their wavelength is tunable, as opposite

to the electrons bound to atoms, which occupy discrete energy levels.

The schematic representation of a FEL is shown in Fig. 2.2. The electron bunch

enters the machine from the photoinjector. It is then accelerated by linear accelerators

(LINAC) and the light pulse is generated, by the transverse motion of electrons passing

through an undulator. The undulator is an array of magnets whose distance will

determine the wavelength of the laser. An enlargement of the undulator is represented

in Fig. 2.3 and Fig 2.4. FELs are defined single pass machines, referring to the fact
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Oscillator FEL

Figure 2.3: Schematic representation of an oscillator FEL. Image adapted from “Os-
cillator FEL clip” from Vanderbilt University website [3]

Amplifier FEL

Figure 2.4: Schematic representation of an amplifier FEL.

that electrons go through the accelerator once and are deflected at the end of their path

after light has been generated. From the photocathode design point of view this is the

main difference between synchrotrons and FELs: the quality of the electron bunch can

be improved in synchrotrons, whereas in FELs the quality of the electron beam as it

is emitted from the photocathode will influence the quality of the emitted radiation.

A sharp and intense light pulse will be obtained from a focused and bright electron

pulse. If the electron distribution is spread in time, a broad and less intense light pulse

is obtained. For these reasons, photocathode development became one of the main

research areas in the optimisation of new light sources.

When the electrons enter the undulator, they occupy random position in the bunch

and the light they emit is therefore incoherent. In order to obtain coherent emission,

which produces brighter and time focused light pulses, the electrons need to be bunched.

This can be achieved in two ways, depending on the wavelength of the emitted radiation,

by using oscillators or amplifiers. The difference between the two is briefly discussed.
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• Oscillator: these can only be used for longer wavelengths (IR-UV). The schematic

representation of an oscillator FEL is depicted in Fig 2.3. The two metal mirrors

reflect the radiation generated by the electrons and the radiation acts back on

the electron bunch causing the microbunching at the required wavelength. The

total reflecting mirror is usually a metal plate, whereas the partlially reflecting

one is a metal plate with a hole in the centre. One of the requirements for the

mechanism to work is having a distance between mirrors that matches an integer

number of wavelengths. This set up can only be used at wavelengths for which

reflecting materials are available. Oscillator FELs are well tested and developed

and reached the status of operational machines.

• Amplifier: these are used for shorter wavelengths (XUV and X-rays), for which

no reflecting materials exist. The amplification must happen in a single pass and

it is based on the principle of the self-amplified spontaneous emission (SASE).

In the SASE regime, electrons are distributed randomly in the bunch emitted

from the photocathode and start emitting radiation as they enter the undulator.

The radiation itself interacts with the motion of electrons causing microbunches

separated by one wavelength, this is represented in Fig. 2.4. This way a coherent

light pulse is generated. However, the output is noisy in time and frequency and

longer undulators are required, usually between the 10s and the 100s of meters.

This type of machines are still under development.

An example of an oscillator FEL is the ALICE FEL (which is the acronym for

Accelerators and Lasers In Combined Experiments) [23] at the Daresbury Laboratory

developed by the ASTeC group [18]. It achieved its first lasing in 2010, making it the

first UK FEL. It works in the IR region of the spectra, with a tunable wavelength of

5-9µm. One of its first application as a user facility has been the study of esophageal

cancer cells [24] in collaboration with the University of Liverpool.

The first XFEL (operational since October 2009), which uses the amplifier set up,

is the Linac Coherent Light Source (LCLS) at SLAC National Accelerator Laboratory

in Stanford [14]. It is based on a preexisting 1 km long LINAC and a 130 m undulator.

Other XFELs in the world are the SACLA in Japan [25], FLASH in Germany [26] and

SwissFEL in Switzerland [27] among the most important ones.

The new UK FEL, named Compact Linear Accelerator for Research and Appli-

cations (CLARA) is currently under construction at the Daresbury Laboratory. This

facility will be a UV FEL and aims at being a R&D facility for the development of more

efficient XFELs. CLARA will use the VELA (Versatile Electron Linear Accelerator)
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as electron source, which has already been tested and used as user facility [28].

X-rays pulses in the timescale of fs and up to ten orders of magnitude more intense

than the ones provided by the state of the art synchrotrons will bring advances in

many fields of science, such as chemistry, biology and materials science. For example,

among the 45000 protein structures available nowadays, only 450 of them are membrane

proteins. The reason being membrane protein are extremely difficult to crystallise, ex-

cluding them from the usual X-rays experiments on crystallised proteins. Applications

of XFELs on diluted solutions of proteins has already offered insights into some of

them. Last November Science [29] published a study called “Structure of photosystem

II and substrate binding at room temperature” performed at LCLS. Photosynthesis is

one of the key processes for life on our planet and still it is not fully understood.

By using the ultrashort (40 fs) pulses of X-rays with resolution of 2 Å provided

by the LCLS, it was possible to take images of the protein involved in photosystem II

when it links to oxygen. Although this had already been achieved with frozen samples,

this is the first time the complex could be observed in solution providing a better

description of its working in nature. Outcomes of this study elucidate which is the

mechanism for bond formation among the ones previously proposed in literature and

will be used to develop more efficient mechanisms for light to fuel conversion thought

photoelectrochemical water splitting.

The light sources discussed until now are all large-scale installation. The develop-

ment of high harmonic generation (HHG) represents the most important advancement

in terms of light sources at a laboratory scale. HHG sources operate in the VUV and

XUV range and are the only devices able to reach the attosecond regime. Although

some of the developments in the field of FELs will benefit also the HHG field, photo-

cathode design is not one of them because in HHG sources no electrons are involved in

the generation of the light pulse. For this reason the HHG theory and technology will

not be discussed in this thesis. It was, however, mentioned here because it is part of

the emerging technologies for ultra fast experiments.

The advantages of FELs over previous generation light sources are not only about

the brightness of the beam, but include also transverse coherence, short pulses and

X-rays generation. Nevertheless, synchrotrons will remain the best choice to study the

range of processes happening in the timescale between 100ps and milliseconds, such as

excited state structures [11].
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RF photoinjector

Figure 2.5: Schematic representation of an RF photoinjector. Image adapted from
Ref. [4]

2.3 Photocathode Materials and Requirements

In synchrotrons and FELs, electron bunches are generated from a photoinjector. Among

the most widely used there are radiofrequency guns (RF guns). In these, a RF couples

with the electron bunch and accelerates it towards the exit of the photoinjector. A

schematic representation of a photoinjector is shown in Fig. 2.5, where the main com-

ponents are highlighted. On the left hand side of the picture there is the photocathode.

The basic working of a photocathode can be described as photons, from a laser light

source, reaching the photocathode surface and causing electrons to be ejected through

photoelectric effect, as it is schematically depicted in Fig. 2.6.

Since the goal of this work is improving the photocathode material, the discussion

here is focused on this part of the photoinjector. For a detailed discussion of the state

of the art advancements of the other components of a photoinjector see Ref. [30].

The properties of photocathodes are:

• quantum efficiency (QE): number of electrons emitted per incident photon;

• spectral response: variation of QE with wavelength of the laser light used to

generate electrons;

• response time: length of the electron bunch for an infinitely short light pulse;

• emittance: size of the electron bunch in the plane perpendicular to the direction

of propagation;
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Photocathode

Figure 2.6: Schematic representation of a photocathode surface.

• lifetime: performance of the photocathode in time.

An ideal photocathode has high quantum efficiency, short response time, low emittance

and long lifetime. Unfortunately there is no system that satisfies all these requirements

yet. The main focus of this work is on the QE and spectral response. The emittance

will be the next step of the project.

Photocathodes can be divided according to the materials used, in four main classes:

• Metals

– normal conductivity

– super conductivity

• Semiconductors

– negative electron affinity (NEA)

– positive electron affinity (PEA)

Their main properties are summarised in Table 2.1. Metals are characterised by low

thermal emittance, which is one of the requirements for the amplifier FELs. They are,
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Table 2.1: Properties of the four main classes of photocathode materials [5].

therefore, used for XFELs applications despite their lower QE compared to semicon-

ductors. For high repetition rate (frequency of the pulses ≥ 100 kHz), superconducting

metals must be used. Oscillator FELs can accept electron bunches characterised by

higher emittance. Therefore semiconductors are used since they provide QE up to

three orders of magnitude higher than metals. Both positive and negative electron

affinity materials can be used for high repetition rate. The negative electron affinity

semiconductors also provide polarised electrons.

This project focuses on the normally conductive materials (copper, silver and mag-

nesium) in the specific because they are the one that are going to be tested for appli-

cations in the VELA photoinjector for CLARA.

2.4 The Challenge

In this chapter the reasons why the accelerator community needs more efficient pho-

tocathodes to develop the new generation of light sources was explained. The gaps in

our understanding of the emission process were recognised and a detailed R&D plan is

taking place worldwide in order to obtain materials suitable for the next generation of

FELs.

This works aims at studying the photoemission from the computational point of

view. There are two main reasons for modelling the photoemission. The first is giving

a better understanding of the factors influencing the efficiency of current materials. The

second one is being able to predict efficiency from differently engineered surfaces and
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guide the experimentalists in the choice of new materials to be tested in photoinjectors.

The first challenge faced by this project was the lack of a theory that could predict

photoemission from real environment materials. Available photoemission theory (dis-

cussed in Chapter 5) are either based on the bulk or on very approximated models of

the surface potential. Therefore, half of the time resources used in this PhD project

was devoted to the development of a theory able to model materials in their operational

environment.

Once this tool has been developed and validated on simple systems, it has been

used to generate trends on the efficiency of materials due to surface modifications such

as presence of adsorbates at different coverages and surface reconstruction (described

in Chapters 7 and 8). These preliminary results and the future simulations based on

the theory developed here will provide the experimentalists with guidelines in order to

achieve a more rational design of photoemitting materials.
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Theoretical Model

3.1 Electronic Structure Methods

In this chapter, the electronic structure methods used to simulate the properties of

molecules and materials are presented. Firstly, an overview of the underlying theory

is discussed. Electronic structure methods can be divided in two main groups: wave

function methods and density functional methods. The discussion focuses, then, on

the modelling of 3D and 2D materials and the properties that can be obtained by

theoretical models. Finally, the computational set up for the simulations described in

Chapters 5-8 is discussed in Section 3.6.

3.1.1 The Schrödinger Equation

According 1 to the fifth postulate of the quantum mechanics “The wave function of a

system evolves in time according to the time-dependent Schrödinger Equation”:

i~
∂Ψ(r, t)

∂t
=

[

−
~
2

2m

∂2

∂r2
+ V̂ (r)

]

Ψ(r, t), (3.1)

where i is the imaginary unit, ~ is the reduced Planck constant, r and m are the spatial

coordinate and the mass of the electron, t is the time, Ψ is the wavefunction and V̂

the potential. This equation can be rewritten in order to separate the space and time

terms. Most of the times the property of interest does not depend explicitely on time

and the time-independent Schrödinger equation can be used:

Ĥ|Ψ〉 = E|Ψ〉 (3.2)

1 The theoretical background discussed in this Chapter can be found in references [31–34]
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where Ψ is a function of the three spatial and one spin coordinates for each particle.

All the information about the electrons in the system is contained in Ψ (first postulate

of the quantum mechanics). E is the total energy and Ĥ is the Hamiltonian operator,

whose eigenvalues, when it operates on the Ψ, are the energy levels of the system. For

a system containing N electrons and M nuclei, Ĥ can be written, in atomic units, as:

Ĥ = T̂e + T̂n + V̂ne + V̂nn + V̂ee

=

N
∑

i=1
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1

2
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i +
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1
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(3.3)

where T̂e and T̂n are the kinetic energy of the nuclei and of the electrons, respectively.

In a quantum mechanical system, the potential energy can be divided into three types of

interactions: the nucleus-electron (V̂ne), nucleus-nucleus (V̂nn) and the electron-electron

(V̂ee) interactions. The ri and rA are the coordinates of the electron i and the nucleus

A (throughout this chapter italic lower case Roman letters refer to electrons and upper

case letters to nuclei). MA is the mass of the atom A and ZA is its atomic number.

The spin coordinate is omitted for the sake of simplicity.

By using the Born-Oppenheimer approximation 2, the Hamiltonian can be simplified

to:
Ĥ = T̂e + V̂ne + V̂ee

=
N
∑

i=1

−
1

2
∇2

i +
N
∑

i=1

M
∑

A=1

−
ZA

|ri − rA|
+

N
∑

i=1

N
∑

j>i

1

|ri − rj |

(3.4)

Even under this approximation, the Schrödinger Equation cannot be solved exactly

as any n-body problem where n is greater than two. Therefore, many methods to

approximate its solution have been developed. These can be divided into two main

groups: the wave-function based methods and density functional methods, that are

briefly discussed in the following.

2The ratio between the masses of atoms and electrons is higher than 1800. The former can, therefore,
be considered as fixed with respect to the latter. Under the Born-Oppenheimer approximation the
kinetic energy of the nuclei is zero and their potential energy is constant for a fixed geometry. If this
approximation is used, the energy depends parametrically on the coordinates of the nuclei (E(R)).
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3.1.2 Wave Function Methods

The wave function based methods rely on the variational principle, which states that

the energy E of a trial wavefunction Ψtr is greater than or equal to the ground state

solution of the wave function Ψ0:

E [Ψtr] ≥ E0 (3.5)

where E0 is the exact energy of the ground state. This method gives a criteria to im-

prove the wave function at different cycles of an iterative procedure. The Hartree-Fock

(HF) method is one of the simplest wave function methods. It determines the best

mono determinant approximation to the wave function by describing each electron in

the mean field of all the other electrons and nuclei. The wave function is represented

by a single Slater determinant in order to take into account the fact that it is antisym-

metric. The main drawback of this approximation is the lack of electron correlation,

which is a measure of how much the position of an electron is influenced by the posi-

tion of the other electrons. The electron correlation energy is defined as the difference

between the energy obtained by solving exactly the Schrödinger equation (ES) and the

Hartree-Fock energy (EHF ) in the limit of a complete basis set:

Ec = EHF −ES (3.6)

The EHF can, in general, account for 99% of the total energy of the system. However,

it is often the missing 1% that is relevant to chemical processes.

Methods that take into account the Ec use the Hartree-Fock wave function as a

starting point and expand the wave function into a multi-determinantal representation.

The wavefunction, can be expressed as:

Ψ = a0ΦHF +
∑

i

aiΦi (3.7)

where the Φi are the determinant of the single, double, triple (etc.) excitations:

Ψ = a0ΦHF + aaiΦ
a
i + aabijΦ

ab
ij + aabcijkΦ

abc
ijk (3.8)

where, in the term Φa
i one electron was excited from the electronic state i to the

virtual state a. Configuration Interaction (CI) and Coupled Cluster (CC) methods are

examples of techniques based on Eq. 3.7 and 3.8. The difference between the two is

the way the coefficients ai are calculated.

45



3. THEORETICAL MODEL

They are labelled according to the order of the highest excitation included in the

expansion as CISD and CCSD when the sum is truncated to the double excitations,

CISDT and CCSDT when excitation up to the triple excited states are included and

so on.

Methods based on the perturbation theory use a different approach: the HF Hamil-

tonian is the starting point and then a perturbation is added, weighted by a parameter

Λ:

Ĥ = Ĥ0 + ΛĤ ′ (3.9)

where Ĥ ′ is the perturbation. An example of this class of methods is the Møller-

Plesset perturbation theory, where the Ĥ0 is a sum of Fock operators. The electronic

correlation is added starting from the doubly excited determinants (the order zero is

just the sum of the eigenvalues and at order one it is the HF energy). The MP method

is labelled according to the highest excitation included in the expansion (MP2, MP3,

MP4, ...).

These methods give very accurate results when high order excitations are included

and can lead to the correct solution to the Schrödinger equation for full-CI (where all

excitations are included) and very large basis sets are employed. Until recent develop-

ments (discussed in the following) due to their computational cost they were mainly

used as benchmark for other methods [35]. On textbooks, their scaling is reported to

range from M5 for CIS, CCSD and MP2 to M10 for CISDTQ, CCSDTQ and MP7,

where M is the number of basis functions. However, new CCSD(T) methods based

on the so called divide-expand-consolidate (DEC) method have recently been reported

showing linear scaling [36]. However, the discussion of these methods is beyond the

scope of this thesis.

3.1.3 Density Functional Theory

As opposed to the wave function approaches described above, there is a whole class of

methods using the electron density as variable. These were developed following two

theorems proposed by Hohenberg and Kohn [37] in 1964 and a computational scheme

developed by Kohn and Sham [38] in 1965. The first theorem states that the energy and

other observables can be obtained from just the electronic density ρ, without knowledge

of the wavefunction. The density is a function of the x, y, z coordinates, instead of the

four coordinates for each electron as in the wave function based methods. The second
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theorem states that the energy of the ground state (GS) can be found variationally:

E[ρtr] ≥ E0 for any ρ such thatN =

∫

ρ(r) dr (3.10)

where E[ρtr] is the energy of a trial density, N is the number of electrons and E0 is

the exact energy of the GS. The energy functional can be written as the sum of three

terms:

E[ρ] = T̂ [ρ] + Eext[ρ] +Eee[ρ] (3.11)

where T̂ [ρ] is the kinetic energy, Eext[ρ] is the external potential and Eee[ρ] is the

electron-electron interaction. The Eext[ρ] is the electron-nuclei interaction and is de-

termined by the system under study. The other two terms are universal, unfortunately

their functional form is unknown.

The formalism proposed by Kohn and Sham is the one used in modern DFT im-

plementations. It relies on a fictitious system of N non interacting electrons, where the

Vee is replaced by a mean field potential. The N electrons are expressed in terms of

so-called KS orbitals:

ρ(r) =
N
∑

i

|φi(r)|
2 (3.12)

The kinetic energy of such system of non interacting electrons is:

T̂s[ρ] = −
1

2

N
∑

i

< φi(r)|∇
2|φi(r) > (3.13)

The Coulomb component represents a significant contribution to the electron-electron

interaction and can be calculated for the non interacting system as:

EH [ρ] =
1

2

∫

ρ(r1)ρ(r2)

|r1 − r2|
dr1dr2 (3.14)

The differences in kinetic energy and electron-electron interaction arising from the use of

the non interacting system are grouped in the so-called exchange-correlation functional

Exc[ρ]:

Exc[ρ] =
(

T̂ [ρ]− T̂s[ρ]
)

+
(

Eee[ρ]− EH [ρ]
)

(3.15)

The energy functional becomes:

E[ρ] = T̂s[ρ] + Eext[ρ] + EH [ρ] + Exc[ρ] (3.16)
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By using the second HK theorem (Eq. 3.10), the energy is minimised with respect to

the density until dE
dρ = 0. Since the density is parametrised in terms of orbitals, the

condition becomes dE
dφ = 0 and the set of equations that are solved in the KS-DFT

approach is:

[

−
1

2
∇2 + vext(r) +

∫

ρ(r′)

|r− r′|
dr′ + vxc(r)

]

φi(r) = ǫiφi(r) (3.17)

where the vext(r) terms represents the electron-nuclei interaction. These are N coupled

differential equations (one for each electron), linked by the fact that the ρ depends on

the φi and the potential depends on ρ. There is, therefore, no closed form solution and

the N Eq. 3.17 have to be solved self consistently by iteration.

The exchange-correlation potential vxc(r) is constructed from the derivative of the

exchange-correlation energy with respect to the electron density:

vxc(r) =
δExc[ρ]

δρ(r)
(3.18)

The knowledge of the exact Exc[ρ] would give the exact ground state energy. However,

this term must be approximated because its formulation is unknown.

DFT calculations approximate the functional dependency according to different

methods that can be classified according to the degree of locality of the xc functional:

• Local Density Approximation (LDA)

As the name suggests, in this approximation, the value of the Exc[ρ] only depends

on the local value of the charge density ρ. The contribution of the exchange and

correlation energies can be separated into ELDA
x [ρ] and ELDA

c [ρ]. The former can

be calculated exactly from the homogeneous electron gas and the latter has been

derived from QMC calculations [39]. LDA performs better on systems where the

electron density varies slowly, such as metals. Calculation of structural properties,

vibrational frequencies and phase stability usually give satisfactory results even

at this level of approximation. Its main drawback is the evaluation of binding

energies that are underestimated. The good performance of LDA can be ascribed

to error cancellation: exchange energies are usually overestimated by about 10%,

whereas correlation energies are underestimated by about 200%. Good results

are obtained because the former is, in general, one order of magnitude larger that

the second one.
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• Generalised Gradient Approximation (GGA)

Under this approximation the Exc[ρ] depends both on the charge density and

its first derivative. GGA improves the calculated values of binding energy with

respect the the LDA.

• Meta-GGA

This is an extension of the GGA where the functional depends also on the kinetic

energy density τ(r). This contributes to delivering better results because of the

extra degree of freedom introduced.

All the methods described above suffer from the so-called self interaction error. This

error arises from the KS description of the electron density: each electron interacts with

N electrons instead of N-1. A well known consequence of this error is that valence band

are shifted at higher energies giving smaller band gaps in semiconductors. In order

to correct this error, methods called hybrid functionals have been developed and are

widely used. They are based on the introduction of some Fock exchange EFock
x , which

is the exact exchange energy for the Slater determinant. This gives better results in

the calculation of semiconductor and insulator band gaps [40].

This study focuses on metal surfaces that are properly described by the GGA.

This level of approximation was, therefore, chosen for the calculations discussed in this

thesis. Further details about the methods used can be found in Section 3.6.

3.2 Periodic Systems

In order to simulate properties of macroscopic samples (the order of magnitude is the

Avogadro’s number NA = 1023) a very large number of atoms should be considered.

Although some cluster simulation of materials are used, this approach is impractical

for the simulation of bulk and surface properties of materials that are not nanosized.

In the simulation of crystals, a different approach consists of using the periodicity of

the structure. This is divided into a set of lattice points that are the mathematical

description of the crystal and a motif (or basis), which can be a single atom, ion or

molecule that is found at every point of the lattice.

The lattice can be represented in a very compact way as a set of vectors a1, a2 and

a3 called the direct space lattice vectors (the reason for specifying direct will be clarified

in the following). Any point in the lattice can then be represented by a set of three

integer numbers u, v and z. The three lattice vectors define the so-called unit cell. There
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are seven types of fundamental unit cells: cubic, tetragonal, orthorhombic, monoclinic,

rhombohedral and hexagonal. The motif can occupy the corner, side or center of

the unit faces. The combination of the fundamental unit cell and the positioning of

the motif generate the fourteen Bravais lattices [41] that can be used to describe any

crystalline structure.

To any of these Bravais lattices correspond a reciprocal lattice, which can be defined

in many ways. The most intuitive one is a lattice whose lattice vectors (b1, b2 and

b3) respect the following orthogonality constraint with respect to the direct one:

ai · bj = δij (3.19)

This requirement is satisfied if:

b1 =
a2 × a3
V

b2 =
a3 × a1
V

b3 =
a1 × a2
V

(3.20)

where V is the volume of the cell. The reciprocal lattice is a Bravais lattice itself and

any point can be described by:

K =

j=3
∑

j

mj bj (3.21)

Another representation of the reciprocal lattice is as a FT of direct space lattice. There-

fore, quantities that are more easily calculated in reciprocal space such as crystalline

orbitals and densities can easily be transferred to direct space.

By using the periodicity of reciprocal space it is easy to show that all quantities can

be calculated inside a region called First Brillouin Zone (FBZ). An infinite number of

points in the FBZ should be used, in theory. However, the wavefunctions are continuous

in reciprocal space and a finite set of k points can be used. In order to get accurate

results, the number of these points must be checked by convergence tests.

As last concept of this section, the Bloch’s theorem is introduced. Named after the

Swiss physicist Felix Bloch, it states that: “the wave function of an electron Φi,k(r) in

a periodic potential can be written as”:

Φi,k(r) = eik·r · ui(r) (3.22)

where ui(r) is a function characterised by the same periodicity of the unit cell (ui(r+

R) = ui(r), R is a vector of the direct space) and eik·r is a wavelike component and k

is a wavevector of the reciprocal space. In the following section, two different ways to

represent ui(r) are discussed.
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3.3 The Basis Set Approximation

3.3.1 Local Basis Set

In order for methods used to approximate the Schrödinger equation to be implemented

on computers, the HF or KS one-electron equations can be either represented on a grid

or in terms of a basis set. This latter approach is the most efficient one. The orbitals

are expressed as a linear combination of functions:

ψi(r) =
∑

µ

ai,µ χµ(r) (3.23)

where χµ(r) is a function of the basis set and ai,µ is the weight in the orbital µ in

the eigenstate ψi(r). Although in theory the basis set should be infinite, this approach

is not applicable in practice. Therefore, the basis set is truncated in order to include

enough functions to give accurate results. Also, the variational theorem suggests that

as the flexibility of the basis set is increased the energy will decrease and (eventually)

converge. Many types of local functions can be used, they are usually centered on

atomic sites. The most widely used are Slater Type Orbitals (STOs) and Gaussian

Type Orbitals. (GTOs). There are advantages and drawbacks for both methods. The

STOs present a cusp (as the electronic density) in correspondence of the nuclei and the

exponential decay moving away from the nuclei is slower. The latter has zero derivative

in correspondence of the nuclei and faster decays. However, Gaussian functions are

more easily integrated since the derivative of a Gaussian function is still a Gaussian

function. For this reason GTOs are the most widely used and it is computationally less

expensive to include more GTOs in the basis set to obtain the correct behaviour of the

electronic density, than using STOs.

Local basis set are the method of choice for the simulation of molecules, or in other

words, non periodic systems. Methods to make local functions periodic are available

and extremely useful to simulate materials where the electrons are localised and can

be described in terms of atomic orbitals, such as ionic materials. In this case, in order

to make the local orbital periodic, Bloch Functions (BF) can be used, they are defined

as:

φµ(r,k) =
∑

g

χµ(r− rA − g)eik·g (3.24)

where χµ is a local orbital in the primitive cell centered on the atom A. All lattice

vectors g up to a certain cutoff are included. These Bloch functions represent the basis
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for the construction of the wavefunction as:

Ψi(r,k) =
∑

µ

aki,µφµ(r,k) (3.25)

3.3.2 Plane Wave Basis Set

The natural choice for the simulation of periodic systems characterised by the presence

of delocalised electrons are plane waves. Recalling the Bloch’s theorem Φi(r) = eik·r ·

ui(r), the cell periodic part is expanded into a finite number of plane waves (PWs):

ui(r) =
∑

K

ai,Ke
iK·r (3.26)

The wavefunction becomes:

Ψi(r,k) =
∑

K

ai,k+Ke
i(k+K)·r (3.27)

In theory an infinite number of plane waves should be used. However, one of the

advantages of the PW approach is that the accuracy of the calculation increases with

the number of plane waves. It is therefore possible to truncate the summation according

to a convergence procedure and select only the plane waves whose kinetic energy is

below a defined cutoff:

Ecut ≥
1

2
|k+K|2 (3.28)

One of the PW basis set drawbacks is that very high energy waves must be included

to describe the core electrons. This increases the number of K vectors to include in

Eq. 3.28 and the computational cost. To avoid this, pseudopotential can be used to

describe the core electrons.

3.3.3 Pseudopotential

The description of inner shell electrons can require the use of too many PWs. Also,

the core electrons are not modified by the formation of chemical bonds and can be

assumed to remain as they are in isolated atoms. How many electrons to include in the

inner and outer shells must be carefully checked in order not to exclude electrons that

actually take part in the bond formation. Once this separation has been determined,

the nuclear potential Eext[ρ] in Eq. 3.16 can be modified in order to include the nucleus

potential screened by the core electrons. The KS equations are then solved only for the
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valence part of the wavefunction.

The PW-PP approach is the most widely used in the simulation of metals and has

been selected for this work.

3.4 Surface Modelling

Throughout the first part of this chapter the discussion was focused on bulk 3D prop-

erties. Although the bulk model can be successfully used to describe many properties,

also surfaces are of great importance in materials science. Two methods to simulate

surfaces are available:

• Cluster Approach

A cluster of a fixed number of atoms is cut from the bulk. Different shapes

and sizes of the cluster can be selected. The most common choice is using a

Wulff construction [42] (see Section 3.5 for details on the Wulff construction) to

determine the shape of a nanoparticle of a selected material and cut a cluster

of the same shape. This approach is successfully used, but the results strongly

depend on the size and shape of the cluster and several convergence tests must be

carried out. Also, termination of the surfaces must be carefully checked in order

not to have unphysical geometries without modifying the surface structure.

• Slab Approach

According to this approach, a thin slab of material (usually tens of Å is cut form

the bulk by using the Miller indices (h k l) of the plane of interest. The slab is

periodic in the two directions parallel to the plane and has finite thickness along

the direction perpendicular to the plane. An example of slab is depicted in Fig.

3.1. On the left hand side the unit cell is shown and on the right hand side

the effect of 2D translational symmetry on such unit cell. If local BS sets are

used, 2D periodic cells can be used. If PW basis sets are employed, the cell must

be periodic in the three dimensions because of the 3D Fourier representation of

quantities inherent in the PW approach. In this case a cell containing a portion

of empty space between slabs is used. This results in an array of slabs and

the distance among them must be large enough to have negligible interaction

between neighbouring slabs. This is achieved through convergence tests. This

was the method chosen for this study.
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Figure 3.1: Left: primitive cell used to model a Cu (111) surface 10 layer slab. Right:
the effect of translational symmetry on the primitive cell.

3.5 Properties

Band Structure and Surface Projected Band Structure

The band structure is a concept that arises from the Bloch’s Theorem, where the

wavefunction depends on two indices i and k as opposite to molecular calculations,

where the energy of the MO only depends on the i index. In periodic simulations, the

calculations are performed on the primitive cell and its interaction with all the other

cells of the infinite crystal (or inside a sphere determined by the cutoff criteria) are

included in the k term. The energy is continuous in k and discreet in i. Band structure

diagrams are plotted as energy vs k index. They can also be calculated for lower

dimensionality systems, such as slab models, but only along the periodic directions.

The comparison of the surface electronic structure with the bulk one is very useful to

highlight changes arising from the perturbation introduced by the surface. Comparing

a bulk and a surface band structure is not straightforward: the surface contains a

larger number of atoms (and of electrons as a consequence) and could be seen as

a supercell along the non periodic direction. The electronic states are “folded” in

a supercell. There is a way to obtain a bulk band structure that can be directly

compared to the surface one: the so-called surface projected band structure (SPBS).

A brief description of the technique used to obtain the SPBS can be found in [43].

The detailed procedure in terms of rotation matrices, used in this study to calculate

the SPBS and the coordinate of the k points used in the following can be found in

Appendix A. The bulk electronic states are defined within the FBZ of the bulk crystal

as ǫi(k) ≡ ǫi(k||, k⊥) where k|| ≡ (kx, ky) and k⊥ ≡ (kz). The electronic states of the
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2D periodic slab are defined within the FBZ of the surface unit cell as ǫi(k||), where

k|| ≡ (kx,ky, 0). In the calculation of the SPBS the same path chosen for the slab is

used in the bulk calculation. This is achieved by creating a rotated bulk cell with two

vectors in the surface plane in order to define suitable k⊥, which is sampled at different

values and the different ǭi(k||, k⊥) are reported at k||. An example of surface projected

band structure of copper (111) and (100) surfaces in the region around Γ is reported

in [44].

By comparing the SBS and the SPBS, new states can be found in energy gaps of

the SPBS. These are the surfaces states. Another way to identify the surface states is

through the PDOS discussed in the following.

Density of States and Projected Density of States

The Density of States (DOS) quantifies how many states can be found in a selected

energy interval:

DOS(E) =
2

VBZ

∑

i

∫

BZ
δ(E − ǫi(k))dk (3.29)

where the integration is over the volume of the FBZ. The contribution of each atomic

(or pseudoatomic orbital if PW are used) to the wavefunction can be calculated as:

PDOS(E) =
2

VBZ

∑

i

∑

ν

∫

BZ
c∗i,ν(k)ci,ν(k)Sµν(k)δ(E − ǫi(k))dk (3.30)

ci,µ(k) and ci,ν(k) are the coefficients of the eigenvector φi(k) with energy ǫi and Sµν(k)

is the overlap between the two AO (µ and ν). Each AO is labelled according to the

atom where it is centered. By summing the contribution of all the AO of the atomic site

A, the weight of the atom A on the wavefunction (specified i and k) can be obtained.

Therefore, a layer-by-layer PDOS of a slab can be plotted, an example of this are

Fig. 5.3, 5.4 and 5.5. Also, by combining the information of the PDOS and the band

structure, the states where the contribution of the top most layer is higher than a fixed

threshold can be highlighted as the surface states (an example of this can be found in

the above mentioned figures). This latter approach has the advantage, with respect to

the PDOS, of being able to visualize the coordinate in k space where the surface state

is, which is relevant in PE simulations reported here because of the constraint on the

electron momentum discussed in Section 4.2.1.
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Surface Energy

The surface energy is a measure of the perturbation introduced by the surface on the

bulk structure. The Esurf can be calculated in two ways [45]:

E
(1)
surf =

1

2
{Eslab(n)− [Ebulk × (n)]} (3.31)

E
(2)
surf =

1

2
{Eslab(n)− [Eslab(n)− Eslab(n−m)]

n

m
} (3.32)

Where Eslab(n) is the total energy of the slab, Ebulk is the energy of the bulk cell and

n is the number of atoms in the slab. The surface energy is one of the parameters that

are used to test the convergence on the slab thickness. Eq. 3.32 has the advantage of

a systematic error cancellation. However, it exhibits strong oscillation of the surface

energy at increasing number of layers with respect to Eq. 3.31, as discussed in Ref. [46].

Therefore, in this work, Eq. 3.31 was used to calculate the surface energy of the slabs.

Work Function

The work function of a metal is the lowest energy needed to extract an electron from

a particular surface. It corresponds to the energy difference between the Fermi energy

and the vacuum level. In 2D periodic calculations, the vacuum level corresponds to

the zero of the potential and the Fermi energy is, therefore, the WF. Instead, in PW

calculations, where a 3D periodic cell must be used, the constant value of the potential

between neighbouring slabs is used as zero of the potential. This value must be constant

at the centre of the vacuum region. This is also a way to test the thickness of the vacuum

region is large enough.

Wulff Construction

The Wulff construction [42, 47] can be used to determine the equilibrium shape of a

crystallite of material. The method is based on the so-called Gibbs-Wulff theorem,

which states that the length of a vector normal to a crystal plane is proportional to its

surface free energy:

li = ciγi (3.33)

where li is the length of the vector, ci is the proportionality factor and γi is the Gibbs

free energy of the facet i. In this work, the Gibbs free energy was approximated through

the surface energy as calculated in Eq. 3.31.
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Figure 3.2: Example of a Wulff construction for an hcp system. The arrow are labelled
according to the directions in the crystal.

An example of Wulff construction for an hcp crystal is reported in Fig. 3.2. The

arrows are labelled according to their direction in the crystal. Crystal facets charac-

terised by higher surface energy will grow faster, resulting in a smaller presence in the

crystal surfaces. From the morphology of the crystallite an estimate of the surface area

of each facet present in a polycrystalline sample can be calculated and facet dependent

properties (such as WF and QE) can be averaged.

3.6 Computational Details

All the calculations reported in this thesis were based on DFT and after testing several

approximations of the exchange-correlation functional, the PBE [48] functional was

chosen. The CASTEP [49] software package was used. This code expands the wave

function by means of PW and the core electrons are described through the PP approach.

This code offers the possibility to generate the PP on-the-fly based on the method

proposed by D. Vanderbilt [50].

The Ecut of the PW was tested on the bulk and slab cells. The variation in the

total electronic energy per atom of the order of 10−5 eV was found for a plane wave

energy cutoff of 500 eV. Sampling of the reciprocal space was performed according

to a Monkhorst-Pack [18] sampling of the Brillouin zone (BZ). Convergence on the
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total energy (variations lower than 10−5 eV) are found for a sampling of 14 along

each periodic direction for the bulk primitive cells. The slab cells are sampled along

the periodic directions and only on one point along the direction perpendicular to the

surface. For the surface primitive cells a sampling of 14 along the periodic directions

was used. In the supercell calculations, the sampling is decreased according to the size

of the cell (for example, in a 2x2 supercell a sampling of 7 will be sufficient to represent

the accuracy of 14 in the primitive cell).

DFT calculations are performed at a temperature of 0 K. However, to facilitate

convergence of the electronic states a smearing factor is introduced. This simulates the

effect of temperature and allows electrons close to the Fermi level to occupy the lowest

states of the conduction band. A smearing factor of 300 K has been used in this work.

Geometry optimisation was performed on all structures reported here by using the

BFGS method [51–54]. Tolerance on the geometry optimisation is set to be lower than

10−5 eV/atom. For the bulk structures, the primitive cells are optimised by allowing

the lattice parameter to vary. For the slab cells, the lattice parameters are kept fixed to

the bulk optimised one and the position of atoms inside the cells are allowed to change.

This is the standard approach when surface are simulated through the slab approach.

The adsorption energy of the external species was calculated with respect to their

standard state: bulk for cesium and diatomic molecules (H2 and O2) for hydrogen and

oxygen.

The thickness of the slab must be carefully converged with respect to variations

of the total and surface energy, the geometry and electronic structure of the central

layers. Also, the slab must be thick enough in order for these parameters not to be

changed by the adsorption of external atoms or surface reconstruction. For the 10 layer

slab, the displacement of the central layer is found to be less than 0.1% of the bulk

interlayer spacing. Furthermore, the electronic structure of the central layers of the slab,

calculated using the projection of the density of states (PDOS) on the central atoms,

reproduces that of the bulk crystal. This demonstrates that the mean field potential

in the centre of the slab replicates that in a layer of the bulk crystal. Adsorption of

oxygen, hydrogen or cesium to the surface of the Mg (0001) ten layer slab (discussed in

Chapter 7.4) produces negligible changes in the displacement and electronic structure

of the central layer. These tests suggest that the 10 layer slab model is adequate for

the study of changes in the QE due to surface modifications.
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Photoemission Theories

Several photoemission theories have been developed in order to explain experimental

data. They can be divided into two main groups: three step and one step theories.

The main characteristics and differences between the two are briefly presented in this

introductory section and discussed in more details in this chapter. The original formu-

lation of the three step and one step models were proposed by C.N Berglund and W.E.

Spicer [55] in 1964 and by J.B. Pendry [56] in 1976, respectively.

The Fermi golden rule can be seen as the starting point for both theories, as it is

represented in Fig. 4.1. It describes the transition probability between two electronic

states, where I refer to the initial and F to the final states, respectively. The generic

operator ∆ is the matrix element giving the probability for the coupling between the

two states. The main difference between the two theories discussed here is how many

steps are used to describe the photoemission process. According to the three step model

(3SM), the photoemission process can be divided into three processes: excitation of an

electron upon photon absorption, transport of the excited electron from the bulk to the

surface and escape from the surface. These processes are considered to be independent

and the probability for the three can be multiplied in a final expression for the emission

probability. On the contrary, in the one step model (1SM), the three processes described

above are represented by a single coherent quantum mechanical process. The operator

∆ combines the probability for the three steps and the final state, which is a Bloch state

in the original formulation of the 3SM and a time - reversed LEED state in the 1SM.

This latter condenses all the scattering phenomena in the bulk and surface escape.

The 3SM gives satisfactory results for valence level spectroscopy, identifying the

energy levels of the material at specific emission angles of the electrons, at the same

time, the 1SM model is able to reproduce the intensity of the experimental peaks in
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photoemission experiment at a higher degree of accuracy. This is because the three

steps do interfere with each others and this is taken into account in the 1SM.

The 1SM is, therefore, considered the state of the art in terms of photoemission

simulations. However, in its original formulation and some further developments, the

1SM relied on the Green function methods in the KKR formalism [57]. These use the

muffin-tin potential in the atomic sphere approximation. In this approximation, the

potential of the materials is described by non overlapping (or slightly overlapping [57])

spheres centered on the atomic sites and a constant potential in the interstitial region,

usually expanded in plane waves. This procedure efficiently describes the potential in

the areas near the nuclei, but lacks a proper description in the interstitial region. Some

recent developments are based on full potential calculations [58] (see Section 4.1 for

further details).

Condensing the three steps for photoemission in one coherent quantum mechanical

process is considered an advantage. However, this work aims at developing a method

to systematically improve the efficiency of photocathode materials. In order to achieve

this, it is fundamental to be able to disentangle the effect of alterations of the pristine

material in terms of WF variations, addition or shift of states in the electronic structure

and change in optical properties. In its formulation, the three step model, despite being

theoretically less accurate than the one step model provides the perfect candidate as

starting point. In its original formulation, however, it is based on bulk calculations.

In order to include surface effects in the emission process, an extension of the 3SM is

presented in the following, after a short discussion of the 1SM.

4.1 The One Step Model

The differences between the 1SM and 3SM were highlighted in the introduction to this

chapter. In Pendry’s formulation of photoemission, the photocurrent is derived from

Fermi’s golden rule:

I(ǫf ,k||) ∝
∑

j

| < ǫf ,k|||∆|ǫi,k > | (4.1)

where ǫf is the energy of the final state, i.e. upon absorption of the photon energy and

ǫi is the initial state. k|| is the parallel component of the electron momentum, which is

conserved during the transition from the k point k. The electron-photon interaction is

included in the Hamiltonian as:

∆ =
1

2c
(p ·A+A · p) (4.2)
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Figure 4.1: Differences between the two main photoemission theories.

A = a cos(q · r− ωt) (4.3)

In order to consider the scattering states the electron couples with, to exit the crystal,

a generalised form of the golden rule in terms of the retarded G− and advanced G+

Green’s functions can be written as:

I(ǫf ,k||) =
1

π
Im < ǫf ,k|||G

+
2 ∆G

+
1 ∆

+G−
2 |ǫf ,k > (4.4)

where the state of the electron at the detector is defined by its energy and momentum

ǫf and k||. The retarded Green’s function G introduces all the multiple-scattering

properties of the materials at the final energy ǫf .

The first full-potential theory, which means the potential is not restricted the muffin

tin method, was proposed in 1995 by Braun and coworkers [58,59]. Relativistic effects

have also been proposed as an extension to the original one step model [60] and become

relevant when core electrons are studied.

As discussed in the introduction to this chapter, the method chosen for the simula-

tions reported in this thesis is the three step model because of it represents a pragmatic

approach when seeking to isolate the effects of surface chemistry in order to optimise

photocathodes. Therefore, the extensions to the one step model of photoemission are

beyond the purpose of this thesis and the discussion will move to the three step model

and the inclusion of surface effects in its original formulation.
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4.2 The Three Step Model

The three step model for photoemission was originally proposed by Berglund and Spicer

[55, 61–64]. In this theory, the photoemission is regarded as the sequence of three

independent processes: the optical excitation of an electron upon absorption of a photon

with energy ~ω, the transport of the excited electron to the surface and the escape of

the electron through the surface barrier. The three steps are assumed to be independent

and thus the distribution of photoexcited electrons is a simple product of the probability

of each step contributing to the photoexcited flux:

I(E,ω) = P (E,ω)T (E)D(E) (4.5)

where P (E,ω) is the distribution of photoexcited electrons of the bulk at photon energy

~ω, T (E) is the transmission function from the bulk to the surface and D(E) is the

escape function.

The absorption of a photon excites an electron from the valence band to the con-

duction band. Electrons excited above the vacuum energy are able to escape from the

surface. If the excitation occurs to a conduction state that is below the vacuum energy,

the electron will be thermally de-excited to the valence band.

After excitation the number of electrons transported to the surface is reduced by the

inelastic electron-electron scattering. When assuming an isotropic scattering probabil-

ity that only depends on the energy of the excited electron, the inelastic mean free path

approximation can be used [64]. The 3SM, in its original formulation, assumes the

excitation occurs in the bulk and the probabilities for the three steps depend only on

the energy of the electron and the photon and not on the position of the electron in the

material. However, for the purpose of understanding the relationship between surface

structure and photoemission, it is here extended to surface simulations as discussed in

the next section.

4.2.1 Extension And Implementation For Surface Modelling

Extending the 3SM to an explicit model of the surface electronic structure allows for

a direct dependence of the escape probability on the depth inside the material where

the excitation occurs.

The three steps are now discussed in details, including a fourth one, called here the

step 0, which is the layer-by-layer decomposition of the electronic structure. This con-

cept is needed in order to introduce a z-dependence of the properties used to calculate
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the photoemission in the formalism presented in this work.

Step 0: Layer-by-layer Decomposition of the Electronic Structure

Electron states are delocalised in crystals. However, an attempt to weight the emission

probability by the depth of the electron in its initial state requires the localisation of

the electronic states. The weights can be calculated according to several theoretical

frameworks. Among these, the projection onto contributions from atom centered func-

tions, such as AO or Wannier Functions [43, 65] is commonly used. In this work, the

weights W (i, A,k) were calculated by using the projection onto the AO used in the

construction of the pseudopotential:

W (i, A,k) =
∑

µ∈A

∑

ν

c∗i,ν(k)ci,ν(k)Sµν(k) (4.6)

where i and A are the band and atom indices, respectively. The coefficients ci,ν(k) and

the overlap matrix Sµν(k) are the same used to calculate the PDOS in Eq. 3.30 and

discussed in Section 3.5. The contribution of each atom is obtained as a summation

over all the orbitals µ centered on A.

The W (i, A,k) is also used to calculate a layer-by-layer decomposition of the band

structure. This procedure allows for an identification of the surface states in the band

structure of the materials. This is done by highlighting in red the states characterised

by a W (i, A,k) (where A is an atom of the topmost layer of the slab) greater than a

fixed threshold in the band structure (examples of this are reported in Fig. 5.3 to 5.5).

This is a complementary approach to the PDOS, which is obtained as a summation over

all the weights in a range of energy (see Eq. 3.30 in Section 3.5). In the photoemission

theory discussed here, the band and k dependence are used in order to calculate all the

layer-by-layer properties, such as light absorption, in order to obtain a layer-by-layer

photoemission spectrum.

Step 1: Optical Excitation

The first step of the 3SM is the absorption of a photon with energy ~ω. This energy is

transferred to an electron, which is excited from the initial state i in the valence band

to the final state f in the conduction band. While a crystalline orbital computed in the

periodic potential of the lattice gives the best description for the initial state, the final

state could be represented in different ways. For example, a plane wave would give a

good description of the electron at a distance where the surface potential becomes weak,
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but it would not be accurate in the near surface region. If an inverse LEED state were

used, the coupling would be with a scattering state that decays into the bulk and the

same formalism of the 1SM would be applied. In this work, the final state is represented

by a high energy crystalline orbital computed in the periodic potential of the lattice.

The probability for the transition is the the square of the optical matrix element (OME),

which accounts for the coupling of the valence band i and the conduction band f :

M(i, f,k) =< ψf,k|u · r|ψi,k > (4.7)

where u defines the polarization of the electric field of the incident light and r is the

momentum operator. Because of the near zero momentum of the photon, only vertical

transitions (involving states belonging to the same k point) are considered.

A delta function is used to ensure the energy conservation. Transitions can only

occur if the energy between the two states is equal to the photon energy:

δ(E − (ǫf,k − ǫi,k)) (4.8)

The dielectric function describes the interaction of an electromagnetic field and a

material [66]. It is a complex number that can be written as

ε = ε1 + iε2 (4.9)

A DFT approximation to the imaginary part of the dielectric function (ε2) can be

calculated in the random phase approximation [66] from first principles from the Kohn

Sham orbitals as:

ε2(E) =
πe2

ε0V

∑

i

∑

f

∫

BZ
| < ψf,k|u · r|ψf,k > |2δ(E − (ǫf,k − ǫi,k))dk (4.10)

where e is the electron charge, ε0 is the vacuum permittivity and V is the volume of

the unit cell.

In order to obtain a layer-by-layer decomposition of the optical properties the weight

W (i, A,k) is introduced in Eq. 4.10:

ε2(E, l) =
πe2

ε0V

∑

i

∑

f

∑

A∈l

∫

BZ
| < ψf,k|u · r|ψf,k > |2δ(E − (ǫf,k − ǫi,k))W (i, A,k)dk

(4.11)

where the third summation symbol sums over all atoms A belonging to the layer l in
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order to obtain a layer-by-layer decomposition rather than an atom-by-atom decompo-

sition. This becomes relevant for calculations where more than one atom is present in

the same layer.

The layer by layer decomposition of the real part of the dielectric function (ε1) is cal-

culated through the Kramers-Kronig relations [67] and it is layer-by-layer decomposed

as the ε2.

The layer by layer decomposition of the refractive index N may then be computed

as:

N(E, l) = n(E, l) + ik(E, l) (4.12)

where the layer dependence was introduced through the dielectric function as follows:

n(E, l) =
1

2

[

ε21(E, l) + ε22(E, l)
]

1
2 + ε21(E, l)

1
2

(4.13)

k(E, l) =
1

2

[

ε21(E, l) + ε22(E, l)
]

1
2 − ε21(E, l)

1
2

(4.14)

The optical absorption coefficient (units of m−1) quantifies the portion of electro-

magnetic radiation absorbed by a portion of material:

α(E, l) =
2kω

c
(4.15)

where k is the imaginary part of the refractive index, ω is the frequency of the light

at energy E and c is the speed of light. The value of α(E, l) is expected to be quite

homogeneous for a thick slab of pure material (some differences could appear for the

surface layer because if its perturbation on the electronic structure), but should change

quite dramatically in presence of adsorbates or interfaces.

As the light beam travels through the material, it is absorbed by the upper layers

of the slab. The intensity of light reaching a layer can be easily calculated through the

Beer-Lambert law [31]:

I(E, l) = I(E, l − 1) e−α(E,l)t(l) (4.16)

where l is the layer label and l − 1 is the layer above l, t(l) is the thickness of the

layer l. The portion of light reaching a certain layer, or in other terms, the number of

photons will decrease as the beam travels through the material. Therefore, excitation

from layers deep inside the slab will be lower than from the surface ones. However, this

term is usually one order of magnitude larger [62, 63] than the electron escape depth,

which is discussed in the next section.
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Figure 4.2: Example of IMFP curve.

Step 2: Transport to the Surface

Excited electrons can travel to the surface. As they do so they can undergo elastic

and inelastic scattering with other excited and ground state electrons. This changes

the direction and energy of the scattered electrons. Several theories about the inelastic

scattering of electrons are available [68–72].

An explicit model of all the possible loss processes is beyond the scope of the

current work. It is, however, possible to estimate the overall loss function and its

energy dependence through a simple model based on the assumption that there is

an average distance electrons travel in a material before an inelastic scattering event

occurs. This distance is evaluated in electron energy-loss spectroscopy through an

approach equivalent to the Lambert-Beer equation for light absorption:

I(d) = I0e
−d

λ(E) (4.17)

where I0 is the intensity of the beam reaching the surface, d is the distance inside the

material, E is the photon energy and λ(E) is the inelastic mean free path (IMFP). This

latter gives the attenuation of the electron beam according to its energy, or in other

words, the distance an electron beam can travel before its intensity is reduced to 1/e.

It has been observed that the λ(E) parameter can be described by a universal

curve [73], which has the same shape for all materials, but different values for the

positioning of the minimum. This curve is calculated from the imaginary part of the

self energy as described in Ref. [73]. An example of this curve, for copper is reported

in Fig. 4.2 calculated by using the approach described in [74].
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The IMFP is slowly varying in the region of the minimum. Since this is the energy

of the electrons giving near threshold emission (i.e. excitation at energy values just

above the WF) for the substrates discussed in this work (see Section 6.3) in what follows

the energy dependence has therefore been neglected and a constant IMFP was adopted

for each substrate. This value was calculated as the average of the experimental and

ab initio values found in literature [68–72]. These are 5.54 Å for copper, 6.13 Å for

silver and 5.00 Å for magnesium.

Within this approximation the the probability for an electron to be emitted de-

creases exponentially with its depth inside the slab according to:

esc(E, l) = e
−d(l)
λ(E) (4.18)

where d(l) is the depth inside the slab where the electron is being excited.

Step 3: Escape from the Surface

The dominant factors determining the escape of excited state electrons from the surface

are the work function and the value of the electronic momentum perpendicular to the

surface which is constrained by momentum conservation in the initial excitation.

The electrons that reached the surface will escape from the sample if their energy

is higher than the surface barrier. The height of the effective surface barrier is the

difference between the energy of the electron and the work function of the surface (see

Section 3.5 for the theory and details of the WF calculation). This is taken into account,

in the final equation for photoemission, by summing over the final states whose energy

is higher than the WF. Electrons can also be excited to the conduction band in the

region below the WF energy, but they will be thermally de-excited instead of emitted.

The second factor to be considered is the conservation of the electron momentum.

To a good approximation, the parallel component of the momentum is conserved during

the emission [75,76]:

(k‖ +K‖) = q‖ (4.19)

where k and q are used to label the momentum of the electron inside the surface and in

the vacuum, respectively. K‖ is a lattice vector of the reciprocal space, which has only

parallel components. This compact notation (k‖ + K‖) is used to highlight the fact

that electrons, due to excitations at k-vectors that are at higher order Brillouin Zones

(BZ), are emitted at the same angle as the equivalent electrons in the First Brillouin

Zone (FBZ).
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The momentum component along the direction perpendicular to the surface k⊥

(that here is assumed to be the z axis) is zero inside the slab because it has no period-

icity along such direction. Since the k‖ is conserved during the transition, the energy

absorbed from the photon will be transferred to the k⊥ component and varies accord-

ing to the energy of the final state Ef . The momentum component along the direction

perpendicular to the surface upon excitation i.e. outside the slab q⊥ is determined by

the conservation of energy such that:

Ef = ǫf (k‖, k⊥)− Ev =
~
2

2m
(k2

‖ + q2⊥) (4.20)

where the final energy Ef is equal to the energy of the final state above the vacuum

energy (ǫf (k‖, k⊥) − Ev) and Ev is the vacuum energy. By rearranging Eq. 4.20, the

value of q⊥ can be determined:

q⊥ =

√

2m

~2

[

ǫf (k‖, k⊥)− Ev

]

− k‖
2 (4.21)

If the q⊥ component is imaginary the electron is absorbed by the crystal and does

not contribute to the quantum efficiency. This highlights an important feature of

photoemission which is that the lower the final energy of the excited electron (i .e.

the photon energy), the higher is the contribution to the QE from k points close to

Γ because electrons with larger components along the x and y directions will not be

emitted but absorbed by the substrate [77]. This effect can be observed in Fig. 6.1 to

6.3 where the states from where electrons can be emitted, at photon energy of 4.7 eV,

are highlighted on the BS and PDOS.

The constraint on the electron momentum is taken into account in the equation for

QE by means of a Heaviside step function:

H(q⊥ > 0) (4.22)

reflecting the fact that that only final state electrons characterised by a positive mo-

mentum along the direction perpendicular to the surface contribute to the QE.

The effect of this restriction on the electron momentum is schematically shown

in Fig. 4.3, where electrons excited from the same k point (same kx and ky) at

three different photon energies is represented. Ef1 is notionally sufficient energy to

overcome the work function, but its q⊥ component, calculated according to Eq. 4.21 is

imaginary. This means that upon excitation, the electron is reflected inside the surface.
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Figure 4.3: Schematic representation of the effect of the conservation of the momentum
parallel to the surface during the electron emission.

Ef2 provides a positive q⊥, which means the electron is emitted from the surface. The

higher the Ef becomes, the closer to the z axis the electron is travelling (compare Ef3

and Ef2 in Fig. 4.3).

Through simple geometric considerations, the angle of emission can be calculated by

knowing the value of q⊥ and the total momentum q. The maximum angle of emission

for a fixed photon energy can be used to calculate the emittance of the electron beam.

A. Schröder and coworkers have recently used simple arguments based on the effective

electron mass, which reflects the curvature of the band to efficiently screen materials

according to their predicted emittance [78, 79]. The same procedure can easily be

included in the theory described here with two purposes: computing the angle resolved

photoemission spectra (ARPES) and the emittance of the electron beam. Both these

aspects will be implemented in the future of the project (see Chapter 10).

The Cell Invariance Problem

The constraint of the momentum described above can be used when primitive cells (for

the surface, see Section 3.4) are used. In the simulation of low coverage of adsorbates

supercells must be used. As the dimension of the direct lattice cell increases, the

reciprocal space cell decreases accordingly to Eq. 3.20. This phenomenon is very well

known [80] and can be described in terms of electronic states folding (or translation).
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Most properties, such as DOS and optical properties are not affected by the bands

folding because they are integrated over the BZ. However, it influences the PE spectra

because of the constraint on the electron momentum. This depends directly on the

coordinate of the k point from where the electron is emitted through Eq. 4.20 and

4.21. The higher the order of the supercell, the higher the emission, in particular at

low photon energy because of the higher number of states folded at Γ.

Techniques to identify which are the states that were folded are available [81–84].

They are based on the fact that the folded states undergo an antisymmetrization that

is not present in the primitive cell.

These unfolding methods have not been implemented yet in the procedure used to

obtain the results discussed in this thesis. Therefore, the momentum constraint has

been applied to the calculations where the primitive cell could be used (clean surfaces).

For the calculations where supercells had to be used, the constraint on the momentum

was ignored and all electrons in the BZ are considered as being emitted from Γ. This

approximation can be used if variations in QE between clean and modified surfaces are

discussed.

4.2.2 Equation for the Quantum Efficiency

In summary, in the 3SM, the equation used to calculate the QE based on the theory

discussed above is:

QE(E, l) =

∑V BM
i=1

∑
∞

f=WF

∫
BZ

|M(i, f, k)|2 δ(E − (ǫf,k − ǫi,k) W (i, A, k) I(E, l) esc(E, l) H(q⊥ > 0) dk

(2π)3
∑

V BM
i=1

∑
∞

f=V BM+1

∫
BZ

|M(i, f, k)|2 δ(E − (ǫf,k − ǫi,k) W (i, A, k) I(E, l) dk

(2π)3

(4.23)

where VBM indicates the highest energy band in the valence band. The sum at the

numerator includes all initial states in the valence band and the final states above the

vacuum energy. The denominator takes into account all the processes than can absorb

a photon with energy E. Therefore, all initial states from the valence band and all the

final states in the conduction band are included.
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Copper, Silver and Magnesium:

Bulk and Surfaces

In this chapter an overview of the computed bulk and surface geometries and electronic

structures of copper, silver and magnesium is presented. These were chosen because

they are among the materials that are going to be tested in the VELA photoinjector

for the CLARA FEL. Firstly their bulk properties will be reported and the most stable

surfaces are discussed in the second part of the chapter.

5.1 Bulk Structure

Copper and silver crystals adopt the fcc cubic structure, which belongs to the space

group Fm3̄m (number 225). Their primitive cells contain one atom and are charac-

terised by the lattice vectors a = b = c and internal angles α = β = γ = 60o. Their

conventional cells contain four atoms and have a = b = c and α = β = γ = 90o.

Magnesium adopts the hcp structure, space group P63/mcc (number 194), which is

characterised by a primitive cell (that also correspond to the conventional cell) where

a = b 6= c, α = β = 90o and γ = 120o. Their crystal structures are depicted in

Fig. 5.1. Structural optimisation was performed with respect to the lattice parame-

ters and atomic coordinates of the bulk primitive cells. The experimental geometries

obtained from X-ray powder diffraction [6–8] were used as the starting point. The

optimised and experimental conventional lattice parameters (calculated using the con-

sistent set of numerical and theoretical approximations discussed in Section 3.6) are

reported in Table 5.1. The calculated lattice parameters show very good agreement

with the experimental data. The highest difference is 1.6 % in the lattice parameter
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of silver. Calculation of the copper and magnesium lattice parameters reproduce the

experimental ones within differences lower than 1 %. Previous calculations recently

performed with DFT-PW methods differ of less than 2 % [85, 86] with respect to the

lattice parameters obtained in this study. This confirms that the optimised bulk ge-

ometries obtained here are adequate for the generation of slabs to model the metal

surfaces.

Table 5.1: Conventional cell lattice parameters for copper, silver and magnesium
calculated using the DFT-PBE approach described in Section 3.6. Experimental mea-
surements are obtained from X-ray powder diffraction experiments at room temperature
[6–8]. All values are in Å.

DFT-PBE (this study) Exp. ∆DFT−Exp

Copper a = 3.630 3.615 0.41 %

Silver a = 4.086 4.154 1.6 %

a = 3.190 3.209 0.60 %
Magnesium

c = 5.182 5.211 0.56 %

5.2 Bulk Electronic Structure

The electronic structure of the materials at the optimised structure was calculated and

is depicted in Fig. 5.2 as band structure and PDOS on the different angular momen-

tum components calculated by using a Mulliken projection onto AO contributions (see

Section 3.5 for details).

The copper band structure has been extensively compared to LDA and GW cal-

culations and to experimental results following the analysis of Marini et al. [87]. The

calculated electronic structure is in good agreement with previous calculations and ex-

perimental data. Also the silver and magnesium electronic states reproduce calculated

data reported in the literature [88–92]. For example, the d-band of silver, which is

about 5 eV in width, differs by 0.3 eV from previous APW calculations [93].

The PDOS show high contribution of d states at about -5.5 to -1.0 eV and -7.0 to

-2.0 eV below the Fermi energy in copper and silver, respectively. The s band represents

states that are homogeneously spread in the valence band starting from -8.0 eV and

-9.0 eV below the Fermi energy for silver and copper, respectively. For magnesium all

the contribution comes from s and p electrons. Its DOS for the valence band starts at

-7 eV.
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Cu/Ag primitive cell Cu/Ag conventional cell

Mg primitive/conventional cell

Figure 5.1: The bulk crystal geometry represented by means of the primitive and
conventional cells for the materials used in this study. Top: copper and silver (fcc).
Bottom: magnesium (hcp).

73



5. COPPER, SILVER AND MAGNESIUM: BULK AND SURFACES

Copper

Γ X W L Γ K X
-10

-8

-6

-4

-2

0

2

4

6

8

10

ε
 (

eV
)

cu_BULK_BANDS

-10

-8

-6

-4

-2

0

2

4

6

8

10

T
o
ta

l D
O

S
spd

Silver

X W L Γ K XΓ
-10

-8

-6

-4

-2

0

2

4

6

8

10

ε
 (

eV
)

-10

-8

-6

-4

-2

0

2

4

6

8

10

T
o
ta

l D
O

S
spd

Magnesium

M P Γ A L H AΓ
-10

-8

-6

-4

-2

0

2

4

6

8

10

ε
 (

eV
)

-10

-8

-6

-4

-2

0

2

4

6

8

10

T
o
ta

l D
O

S
sp

Figure 5.2: Electronic structure of copper, silver and magnesium: band structure (left)
and projected density of states (right).
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5.3 Structure of the Low Index Surfaces

5.2.1 Surface Projected Bulk Band Structure

The SPBS has been calculated according to the procedure described in Section 3.5 and

Appendix A.5.1.

The SPBS for all the surfaces discussed are depicted on the left hand side of Figures

5.3, 5.4 and 5.5. These are useful to highlight the presence of forbidden energy gaps

in the bulk electronic structure and allow for an easier identification of surface states

in the slab models (see Section 5.4).

5.3 Structure of the Low Index Surfaces

In order to simulate the behaviour of copper, silver and magnesium in photocathodes,

the lower energy surfaces, which are the more likely to be present, of such metals are

simulated using slab models. These are cut from the optimised bulk geometry discussed

in Section 5.1. For Cu and Ag the (111), (110) and (100) surfaces were considered. For

Mg the (0001), (1010) and (1011) were studied. Their structures are depicted in Fig. 5.6.

The magnesium (0001) surface is used in Chapter 7.4 as the substrate to simulate the

effect of adsorbates interacting on this material. This surface exhibits two different

hollow sites: fcc and hcp. The adsorption energy of oxygen, hydrogen and cesium onto

these two sites of metal surfaces has been widely investigated by using DFT-PAW [94]

and DFT-GGA methods [95]. The fcc and hcp sites exhibit higher adsorption energies

with respect to bridge and top interaction and differences between the two of them

lower that 0.05 eV/molecule. The differences in the WF change upon external atoms

adsorption are negligible for the two sites (of the order of 0.01 eV) [94, 95]. The hcp

site was, therefore, chosen for all simulations of surfaces interacting with adsorbates,

as it is discussed in Chapter 7.4.

Slab models are periodic along the x and y directions and consist of finite thickness

along z (see Section 3.4). The thickness of the slab must be carefully checked through

convergence tests. In the current study the surface energy, displacement and electronic

environment of the central atoms were used. The atomic structure of the slab model

is determined by energy minimisation keeping the lattice parameters fixed. This is

the approach used in surface simulation and it reflects the fact that the perturbation

introduced by the surface is not strong enough to change the lattice constant of the

sample and the bulk one will be predominant. Atoms are allowed to move in three

dimensions during the geometry optimisation. The surface energy of the 10 layer slabs

is converged within 10−3 J/m2. For the 10 layer slab, the displacement of the central
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Cu (111) projected bands

M Γ M K
-10

-8

-6

-4

-2

0

2

4

6

8

10

ε
 (

eV
)

111_BPBS Cu (111) surface

M Γ M K
-10

-8

-6

-4

-2

0

2

4

6

8

10

ε
 (

eV
)

cu_111_10_WEIGHTS_all_other Cu (111) PDOS

-10

-8

-6

-4

-2

0

2

4

6

8

10

S
u
rfa

c
e
 la

y
e
r

C
e
n
tra

l la
y
e
r

Cu (110) projected bands

Γ X’ M X’’ Γ M
-10

-8

-6

-4

-2

0

2

4

6

8

10

ε
 (

eV
)

cu_110_BPBS Cu (110) surface

Γ X’ M X’’ Γ M
-10

-8

-6

-4

-2

0

2

4

6

8

10

ε
 (

eV
)

cu_110_10_BANDS_all_other Cu (110) PDOS

-10

-8

-6

-4

-2

0

2

4

6

8

10

S
u
rfa

c
e
 la

y
e
r

C
e
n
tra

l la
y
e
r

Cu (100) projected bands

X Γ M X
-10

-8

-6

-4

-2

0

2

4

6

8

10

ε
 (

eV
)

AA Cu (100) surface

X Γ M X
-10

-8

-6

-4

-2

0

2

4

6

8

10

ε
 (

eV
)

cu_100_10_all_other Cu (100) PDOS

-10

-8

-6

-4

-2

0

2

4

6

8

10

S
u
rfa

c
e
 la

y
e
r

C
e
n
tra

l la
y
e
r

Figure 5.3: Copper (111), (110) and (100) surfaces. Left: surface projected band
structure. Middle: surface band structure. Right: surface and central layer PDOS.
Surface states, identified according to the procedure described in Section 4.2.1 are
depicted in red. States equally delocalised on the whole slab are shown in black.
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Figure 5.4: Silver (111), (110) and (100) surfaces. Left: surface projected band
structure. Middle: surface band structure. Right: surface and central layer PDOS.
Surface states, identified according to the procedure described in Section 4.2.1 are
depicted in red. States equally delocalised on the whole slab are shown in black.

77



5. COPPER, SILVER AND MAGNESIUM: BULK AND SURFACES

Mg (0001) projected bands

M Γ M K
-10

-8

-6

-4

-2

0

2

4

6

8

10

ε
 (

eV
)

Mg (0001) surface

M Γ M K
-10

-8

-6

-4

-2

0

2

4

6

8

10

ε
 (

eV
)

Mg (0001) PDOS

-10

-8

-6

-4

-2

0

2

4

6

8

10

S
u
rfa

c
e
 la

y
e
r

C
e
n
tra

l la
y
e
r

Mg (1010) projected bands

M Γ M K
-10

-8

-6

-4

-2

0

2

4

6

8

10

ε
 (

eV
)

AA Mg (1010) surface

M Γ M K
-10

-8

-6

-4

-2

0

2

4

6

8

10

ε
 (

eV
)

Mg (1010) PDOS

-10

-8

-6

-4

-2

0

2

4

6

8

10

S
u
rfa

c
e
 la

y
e
r

C
e
n
tra

l la
y
e
r

Mg (1011) projected bands

A B Γ C D Γ
-10

-8

-6

-4

-2

0

2

4

6

8

10

ε
 (

eV
)

AA Mg (1011) surface

A B Γ C D Γ
-10

-8

-6

-4

-2

0

2

4

6

8

10

ε
 (

eV
)

Mg (1011) PDOS

-10

-8

-6

-4

-2

0

2

4

6

8

10

S
u
rfa

c
e
 la

y
e
r

C
e
n
tra

l la
y
e
r

Figure 5.5: Magnesium (0001), (1010) and (1011) surfaces. Left: surface projected
band structure. Middle: surface band structure. Right: surface and central layer
PDOS. Surface states, identified according to the procedure described in Section 4.2.1
are depicted in red. States equally delocalised on the whole slab are shown in black.
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5.3 Structure of the Low Index Surfaces

Table 5.2: Lattice parameters, displacement of the first layer, surface energy, work
function and percentage of each surface according to a Wulff construction for the Cu
and Ag (111), (110) and (100) surfaces and Mg (0001), (1010) and (1011) surfaces.

layer is found to be less than 0.1 % of the bulk interlayer spacing. Furthermore, the

electronic structure of the central layers, calculated using the projection of the density

of states (PDOS) on the central atoms, reproduces that of the bulk crystal. This is

confirmed by comparing the black line in the PDOS plots in Fig. 5.3, 5.4 and 5.5 to the

bulk total DOS in Fig. 5.2. This demonstrates that the potential in the centre of the

slab replicates that in a layer of the bulk crystal. Adsorption of oxygen, hydrogen or

cesium to the surface of the 10 layer slab produces negligible changes in the displacement

and electronic structure of the central layer. These tests suggest that the 10 layer slab

model is adequate for the study of changes in the QE due to surface modifications.

The lattice parameters of the slabs are reported in Table 5.2 together with the

displacement of the top three layers from the bulk positions. The (110) surface of

Cu and Ag exhibit the larger shift along the z direction, where the top layer moves

downwards of 6.96 % and 5.34 % of the bulk interlayer spacing, respectively. For the

(111) surface of the fcc metals the displacements are of the order of 2 % for the first

layer. Displacements for the magnesium (0001) surface are negligible (of the order of

0.2 % for the first layer). The displacement calculated in this study is confirmed by

previous calculations using DFT-PW methods [96, 97] (and different PP: PBE, PW91

and the PAW method). For example, displacement of 5 % of the topmost layer of the

Cu (111) surface are reported [96]. Also the top layer of Mg surfaces is reported to

move of less than 0.1 % [97].

The computed surface energies of the slab models studied here are reported in Table

5.2. Copper and silver will be discussed first. For these two metals, the values obtained
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Copper (111) surface Silver (111) surface

top view side view side view

Copper (110) surface Silver (110) surface

top view
side view top view side view

Copper (100) surface Silver (100) surface

top view side view top view side view

Magnesium (0001) surface Magnesium (1010)

top view side view top view side view

Magnesium (1011)

top view side view

Figure 5.6: Structure of the 10 layer slabs used to model the surfaces of copper, silver
and magnesium.
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5.3 Structure of the Low Index Surfaces

are somewhat lower than the those reported previously in the literature which were

calculated at local density (LDA) or generalized gradient approximation (GGA) levels

of theory using local basis sets [45] or linear muffin-tin orbitals in the atomic-sphere

approximation (ASA) [98, 99]. This is to be expected as the variational freedom of

the PW basis set used in the current study provides a more accurate description of the

spread of electron density into the vacuum region which is, by necessity, constrained

within the ASA or with standard local basis sets [100]. The surface energy of silver

computed here is in agreement with other DFT-PW calculations [101] (maximum

deviations of 8 %). As an additional test, a calculation using the Quantum Espresso

code with the same exchange-correlation functional, k sampling grid and plane wave

energy cutoff as the CASTEP calculations was performed. It yields an almost identical

surface energy (differences lower than 5 x 10−3 J/m2). Larger variations are seen

when the pseudopotential is altered. This was tested for copper: using the projector

augmented wave (PAW) method produces a variation of 6% in the surface energy

relative to using the PBE pseudopotential. Despite these numerical discrepancies in the

absolute surface energy, which are inherent in the pseudopotential approach, the relative

surface energies of different facets are more consistently described, when compared to

previous calculations [45, 98, 99]. For copper the (110) and (100) surfaces energies are

17% and 16% higher than the (111) one, respectively. Similar results are obtained for

silver, where the (110) and (100) surfaces energies are 16% and 9% higher than that

of (111), respectively. Magnesium (0001) surface energy has the lowest surface energy

for this metal [89]. Furthermore, values calculated in the current study (Esurf = 0.54

J/m2) are in accordance with DFT-PW calculations employing LDA pseudopotential

[102], where values of 0.64 J/m2 are found.

The equilibrium crystallite morphology can be estimated using the Wulff construc-

tion as described in Section 3.5. From the morphology an estimate of the surface area

of each facet present in a polycrystalline sample can be calculated. The Wulff con-

struction of a copper crystallite is displayed at the top of Fig. 5.7. The shape of this

construction is in agreement with transmission electron microscopy (TEM) images of

copper nanoparticles synthesized at low H2 pressure [103]. Hydrogen is used in the

experiment in Ref. [103] as a reducing agent in order to study the effect of water inter-

action with the copper crystallite. It is present at a pressure of 1.5 mbar while TEM

images were recorded. The shape of such nanoparticles changes dramatically in the

presence of oxidising or reducing agents. However, at low H2 pressure it is expected to

be comparable to simulations performed in vacuum [104]. The Wulff construction for

silver is depicted at the middle of Fig. 5.7. It has the same shape of the copper one,
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5. COPPER, SILVER AND MAGNESIUM: BULK AND SURFACES

with small differences in the relative abundance of the three surfaces. For both copper

and silver, the major contribution to the surface area is due to the lowest energy surface,

which is the (111) surface for both metals, representing 69% of the copper and 63% of

the surface area of silver crystallites (see Table 5.2 for details). Since the (111) surface

is the most stable for silver and therefore likely to be predominant in polycrystalline

sample it is used in Chapter 8.3 as the basis for our calculations of the variations in

QE induced by surface reconstruction. For magnesium, the Wulff construction differs

from the copper and silver one because of the hexagonal symmetry of the crystal.

The work function of the surfaces reported in Table 5.2 was calculated as the differ-

ence between the Fermi energy and the average of the potential between neighbouring

slabs (see Section 3.5 for details). For both copper and silver the (111) surface exhibits

the highest work function, 4.50 eV and 4.25 eV, respectively. The surface having the

lowest work function among the fcc metals is Ag the (110) surface, whose work function

is 3.42 eV. However, as seen from the Wulff construction, this surface represents less

than 10 % of a polycrystalline sample. The effect of such a low WF values, combined

with high surface energy, on the photoemission is discussed in Section 6.1. Alkali earth

metals, such as Mg are well known for their low work function values [99]. The Mg

(1010) surface shows, indeed, the lowest WF among the metals and facets studied here.

It is comparable with the Ag (110) surface. However, for the Mg, such low WF surface

represents 50 % of a polycrystalline sample.

Work function measurements for various copper surfaces were carried out by Gart-

land et al. [105]. The comparison with such results suggests that the work function

calculated in the current PW-PP calculations using the GGA exchange-correlation

functional is generally 0.3 eV below that determined from PE measurements. As it is

well known [106], the predicted WF oscillates with slab thickness and so about 0.1 eV

of this discrepancy may be due to the thin slab model. The remaining discrepancy is

likely to be due to the choice of pseudopotential and the exchange-correlation potential.

In order to compare the calculated work function values to data obtained on poly-

crystalline samples, the average work function was calculated as the average over a

crystallite by weighting the WF of each facet with its fractional contribution to the

total surface area. The resulting work functions are 4.41 eV, 4.06 eV and 3.37 eV

for copper, silver and magnesium, respectively. Commonly accepted values based on

linear-muffin-tin-orbitals Green’s function theory are in the range 4.4-5.3 eV for copper,

4.2-4.7 eV for silver and 3.7-3.9 eV for magnesium [88, 99, 107]. From photoemission

experiments work function values between 4.3 eV and 5.1 eV for copper and between

4.2 eV and 4.7 eV for silver have been found in literature [108]. The commonly accepted
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Copper

Silver

Magnesium

Figure 5.7: The Wulff construction of the equilibrium morphology for a copper, silver
and magnesium crystallite (left: top view, right: side view).
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experimental value is 3.84 eV for magnesium [108]. The reasons for the 0.3 eV discrep-

ancy between the WF values reported here and other simulations based on local BS

[88,99,107] is the same discussed above. The WF measurements show high sensitivity

to the structure of the outermost layers of the sample [109]. For this reason obtaining

atomically clean surfaces is essential if experimental results have to be compared to

simulations.

5.4 Surface Electronic Structure

The PDOS on the first and central layer are reported on the right hand side of Figures

5.3, 5.4 and 5.5. This provides a visualisation of the overall effect of the perturbation

introduced by the surface on the bulk electronic structure five layers below the surface.

For copper, the PDOS on the surface layer shows a shift of the d bands by 0.1 eV

towards the Fermi energy. Also, some extra s and p states are present in the range of

energy between the Fermi level and the top of the d bands. For silver such a shift of

the top of the d bands is not found. However, the bottom of the d bands is shifted

closer to the Fermi level and more states, with respect to the central layer, are found

between -3 eV and -4 eV. For magnesium, the presence of surface states just below the

Fermi energy can be noted by the higher peak in the PDOS on the surface layer at -1

eV.

The surface band structures have been computed along the same path used in the

SPBS (see A.5.1). The resulting band structures are depicted on central panel of

Figures 5.3, 5.4 and 5.5, where the energy levels whose contribution from a surface

layer is higher than 15% (Wk
i,l > 15%, where l is the top layer, see Section 4.2.1), are

highlighted in red. By comparing the surface band structure to the corresponding bulk

projected one it is possible to determine that these states are not present in the latter

confirming they are introduced by the surface.

The surface band structures calculated in this study are in overall good agree-

ment with respect to those deduced from measurements of the surface electronic struc-

ture [110–117]. For example, the very well known state in the L gap of the copper

(111) surface band structure is calculated to have an energy minimum at 0.45 eV below

the Fermi level and crossing it at 0.28 Å−1 along the Γ to M direction in reciprocal

space. This compares very well to the most recent values deduced from angle resolved

photoemission experiments (ARPES) and confirmed by KKR band structure calcula-

tions [113], where the minimum energy is 0.37 eV and crossing of the Fermi level at 0.2

Å−1 along the Γ to M direction. The other surface state on the Cu (111) surface is near
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5.4 Surface Electronic Structure

the K symmetry point. In this work this state is found at 2.7 eV which is comparable

to the 3.0 eV found in ARPES experiments [114].

In summary, the first part of this chapter presented a detailed description of the bulk

geometries and electronic structures of copper, silver and magnesium. The second part

of this chapter aimed at describing the slab models used to simulate the photocathode

surfaces. Their morphology and electronic properties were extensively discussed and

will be used as starting point for the photoemission simulations in the next chapters.
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6

Photoemission From Clean

Surfaces

Photoemission from copper, silver and magnesium surfaces has been widely investigated

both from the experimental and computational points of view [56,57,118–120]. How-

ever, most of these works focus on determining the initial state energy and positioning of

the electronic levels. These experiments and simulations will therfore typically present

data as graphs of intensity of emitted electrons at fixed photon energy vs. initial state

energy. Several example of these are reported in literature either using DFT based

calculations [120], or the one step model in the several implementations discussed in

Chapter 4. These kind of computed spectra can be compared to the DOS of the ma-

terials or its band structure if an angle resolved photoemission (ARPES) experiment

is performed. Also three step model based calculations have been used to interpret

experimental data [62, 63]. However, these are based on the bulk electronic structure,

whereas the measured photoemission, in general, is dominated by the electronic struc-

ture of the top few atomic layers of the crystal and therefore may be poorly reproduced

by calculations of just the bulk electronic structure [62,63].

The goal of this study is different with respect to the calculations discussed so far,

because it aims at correlating the calculated electronic structure to the total quantum

efficiency (QE) for realistic models of crystal surfaces. There are, therefore, two main

goals: providing the experimentalist with a tool to screen various materials in order to

choose the best candidates to be tested in photoinjectors and understanding the role

surface chemistry and morphology play in the photoemission process.

Here, a simple model of the electronic structure (the DFT eigenvalues) is used

in conjunction with a sophisticated model of the surfaces structure, composition and
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6. PHOTOEMISSION FROM CLEAN SURFACES

chemistry. More sophisticated theories (discussed in Section 4.1) should be used in

order to recover the fine structure of a photoemission experiment, such as many body

effects or the presence of satellites [121]. The strategy for the design of photoemitting

materials requires the understanding of trends and mechanisms. The theory outlined

in Chapter 4.2.2 imposes a compromise on the accuracy of the underlying model for the

excitation and on the coupling to the scattering state in order to make sure that the

variations in QE induced by surface engineering are captured by the model. The theory

used must be sufficient to clearly distinguish the different mechanism that operate and

it must be applicable in a standard way to large models of surfaces in order to recover

their structures in realistic environments. The method is validated against trends of

different substrate metals in this chapter and against different surface treatments in

the next chapter.

6.1 Clean surfaces

Unreconstructed clean surfaces can be modeled using the primitive cell of a 2D periodic

slab cut from the bulk crystal. The Brillouin zone folding is, therefore, not an issue in

this case and the full approach presented in Chapter 4 can be used. The final equation

derived in Section 4.2.2 for the layer-by-layer quantum efficiency is repeated here:

QE(E, l) =

∑V BM
i=1

∑
∞

f=WF

∫
BZ

|M(i, f, k)|2 δ(E − (ǫf,k − ǫi,k) W (i, A,k) I(E, l) esc(E, l) H(q⊥ > 0) dk

(2π)3
∑

V BM
i=1

∑
∞

f=V BM+1

∫
BZ

|M(i, f, k)|2 δ(E − (ǫf,k − ǫi,k) W (i, A,k) I(E, l) dk

(2π)3

(6.1)

There are three main properties of the material that will have the largest influence

on the total number of emitted electrons, if simulated through this equation:

• the work function (WF) determines the photoemission onset. This is the lowest

photon energy which gives a detectable signal of emitted electrons. This can be

observed in the numerator of Eq. 6.1, where the sum runs over final states (f)

above the WF. Electrons excited to states below this energy are thermally de-

excited and do not contribute to the emission. As a rule of thumb it is, therefore,

assumed that the lower the WF of the surface, the higher its QE (for photon

energies higher that the WF). Although often quoted as a principle of cathode

design, this rule is often insufficient to even produce the trends in the observed

QE. For example, for Y vs. Mg photocathodes [122,123].

• the surface states discussed in Section 3.5 are relevant because being localised

on the surface, electrons excited from these states do not need to travel through
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6.1 Clean surfaces

the slab to be emitted. For such states the escki,l term in Eq. 6.1 is larger leading

to larger values of QE(E,l).

• the constraint on the momentum determines for each photon energy which

are the states whose momentum component points outside the surface upon ab-

sorption. It is taken into account in the H(q⊥ > 0) term of Eq. 6.1. This is a

Heaviside step function, which means electrons not satisfying this constraint are

excluded from emission. This constraint is applied to the clean surfaces because

they can be modeled through their primitive cells.

The experimental set up for the QE measurement usually involves a monochromatic

light [122, 123]. In order to compare the QE of different materials and crystal facets

calculations were performed for a photon energy of 4.7 eV. This energy is used to

approximate the energy of a photon emitted from a Ti:sapphire laser (4.66 eV for the

third harmonic [124]). Furthermore, this is the wavelength that will be used in the

CLARA FEL [2] photoinjector. The total QE anticipated from a polycrystalline sample,

consisting of randomly oriented crystallites, at photon energy of 4.7, eV is averaged by

using the fractional contribution of each facet according to the Wulff construction as

described in Section 5.3 for the work function, whose values are also copied in Table

6.1 and discussed in the following.

In order to better understand the photoemission (PE) spectra, the concept of the

momentum DOS is introduced. This is obtained by calculating a PDOS and applying a

constraint on the momentum of the states to be included. Fig. 6.1, 6.2 and 6.3 provide

an easy way to visualise the states contributing to the photoemission at photon energy

of 4.7 eV. The shaded area in the BS (left hand side of the figures) represents the

region where the momentum is too large to produce emission from the surface at such

photon energy. In other words, the momentum component of the excited electron, upon

absorption of the photon is negative see Eq. 4.21. The highest contribution usually

comes from Γ and the contribution decreases moving away from the BZ centre according

to the quadratic dependence on the coordinate of the k point (see Eq. 4.21). In the

momentum DOS (right hand side of the figures) only the states leading to emission are

accounted for. These graphs allow for an easy visualisation of the regions where the

surface states will have an impact on the emission. If a surface modification (adsorbate

or reconstruction) introduces states in this region, it will improve the efficiency of the

photocathode. If the states are added to regions of the electronic structure where

electrons are not emitted for the photon energy used in the photoinjector then no

improvement will be observed.
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6. PHOTOEMISSION FROM CLEAN SURFACES

This analysis of the electronic structure gives further insight into the role played by

surface states in the emission process. In order to design surface structures to enhance

the QE of photocathode materials, the region where additional states should be added

must be taken into account according to this analysis. Among the surfaces studied

here, the Cu (111) surface is the best example of this behaviour. The black curve

corresponding to the topmost layer has the highest contribution. On the contrary,

for silver surfaces the topmost layer is the one that has the lowest number of states

contributing to the emission at 4.7 eV. This means that in silver the photon will be

absorbed preferentially by states delocalised on the whole slab rather than on the

topmost layer. The effect of this different localisation of states in the slab is discussed

in the following.

The computed QE for all the surfaces discussed in Chapter 5.4 are reported in Fig.

6.4 and 6.5. Note that the QE scale used in the figures is the same for copper and

silver 0 to 3x10−3, whereas for magnesium the range is between 0 to 5x10−4. Since

the emission onset is determined by the WF, it is expected to be lower for magnesium

surfaces. Indeed, the onset for the magnesium surfaces is between 3 and 3.5 eV. Among

the fcc metals, the Cu (110) surface has the lowest onset being in the region around

3.5 eV.

Another noticeable difference is the shape of the plots. Copper and silver surfaces

display low emission at threshold photon energies which starts with a low emission

that increases throughout the range of photon energies studied here. For magnesium

surfaces there is a maximum around 5 eV. This difference can be explained in terms

of the different electronic structure for copper and silver with respect to magnesium.

Copper and silver have filled d bands that are more localised than the s and p bands.

These give rise to the flat bands in the energy range between around -1 eV and -4 eV

for copper and -3 eV and -6 eV for silver (with respect to the Fermi energy). With

increasing photon energy, more states will contribute to the emission. The momentum

constraint (Eq. 4.21), means that the first states to be included will be the ones localised

at Γ, then the ones at larger k point coordinates, with the number of accessible states

varying quadratically with the photon energy. When the photon energy becomes large

enough also states at the border of the BZ will start emitting. Since magnesium does

not have states in the valence band at large momentum components, once all the states

near Γ are accessible for emission, a maximum is reached.

The computed QE at ~ω = 4.7 eV is reported in Table 6.1. The computed QE

follows the WF trends, which means a higher efficiency is found for lower WF facets.

The only exception to this, in the surfaces simulated here, are the Ag (110) and (100)
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Figure 6.1: Copper (111), (110) and (100) surfaces. Left: surface states band struc-
tures. The states not contributing to the photoemission at ~ω = 4.7 eV were shaded.
Right: layer-by-layer PDOS only states contributing to the photoemission at ~ω =
4.7 eV are depicted. Surface states, identified according to the procedure described in
Section A.5.1 are depicted in red. States equally delocalised on the whole slab are
shown in black.
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6. PHOTOEMISSION FROM CLEAN SURFACES
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Figure 6.2: Silver (111), (110) and (100) surfaces. Left: surface states band structures.
The states not contributing to the photoemission at ~ω = 4.7 eV were shaded. Right:
layer-by-layer PDOS only states contributing to the photoemission at ~ω = 4.7 eV are
depicted. Surface states, identified according to the procedure described in Section
A.5.1 are depicted in red. States equally delocalised on the whole slab are shown in
black.

92



6.1 Clean surfaces

Mg (0001) surface
momentum STBS

Mg (0001) surface
momentum PDOS

-10

-8

-6

-4

-2

0

2

4

6

8

10

1
s
t la

y
e
r

2
n
d
 la

y
e
r

3
rd

 la
y
e
r

4
th

 la
y
e
r

5
th

 la
y
e
r

Mg (1010) surface
momentum STBS

Mg (1010) surface
momentum PDOS

-10

-8

-6

-4

-2

0

2

4

6

8

10

1
s
t la

y
e

r
2

n
d

 la
y
e

r
3

rd
 la

y
e

r
4

th
 la

y
e

r
5

th
 la

y
e

r

Mg (1011) surface
momentum STBS
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Figure 6.3: Magnesium (0001), (1010) and (1011) surfaces. Left: surface states band
structures. The states not contributing to the photoemission at ~ω = 4.7 eV were
shaded. Right: layer-by-layer PDOS only states contributing to the photoemission
at ~ω = 4.7 eV are depicted. Surface states, identified according to the procedure
described in Section A.5.1 are depicted in red. States equally delocalised on the whole
slab are shown in black.
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6. PHOTOEMISSION FROM CLEAN SURFACES

Table 6.1: Work function, QE at photon energy of 4.7 eV for the Cu and Ag (111),
(110) and (100) surfaces and Mg (0001), (1010) and (1011) surfaces. Also the percentage
of each crystal facet according to a Wulff construction is reported (see Section 5.3 for
more details).

surfaces. Indeed, the quantum efficiency of the latter is slightly higher than the Ag

(110) surface, despite its WF being higher.

The computed magnesium efficiency is the highest, which is on average one order of

magnitude higher than the one of the other two metals, followed by silver and copper.

However, the detailed variation requires explanations in terms of electronic structure

and localisation on the surface layer. For example, the WF of the Cu (110) surface is

about 0.7 eV higher than that of the Ag (110) surface one. However, the efficiency of the

latter is only slightly higher than the former, much less than would be expected based

on the difference in WFs. This behaviour can be explained looking at the momentum

DOS in Fig. 6.1 and 6.2. The Cu (110) surface has a high number of states able

to emit that are highly localised on the surface, whereas in the Ag (110) surface the

contribution from the topmost surface layer is a relatively small proportion of the total

emission as there are significant contributions from subsurface layers.

It is interesting to note that the QE for the same material can vary in a range of

one order of magnitude according to the facet studied. Ideally, the data obtained here

should be compared to facet dependant QE experiments that are not available at the

moment, but further collaborations with experimental groups able to carry out this

kind of experiments is being sought.

In order to compare these simulations to experimental data from a polycrystalline

sample, an averaged QE was computed by using the fractional contribution of each

facet according to a Wulff construction as reported in Table 5.2 and repeated in Table

6.1. The averaged QE was found to be 7.5 x 10−6 for copper, 3.8 x 10−5 for silver and

2.4 x 10−4 for Mg.

Another interesting example for copper, is the QE of the (110) surface, which is

six times higher than QE of the (111) surface. However, the former only represents

9 % of a polycrystalline sample, whereas the latter represents 70 % of a nanoparticle
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Figure 6.4: Calculated QE as a function of the photon energy for the three copper
and silver surfaces. The energy axis is shown between 2 and 10 eV and the QE axis
between 0 and 3 x 10−3. This setup is maintained for all copper and silver QE plots
reported here in order to provide an easier comparison among different graphs.
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Figure 6.5: Calculated QE as a function of the photon energy for the three magnesium
surfaces. The energy axis is shown between 2 and 10 eV and the QE axis between 0
and 5 x 10−4. This setup is maintained for all the magnesium QE plots reported here
in order to provide an easier comparison among different graphs.
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6.2 Electric Field Induced Modifications of Clean Surfaces

of copper, according to the Wulff construction. Therefore, the first design strategy to

improve the efficiency of photocathodes would be using single crystals exhibiting the

most efficient surfaces.

Another aspect that can be investigated from the electronic structure of the ma-

terial, in particular from the momentum DOS is the emittance of the material. This

was briefly discussed in Section 4.2.1 and will be explored in the future of the project.

These computed values are primarily intended to reveal trends in variations of QE with

surface modification. They are, nevertheless, in general agreement with measurements

of the absolute QE measurements made on these metals. These range between 10−6

and 10−3 measured for polished and mirror like samples in vacuum [118] for copper and

silver. The QE of magnesium is higher and values between 10−4 and 10−3 are usually

accepted for the wavelength range used here [118]. These results are in reasonable

agreement with the quantum efficiency simulated in this work.

6.2 Electric Field Induced Modifications of Clean Sur-

faces

In this section, the effect of an external electric field on the photocathode surface is

discussed. In photoinjectors, the photocathode is generally negatively biased. This cre-

ates an electric field which enhances the electron emission and accelerates them towards

the LINAC. If the field is weak enough to have a negligible effect on the distribution of

states on the near surface region its main effect may be modelled as a simple shift of

the surface potential. This is equivalent to a reduction of the workfunction according

to the Schottky effect. The so-called effective WF (Φeff ) can be calculated [118,125]

according to:

Φeff = Φ0 − e3/2
√

E

4πǫ0
(6.2)

where e is the electron charge, ǫ0 is the vacuum permittivity and E is the electric field

in units of V/m. This approximations holds for electric field values lower than 108

V/m [126]. In this approximation, the same electronic structure computed when no

external field is applied is used. The only difference is a shift in the surface potential.

The difference between the WF and the effective WF was calculated at E field of

10, 20 and 100 MV/m for the copper (111) surface and is reported in Table 6.2. The

lowering starts to become significant only for E fields of 100 MV/m, which lowers the

WF by 0.38 eV. Also the QE at ~ω =4.7 eV is reported in Table 6.2. An external field

of 20 MV/m, which is the one that is going to be used in the CLARA photoinjector [2]
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6. PHOTOEMISSION FROM CLEAN SURFACES

Table 6.2: Work function change and quantum efficiency with respect to the clean
surface at photon energy of 4.7 eV for external electric field of 10, 20, 1000 MV/m, for
the copper (111) surface. QE0 refers to the QE of the surface when no field is present.

10 MV/m 20 MV/m 100 MV/m

∆WF (eV) -0.118 -0.168 -0.378
QE/QE0 (~ω =4.7 eV) 1.4 2.1 6.0

Cu (111) QE in electric field

2 3 4 5 6 7 8 9 10
Photon energy (eV)

0.0

5.0×10
-4

1.0×10
-3

1.5×10
-3

2.0×10
-3

2.5×10
-3

3.0×10
-3

Q
.E

. 

0 MV/m
10 MV/m
20 MV/m
100 MV/m

Figure 6.6: QE vs. photon energy plots for the copper (111) surface for electric fields
of 10, 20 and 100 MV/m. Only the total emission is depicted. The emission in absence
of the electric field is shown in black as a reference.

and is predicted here to enhance the QE by a factor of 2. For high intensity fields, such

as the 100 MV/m used here the calculated enhancement is by a factor of 6.

The QE vs. photon energy plots for the three electric fields are depicted in Fig. 6.6.

Only the total emission is shown. The black curve represents the QE in absence of

external field and is depicted as a reference. In this approximation as expected, the

shape of the curves does not change at increasing fields, only the emission onset is

shifted towards lower photon energies.

6.3 Surface Stress

The effect of stress on the surface was simulated by running calculations where the

lattice parameters are reduced by 1%, 5% and 10%. These values were chosen as a

test case. The change in surface energy, WF and QE following these modifications is

reported in Table 6.3.

98



6.3 Surface Stress

Table 6.3: Surface energy and work function change and quantum efficiency with
respect to the non compressed surface at photon energy of 4.7 eV for compression of
1%, 5% and 10%, for the copper (111) surface. QE0 refers to the QE of the surface
when at its relaxed geometry (no compression).

1% 5% 10 %

Esurf/Esurf0 (J/m2) 1.04 1.56 4.07
∆WF (eV) -0.04 -0.14 +0.05

QE/QE0 (~ω =4.7 eV) 1.7 9.0 4.9 x10−3
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Figure 6.7: Copper (111) surface band structure for 1%, 5% and 10% compression.
Surface states, identified according to the procedure described in Section A.5.1 are
depicted in red. States equally delocalised on the whole slab are shown in black.
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Figure 6.8: QE vs. photon energy plots for the copper (111) surface at compression
of 1%, 5% and 10%. Only the total emission is depicted. The emission of the relaxed
surface is shown in black as a reference.
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6. PHOTOEMISSION FROM CLEAN SURFACES

The surface energy increases by only 4 % for a 1 % compression. Although the WF

change is only of 0.04 eV, the QE increases by 70 %. The explanation for this behaviour

can be found in the shift closer to the Fermi level of the two surface states in Γ, see

Fig. 6.7. At 5 % compression the surface energy becomes noticeably higher, increasing

by more that 50 % with respect to the relaxed one and its QE is nine times higher. At

10 % compression an inversion of trend is observed: the calculated QE is lower than

the clean surface. Also, the surface energy of this structure is four times higher than

the relaxed one, making it very unstable. In Fig. 6.8, the total QE vs. photon energy

for the three compression and the relaxed one is depicted. Differences in the relative

QE can be observed in the low photon energy region due to the shift of surface states

near the Γ point.

These preliminary calculations on the effect of surface stress highlighted that the

WF is rather insensitive to the amount of stress, whereas the positioning of surface

states is affected. This could lead to design strategies based on the growth of metallic

films on substrates which present a mismatch of the lattice with respect to the metal

one in order to introduce the amount of stress leading to an increase of QE. This and

other design strategies are discussed in more details in Chapter 9.
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7

Chemistry at the Mg (0001)

Surface

In the previous chapter, the three step model based on first principles calculations for

computing the photoelectron yield, presented in Section 4.2.2 was validated in studies

of clean copper, silver and magnesium surfaces. In order to achieve a more rational

design of photoemitting materials, what is more valuable is the ability to generate

trends to explain and predict the effect that surface modifications will have on the final

emission process.

In this chapter, the changes induced on the surface properties by the presence of

adsorbates at various coverages are discussed. In particular, we seek to disentangle

the effects of the surface bond formation and charge transfer between the metal and

adsorbed species for the three model systems that are studied here. In consultation

with the ASTeC group, taking into account the practicality of materials that can be

used and the systems currently being explored for use as photocathode materials, the

adsorbates that were tested in the simulations presented here are oxygen, hydrogen

and cesium. Oxygen was chosen as it is a well known contaminant of photocathodes in

FELs. This is because materials are usually transported in air between the preparation

chamber and the photoinjector and oxygen has a very high reactivity towards metal

surfaces. It is also an excellent exemplar of a strongly interacting electron withdrawing

species from the substrate. Hydrogen was simulated because it is always present in

the photoinjector, even at high vacuum and so is likely to be present on any practical

realisation of a photocathode. Cesium was chosen as it has been extensively studied as

a candidate for enhancing the quantum efficiency [127] based on the fact that its low

electronegativity suggests strong charge transfer to the substrate and thus a lowering
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7. CHEMISTRY AT THE MG (0001) SURFACE

of the WF [128,129].

The discussion of the adsorbate effects will be restricted to the Mg (0001) surface,

for which all aspects are discussed thoroughly. This facet was also chosen because of

the large availability of experimental and computational data reported in the literature

for the adsorption of the species discussed in this chapter. Coverages of 25 %, 11 %

and 6 % were simulated.

7.1 Geometry and Energy of Adsorption

On the basal plane (0001) surfaces of hcp crystals, four high symmetry adsorption sites

are available: hcp, fcc, on top and bridge as shown in Fig. 7.1. The top site (A in

Fig. 7.1) is located above one of the atoms of the surface and has coordination of one.

The bridge site (B in Fig. 7.1) is across two surface atoms and has coordination of

two. The hcp site (C in 7.1) corresponds to the position characteristic of the bulk. The

fcc site (D in Fig. 7.1) is the position that the atom of the next layer would occupy

in a fcc crystal. The coordination of the first neighbours is the same for the latter

two adsorption sites, the difference is in the second nearest neighbours, which is the

arrangement of the atoms in the second layer below the adsorbate. The top and bridge

configurations are reported to be unstable (for example, Eads= 0.2 - 0.8 eV/atom for

hydrogen, DFT-PW results [130]). Differences in the adsorption energy between the

hcp and fcc sites of the order of 0.1 eV/atom, for all three of the adsorbates studied

here, are reported in literature from DFT studies [130, 131]. This suggests that the

local coordination is dominant in determining the binding energy and in what follows

the adsorbate is therefore considered to be located in the hcp three fold hollow site of

the surface.

Supercells are used in order to simulate coverages, Θ (defined as the coverage when

all hcp sites are occupied) [43] lower than one. In total three supercells were chosen.

Their size and the corresponding coverage is reported in Table 7.1. The surface energy

of the clean supercell was calculated and it corresponds to N × Ep
surf , where E

p
surf is

the surface energy of the surface primitive cell for a certain surface and N =
np

ns
(np

and ns are the number of atoms in the primitive and supercell, respectively) gives the

order of the supercell with respect to the primitive one.

Atoms in the slab (both substrate and adsorbate) are free to move in three dimen-

sions during geometry optimisation. The optimised structures are depicted in Fig. 7.2.

Only one adsorbate atom is present per unit cell. Therefore, the distance between ad-

sorbates corresponds to the lattice parameter of the cell (a = b for all supercell used).
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7.1 Geometry and Energy of Adsorption

Mg (0001) adsorption sites

Figure 7.1: The four adsorption sites for the magnesium (0001) surface. A= top, B=
bridge, C= hcp and D= fcc.

and it is reported in Table 7.1. Also the distance of the adsorbates from the surface

(identified as the average z coordinate of the centre of the atoms in the topmost layer)

is reported.

It is interesting to note that oxygen atoms, whose atomic and ionic radii are 0.66

Å and 1.26 Å respectively, are absorbed at 0.2 Å below the topmost metal layer for all

the coverages studied here. The Mg-O bond length is only 12 % longer than the Mg-O

bond length in crystalline bulk MgO (the XRD determined value is 1.75 Å for MgO, to

compare with the 1.96 Å computed for the Mg-O distance between the adsorbed oxygen

and the atoms on the topmost layer of the surface). The formation of subsurface oxygen

layers has been reported in the literature and it is one of the steps for the oxidation

of Mg surfaces, as discussed based on observations using XPS [131, 132] and previous

DFT calculations [133–135].

Hydrogen atoms also occupy an interstitial position symmetric in the three fold

hollow at about 0.8 Å above the surface layer [136] and has a 2.0 Å bond distance

from the atoms in the hcp site.

Cesium, due to its large dimension (atomic radius of 2.98 Å [137] and ionic radius

of 1.81 Å [138]) cannot penetrate the first layer as it can be observed from the bottom

right panel in Fig. 7.2. Indeed, its bond distance from the atoms of the three fold

hollow site is approximatively 5.0 Å .

The adsorption energies Eads for the three adsorbates discussed in this chapter are

calculated with respect to the elements in their standard state (diatomic molecule for

oxygen and hydrogen and bulk for cesium) and they are reported in Table 7.1. Oxygen

binds very strongly to the surface, with Eads of about -5 eV/atom for all coverages.
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Magnesium (0001) surface 25% coverage
Cell view - top

Oxygen Hydrogen Cesium

Cell view - side

Top view

top view side view top view

Figure 7.2: Structure of the supercells of magnesium interacting with oxygen, hydrogen
and cesium used to model the adsorption on magnesium substrates at 25 % coverage.
The van der Waals radius is used to depict the atoms. Magnesium atoms are depicted
in orange, oxygen atoms are depicted in red, hydrogen atoms are depicted in white and
cesium atoms are depicted in green.
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7.1 Geometry and Energy of Adsorption

Table 7.1: Adsorbate covered magnesium (0001) surface. The distance between ad-
sorbates, the distance between the adsorbate and the surface top most layer (dsurf ),
the distance between one of the atoms of the three fold hollow of the hcp adsorption
site (dMgO−Ads), the adsorption energy (Eads), change in WF and QE with respect to
the clean surface are reported.

Table 7.2: Electronegativity of the substrate and adsorbates discussed in this chapter,
according to Pauling electronegativity scale [9].

Mg O H Cs

Electronegativity 1.31 3.44 2.20 0.79

This is similar to the adsorbtion energy reported in previous DFT-PW studies [133–

135], (Eads between -4.99 eV/atom and -5.22 eV/atom for different coverages [133]).

Hydrogen adsorption is also a favourable process (negative adsorption energy), for the

11 % and 6 % coverages Eads = -0.11 eV/atom is found. Previous literature reported

Eads between -0.2 eV/atom (DFT LDA results) and -0.5 eV/atom (for DFT PAW

RPBE calculations) [139]. The adsorption energy for cesium is computed to be between

-0.55 eV/atom at the 25 % coverage and -0.81 eV/atom for the 6 % coverage. The Eads

for cesium is much more coverage dependent than the oxygen and hydrogen. This can

be explained in terms of their adsorption geometry. Since oxygen and hydrogen are

positioned only a few tenth of Å at most from the centre of the surface layer, the

interaction among adsorbate atoms is screened by the surface Mg atoms. In particular

for oxygen, this mediation promotes the oxide formation at the surface as discussed in

Refs. [133–135]. On the contrary, cesium atoms are adsorbed above the surface rather

than as subsurface layers and the screening of the surface layer is not as strong as in

the oxygen and hydrogen cases.
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7. CHEMISTRY AT THE MG (0001) SURFACE

Mg (0001) + adsorbate charge transfer

Figure 7.3: Charge transfer, calculated according to a Mulliken population analysis,
for three adsorbates plotted as a function of the electronegativity difference with Mg
for the 6 % coverage.

The charge transfer between the adsorbate and the substrate is another useful pa-

rameter to understand the type of substrate-adsorbate interaction. The electronegativ-

ity values of magnesium and the adsorbates are listed in Table 7.2. More electronegative

atoms will withdraw electron charge from the surface and vice versa. This is confirmed

by Fig. 7.3, where the charge transfer is plotted against the electronegativity of the

adsorbed atoms with respect to the magnesium electronegativity. The electronegativ-

ity of oxygen, according to Pauling scale [9] is 2.13 units higher than the magnesium

electronegativity. Therefore, each oxygen atom takes about 1 e of charge from the

substrate, according to a Mulliken population analysis [140]. Also hydrogen is char-

acterised by higher electronegativity than magnesium (0.89 units higher) and it tends

to attract electrons from magnesium and about 0.5 e/atom is transferred. As for Eads

these values are not coverage sensitive because of the mediation of the Mg surface

atoms. Cesium being less electronegative (0.52 units) than magnesium transfers be-

tween 0.9 and 1.3 e/atom to the surface. Since the transfer for the 11 % and 6 %

coverages is the same, it appears this is the maximum charge that will be transferred

at low coverages. However, studies on larger supercells should be carried out in order

to test this hypothesis. The nearly linear trend found in the charge transfer (CT) vs.

electronegativity plot (Fig. 7.3) is useful to predict the charge transfer of different

adsorbates from their electronegativity, which is a tabulated value.
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7.2 Work Function of the Adsorbate Covered Surfaces

Mg (0001) + adsorbate WF vs. charge transfer

Figure 7.4: WF of the 6 % adsorbate covered Mg (0001) surfaces with respect to the
the pristine surface as a function of the charge transfer induced by the adsorbate.

7.2 Work Function of the Adsorbate Covered Surfaces

The change in work function upon adsorption of oxygen, hydrogen and cesium on the

Mg (0001) surface with respect to the pristine surface is reported in Table 7.1 and

shown in Fig. 7.5.

In previous studies [141], the WF trend was computed to follow the CT trend:

adsorbates transferring electrons to the substrate would create a dipole with the positive

part pointing outside the surface and decrease the WF and vice versa. The Mg (0001)

surface simulated here, represents an exception to this trend as shown in Fig. 7.4,

where the WF vs. CT is depicted.

In contrast to the near linear correlation of the CT with the electronegativity differ-

ence (Fig. 7.3), the variation in the WF does not have a simple monotonic behaviour

as a function of the CT (Fig. 7.4). It appears that other effects influence the change in

WF as discussed in the following. For the adsorption of oxygen and hydrogen, despite

the substrate to adsorbate charge transfer, the computed work function for the Mg

(0001) surfaces covered with these two adsorbates is lower than the one computed for

the pristine surface. This can be explained in terms of the dipole that is created by

the adsorbate atoms. Since the adsorbed oxygen atoms form a sub-layer, the resulting

dipole has the positive part pointing outside the surface. The WF change is more cov-

erage dependent than the Eads: a 25 % coverage of oxygen reduces the WF of the Mg

(0001) surface by 0.3 eV and the lowering is 0.11 eV for the 6 % coverage. The effect

of hydrogen is interesting because for the 25 % coverage, the WF change is computed
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Mg (0001) work function change
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Figure 7.5: Adsorbate induced work function change as a function of the coverage for
the O, H and Cs on the magnesium (0001) surface with respect to the pristine surface.

to be -0.16 eV, whereas, for the 6 % coverage an increase in WF is computed, however

very small in magnitude: 0.02 eV. On the contrary, cesium atoms as they are adsorbed

above rather than below the topmost layer, lower the WF of about -2.5 eV for the 25 %

coverage and still -1.44 eV for the 6 % coverage. Further studies on lower coverages

must be carried out in order to understand the range of coverages for which the WF

lowering is significative for the Cs adsorption. Studies on lower coverage reported here

suggest that the effect is significative also at low coverage, which makes it an interesting

type of surface modification in order to increase the QE.

From the correlation between WF and CT discussed in this section it appears a

model based on simple electrostatic could be developed for species that are adsorbed

above the surface layer and form a dipole (either pointing inside or outside the surface)

that is positioned above the topmost layer rather than as intra-layer. This simple

model could be used to screen different adsorbates according to their atomic/ionic

radius, which will determine whether they are adsorbed above the top most layer or as a

subsurface layer and their CT, which was computed to depend on their electronegativity.

Further studies to confirm this simple model can be considered to be predictive will be

carried out.
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7.3 Electronic Structure of the Adsorbate Covered Surfaces

7.3 Electronic Structure of the Adsorbate Covered Sur-

faces

The difficulty connected to the interpretation of the band structure of supercells has

been discussed in section 4.2.1. Therefore, for the coverages studied here, the DOS and

PDOS are used instead of the band structure to describe the changes in the electronic

structure of the Mg (0001) surface induced by the adsorbates. The PDOS on the ad-

sorbate atoms allows for an easy visualisation of the energy range where the additional

states are introduced by the adsorbate. However, the information about the k point

where the extra states are localised is lost. The PDOS on the adsorbate layer and

the topmost Mg atom are depicted in Figure 7.6 for the 25% coverage of the three

adsorbates. The clean surfaces PDOS on the Mg surface atom is shown for the sake of

comparison.

The additional states introduced by the adsorbates will:

1. increase the QE if they are introduced in the valence band or in the conduction

band above the vacuum energy

2. have no effect on the QE if they lie in the conduction band at energies lower than

the vacuum energy

3. decrease the QE if they shift surface states present in the valence band of the

clean surface to lower energy

The additional states introduced by the oxygen are localised at -5 eV with respect

to the Fermi level. By comparing the PDOS on the first layer of the substrate it is

possible to see that there is a lowering in the number of states with respect to the clean

surface (see Fig. 7.6). For hydrogen the situation is very similar to the oxygen one:

additional adsorbate state at -6 eV with respect to the Fermi level and lowering of the

Mg surface states (compare the black and green curves in the top panel of Fig. 7.6).

Therefore, both oxygen and hydrogen are representative of point three in the list above.

Cesium states are more dispersed in energy than the oxygen and hydrogen ones, they

are computed to be between -1 eV and +4 eV with respect to the Fermi level. Also,

the adsorption of cesium increases the PDOS on the surface Mg atom, as can be noted

by the the difference between the green and black curves in the plot at the bottom of

Fig. 7.6. This is the effect discussed at point one in the list above. These effects on

the computed QE are discussed in the following.
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Mg (0001) + 25 % O
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Figure 7.6: PDOS for the adsorbate covered Mg (0001) surface. The structures
represented correspond to a 25 % coverage of adsorbates. States projected on the
adsorbate atoms are shown in red, states projected on the substrate top most layer
are shown in green and states projected on the top most layer of the clean surface are
shown in black. 110



7.4 Quantum Efficiency of the Adsorbate Covered Surfaces

Mg (0001) + adsorbates QE
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Figure 7.7: Adsorbate induced QE change as a function of the coverage for the O, H
and Cs on the magnesium (0001) surface. Values are normalised with respect to the
QE of the clean surface.

7.4 Quantum Efficiency of the Adsorbate Covered Sur-

faces

The QE change induced by the adsorbates with respect to the clean surface is discussed

in this section. In order to calculate the QE of supercells, one more approximation with

respect to the clean surface has to be used. This is due to the bands folding discussed

in Section 4.2.1. Therefore, the term H(q⊥ > 0) of Eq. 6.1 is neglected and emission

is allowed from any k point. This approximation will not affect the conclusion drawn

here which rely on trends of the same surface as clean and interacting with various

coverages of adsorbates.

The total QE normalised with respect to the quantum efficiency of the clean surface

(QE0) is reported in Table 7.1 for all the coverages studied here. The QE simulations

reveal the combined effects of the WF and electronic structure variations. For example,

the oxygen covered Mg (0001) surfaces exhibit lower WF combined with less surface

states and the latter has the larger influence. Indeed, the total QE is half the one

computed for the clean surface for the 25 % coverage and still 33 % lower for the 6 %

coverage. The same situation is found for hydrogen, even if the effect is less noticeable,

being the reduction only 26 % for all coverages. The cesium over-layer both lowers
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7. CHEMISTRY AT THE MG (0001) SURFACE

the WF and introduces more states on the Mg surface layer, which means both effects

lead to an increased QE situation. Therefore, the computed QE is higher than the one

calculated for the pristine surface. However, the effect rapidly decreases with coverage:

a 50 % increase is calculated for the 25 % coverage, but only a 18 % increase is computed

for the 6 % coverage as expected by the smaller effect of the low coverage on the WF

and lower number of states active for the photoemission.

This initial investigation of the influence of surface chemistry on the QE, using the

theoretical approach and its implementation in the current work has provided some

general insights into the influence of the presence of adsorbates on the QE of pho-

toemitting materials. Often the WF is used in order to screen which material could

give a higher QE. However, disentangling the two major effects and their variation with

coverage has revealed that the density of surface states has a dominant effect on the QE

and must be considered in conjunction with expected changes in WF in order to design

more efficient photocathode materials. Also the importance of the atomistic details of

the adsorption mode and that some ions may be sub surface was highlighted.

The conclusions about the influence of surface chemistry on the QE that can be

drawn at this stage are summarised in Chapter 9.
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8

Stepped Silver Surfaces

In this chapter we report on a preliminary study of the influence of other types of

surface modifications on the QE of emitting materials, in addition to the presence of

adsorbates, which was discussed in Chapter 7. The role of some particular surface

reconstructions on the electronic properties and work function of silver surfaces is used

as an exemplar of metal photocathode reconstructions.

There are several kinds of surface reconstructions (as summarised in this review

[142]) and their relevance in many different fields is largely recognised and used to en-

hance materials properties through nanoengineering of surfaces [143,144]. A reconstruc-

tion is an altered periodicity relative to that implied by the bulk crystal structure [142].

These can be produced by:

• an ordered array of adatoms, which are atoms of the same species of the substrate

on top of a surface;

• a vicinal cut, which is found between two surfaces when a bulk material is cut at

a small angle with respect to the direction of a fixed surface;

• missing rows from a surface layer;

• mechanical (eg: strain) or chemical interactions that lead to spontaneous rear-

rangement of the surface layer.

In this chapter, stepped silver surfaces are discussed in terms of their geometry,

surface energy, electronic structure and work function.
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8. STEPPED SILVER SURFACES

Ag (30 1 1)

Figure 8.1: Structure of the Ag (30 1 1) surface.

8.1 Geometry and Surface Energy

In order to simulate the steps at a Ag (111) surface, the series of the Ag (x11) surfaces,

where x is an odd number between 3 and 9, was selected. These are vicinal surfaces

[145], which refers to the fact that they are obtained when a bulk material is cut along

an angle with respect to a certain surface, the (111) in this case. In the limit where x

becomes very large, the geometry of the (011) surface is recovered. The steps exhibit

the (111) surface geometry. This is shown in Fig. 8.1, where the Ag (30 1 1) surface

is depicted and the regions corresponding to the Ag (011) surface are highlighted. In

the Ag (30 1 1) surface the steps are occupying only one every sixteen available surface

sites leaving large portions of the Ag (011) surface unchanged as (011) plateaux.

The structure of the slabs used to simulate the vicinal surfaces discussed in this

chapter is shown in Fig. 8.2. The flat regions correspond to the (011) surface and

larger portions of this surface can be observed in the (911) surface among the ones

studied here. The number of steps per unit area increases going from the (911) surface,

where a step is found every six atoms of the (011) surface to the (311) surface, where

a step is found every two (011) surface atoms.

The atoms at the steps have lower coordination with respect to the atoms of the

pristine (111) surface. Therefore, the vicinal surfaces are expected to have higher

surface energy compared to the atomically flat one. The surface energy of the slabs

discussed in this chapter is reported in Table 8.1, where it is compared to the Ag (111)
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8.1 Geometry and Surface Energy

Ag (311)

Ag (511)

Ag (711)

Ag (911)

Figure 8.2: Structure of the slabs used to model the vicinal surfaces of silver discussed
in this chapter.
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Figure 8.3: Step formation energy per unit area for the Ag (x11) stepped surfaces.

surface energy.

The surface energy of the stepped surfaces can be expressed as:

Esurf(x11) =
A(111)

A(x11)
× Esurf (111) + ESF/A(x11) (8.1)

where ESF is the step formation energy. The ESF for the vicinal surfaces studied here

is plotted in Fig. 8.3. The step formation energy per unit area is higher for the (311)

surface. For the (x11) surfaces discussed, the ESF is comparable to the thermal energy

at room temperature (25.7 meV per degree of freedom). Therefore, steps are expected

to form spontaneously on the Ag (111) surface as it increases its entropy.

As discussed above, at increasing x, the (x11) surface will exhibit the (011) surface

properties. Therefore, the expected trend is a lowering of the surface energy, towards

the (011) surface energy value, for increasing value of x. Indeed, the (311) and (511)

surfaces have similar surface energy and for the (711) and (911) surfaces a decreased

surface energy is computed.
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8.2 Electronic Structure

Table 8.1: Surface energy and work function for the Ag (x11) stepped surfaces. Also
the surface energy and work function for the pristine Ag (111) is reported.

(111) (311) (511) (711) (911)

Esurf (J/m2) 0.80 0.92 0.92 0.91 0.90
ESF (J/m2) - 0.11 0.12 0.10 0.09
WF (eV) 4.25 3.93 4.11 4.14 4.07

8.2 Electronic Structure

In order to observe the modifications on the electronic structure of the (111) surface

introduced by the steps, the total DOS and the PDOS on the first layer of the vicinal

surfaces discussed above was calculated and is shown in Fig. 8.4. Also the (111) DOS

and PDOS on the first layer is shown as the thick black line in the figure. Differences

between the electronic structure of the vicinal surfaces and the pristine one are small.

An increased number of states in the region between -3 eV and -5 eV with respect to the

Fermi energy can be observed in the DOS (left panel of Fig. 8.4). Through the PDOS

on the surface layer, this increase can be attributed to the topmost layer highlighting

the presence of extra surface states introduced by the steps. However, this increase is

small if compared to the height of the peak.

According to this analysis, the presence of steps simulated through the vicinal sur-

faces chosen in this chapter is not expected to significantly change the electronic struc-

ture of the Ag (111) surface.

8.3 Work Function

The presence of steps changes the potential at the surface and therefore it is expected

to change the WF of the surface. The work function of the Ag (x11) surfaces was

computed and is reported in Table 8.1 as its absolute values and as difference with

respect to the WF of the Ag (111) surface (WFAg(111) = 4.25 eV). These differences

are also plotted in Fig. 8.5. For all the surfaces discussed in this chapter the presence

of steps decreases the WF. However, such change is small in magnitude, between 0.11

eV and 0.33 eV.

In conclusion, the presence of steps on the Ag (111) surface increases the surface

energy of few tenth of J/m2, which makes them stable at room temperature. The most

interesting effect due to the introduction of steps is the lowering of the WF. As it was
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Figure 8.4: Electronic structure of the the Ag (x11) stepped surfaces. Top: total DOS.
Bottom: PDOS on the topmost atomic layer. The Ag (111) surface DOS and PDOS
are shown in black in the top and bottom panels, respectively.
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Ag stepped surfaces work function change
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Figure 8.5: Work function change for the Ag (x11) stepped surfaces with respect to
the Ag (111). The surfaces are reported according the increasing concentration of steps
per surface unit.

discussed in Chapter 6.3, also small variations in the WF can lead to large variations

in the QE.

The surface reconstruction is a wide and very promising field to tune the properties

of materials thanks to the very advanced techniques available nowadays, such as atomic

force microscopy-based lithography techniques [146]. This chapter is only meant to

show another path apart from the adsorption of species on the surface that could be

taken to generate more efficient materials for photocathode applications. More detailed

studies on stepped surface and other types of reconstructions should be undertaken

in order to be able to provide reliable information able to help experimentalists in

the synthesis of new materials. Nevertheless, in this chapter it was proved that a

systematic approach to surface reconstructions, such as the study of series of the vicinal

surfaces is able to highlight trends and what kind of properties will be influenced by

the reconstruction. In the future of this project other reconstructions on Ag surfaces

and other materials will be studied.
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9

Towards the Efficient Design of

Materials

In this chapter the findings of this work are summarised and their potential application

to photocathode design is explored. It can be imagined as the answer to the question

from a photocathode scientist asking: “what can I learn from the photoemission simu-

lations presented here to help me select better materials or surfaces in order to achieve

higher performances for my photocathodes?”

The first outcome of this work is not a guideline itself, but it is a tool in the form

of a piece of theory that fills the gap between highly accurate photoemission theories

applicable to simple systems and what is required for the design of materials, which

is being able to describe the real conditions where the material is operating. The

development and implementation of this theory took half of the time employed in this

project (about 1.5 years). The advantage of this tool, with respect to previous theories

is being able to take into account the effect of surface modifications on the QE of

material. Also, it allows for a disentangling of the different effects on the final computed

QE, which is essential in order to understand what are the relevant factors impacting

the efficiency and therefore providing guidelines for the design of new materials. The

disadvantage is a loss of accuracy due to the relatively simple treatment of the coupling

of excitations with the scattering states of the surface (the inverse LEED states).

Considerations of changes in the WF alone is often used to select the best photoemit-

ting materials, based on the assumption that a higher QE corresponds to a lower WF.

In this study it was found that the WF has certainly a major role in the selection of

photoemitting materials. However, other factors, such as the electronic structure of the

material must also be considered.
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In Chapter 5 the structure of the substrates simulated in this work (copper, silver

and magnesium) is thoroughly discussed in terms of geometry, energetics and electronic

structure. The three most stable surfaces for the three substrates are simulated through

the thin slab approach and their properties are discussed. Among the most relevant

ones, the WF is computed and their surface states are highlighted in the band struc-

ture and PDOS. The photoemission theory developed here is facet dependent, in order

to calculate the averaged properties (such as WF and QE) to compare to the mea-

surements on a polycrystalline sample, an approach based on the Wulff construction is

proposed. The Wulff construction is used to build a polyhedra predicting the shape of

a nanocrystal and the fractional contribution from each surface can be calculated.

In Chapter 6 the tool is tested on clean surfaces and results are compared to ex-

perimental data. The QE computed through this method is only intended to generate

trends among different materials or the same surface before and after surface modi-

fications. Obtaining the exact photoemission spectra is not the goal of this project.

Nevertheless, the computed QE is in general agreement with the experimental mea-

surements of QE for the materials studied here.

Two external factors that can modify the efficiency of clean surfaces are simulated

at the end of this chapter: the effect of an external electric field and the compression

of the material along the plane parallel to the surface. The former is simulated as a

lowering of the work function through Schottky effect and it corresponds to an increase

of the QE that is significant starting from fields of 20 MV/m, for which the QE is twice

as high as the pristine surface one. Typical fields in photoinjectors are in the range of

20 MV/m. When an external electric field is applied, the change is only on the work

function and not on the electronic structure. On the contrary, the electronic structure

is changed by the compression of the material in the direction parallel to the surface.

A shift of surface states was reported together with changes in the WF. The latter is,

however, not significative for compressions of 1 % and become significative only at high

compression. The QE variation is noticeable already at 1 % compression, where an

increase of 70 % was computed. This latter finding is interesting from the design point

of view. The introduction of strain on the surfaces does impact the QE. One way to

introduce strain on the surface is growing thin layers of the photoemitting materials

on a substrate, which can distort the lattice of the former because of a small mismatch

of the lattice parameters between the two. This is just a first evidence this approach

could be used to enhance the QE of materials and further studies will be carried out

in this direction.

In Chapter 7 the influence of modifying the chemistry at the Mg (0001) surface was
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simulated through adsorption of oxygen, hydrogen and cesium atoms. The manipula-

tion of surface chemistry is potentially a flexible and powerful way to tune the surface

properties of materials. Oxygen and hydrogen were chosen because they are well know

contaminant of photocathode surfaces and cesium is used experimentally in order to

decrease the WF and increase the QE of photoemitting materials. The outcome from

these preliminary simulations on the adsorption of external species is that variations

in the WF alone is not a good predictor of the trends of QE according to the method

discussed here (at least on Mg (0001) surfaces). Interestingly, the oxygen adsorption,

which is known to increase the work function in most materials, has the opposite effect

on Mg. This was explained in terms of its geometry of adsorption. The first atoms

adsorbed on the Mg surface occupy hcp three follow holes and penetrate into the first

layer of Mg atoms forming a precursor of the MgO structure. The electronic structure

of this surface presents a lowering in the number of surface states, which explains the

reduction in the computed QE. The adsorption of hydrogen causes minor changes in

the work function and an overall decrease of photoactive surface states, resulting as for

the oxygen in a lower efficiency with respect to the pristine surface. Cesium atoms are

absorbed on the surface and cannot penetrate the first layer of Mg atoms because of

their large atomic radius. This adsorbate withdraws electron density from the substrate

and significantly lowers the work function, also it increases the density of states on the

first Mg layer. The overall effect is an increase in the QE.

The range of possible chemical modifications is very large and these simple models

provide only a preliminary survey of the effects of adsorbates on the QE of metal

photocathodes. For example, the interaction of oxygen on magnesium surfaces is very

interesting and subsurface layers of oxygen should be simulated. Also, MgO layers

on Mg or other metals are an interesting field and will certainly be one of the future

paths for this collaboration. Hydrogen has minor effects, but being present also at high

vacuum it is worth further investigation.

The behaviour of cesium is expected to be representative of the alkali metals from

the electronegativity point of view. Their lower electronegativity with respect to mag-

nesium and other photoemitting materials (copper and silver for example) is expected

to increase the QE through charge transfer effects. Therefore, the adsorption of smaller

atoms such as Li on Mg surfaces should be investigated. As it was reported in Chapter

7, the dimension of the adsorbate has a crucial role in the WF and QE change. In this

context, the simulation of Li atoms adsorbed on the surface would be an interesting to

observe the effect of small electropositive atoms.

Also, once a model to predict how higher efficiency can be obtained in terms
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9. TOWARDS THE EFFICIENT DESIGN OF MATERIALS

of charge transfer and positioning of the adsorbates on the surface, more complex

molecules could be tested from the computational point of view using the model pre-

sented here. The best candidates can then be tested in operational environment in

order to see if they are suitable for the high vacuum and strong laser pulses the photo-

cathode is subject to in the photoinjector. These kind of combined computational and

experimental tests will be carried out in the near future of the project (1-2 years).

The other interesting and largely tunable tool for surface modifications is reconstruc-

tion. Surface reconstructions have large impact on the surface potential and electronic

structure of surfaces. Indeed, materials can be engineered for different applications

through surface reconstructions. Also, surfaces in real conditions are not atomically

flat, a certain (quantifiable through AFM experiments) amount of roughness is always

present and this should be taken into account to provide reliable information about QE

predictions. The first type of surface reconstruction tested here are steps on the Ag

(111) surface, modelled through the series of the Ag (x11) vicinal surfaces. It was found

that the surface energy of these surfaces is approximatively 0.1 J/m2 higher than the

Ag (111) surface one. The presence of steps slightly modifies the electronic structure

through an increase of surface states close to the Fermi level and the WF is in general

lower than the pristine surface.

The next step in the simulation of surface modifications will be modelling the ad-

sorption of external species on the reconstructed surfaces. Also the role of interfaces

between the metal and its oxide will be investigated. The knowledge gained from this

first part of the project has already been shared with the ASTeC group, where experi-

ments based on the findings reported here are being designed. Future simulations are

expected to produce further insights on which are the most promising ways to engineer

the photocathode surfaces in order to obtain more efficient materials.
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Conclusions and Future Work

The purpose of this thesis has been delivering the photocathode community with a tool

able to screen different materials and surface modifications in order to discover more

efficient materials in a rational way rather than by the trial and error approach.

The reasons for the need of more efficient and reliable photoemitting materials

has been pointed out in the introduction and further explained in the Context and

Background chapter. A wide R&D program is taking place worldwide in order to deliver

photocathodes able to satisfy the requirements of new generation light sources for high

brightness of the electron bunch. These experimental and computational efforts are

justified by the the new frontiers that are being reached through the new light sources.

After introducing the underlying theory of materials simulations, different approaches

to photoemission simulations were discussed in Chapter 4 highlighting their advantages

and limitations. The photoemission model developed in this work, based on an exten-

sion of the three step model to surface simulations was discussed in the same chapter.

This model aims at simulating materials in real conditions and provide information

able to design photocathodes in a rational way. In this context the ability to gener-

ate trends in order to guide the experimentalists into the field of surface chemistry

and reconstruction is more important than being able to reproduce the experimental

photoemission spectra of simple systems, for which other theories should be used.

In Chapters 5 the structural and electronic properties of copper, silver and mag-

nesium surfaces were explored from the computational point of view. These are the

materials that are going to be tested as photocathodes for CLARA and their properties

are of great interest. Their geometry, surface energy, work functions and Wulff plots

were computed and discussed in Chapter 5.

Chapters 6 to 8 contain the outcomes of the use of the model presented in Chapter
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4 on the clean metal surfaces (Chapter 6) and some of the first applications to the

study of surface chemistry and reconstructions (Chapters 7 and 8, respectively). The

findings reported in these chapters have already been summarised in a photocathode

design oriented way in the previous chapter and, therefore, will not be repeated here.

As for every research project, the one presented here was limited by time constraints.

The development of a tool able to give insights in the QE of materials was the first goal

of the collaboration between ASTeC and the CMS group at Imperial College and it was

achieved in this first part of the project. However, other aspects of the emitted electron

beam should be explored in order to achieve higher efficiency photocathodes. Because

of the encouraging results obtained by this first part of the project, the ASTeC group

and CMS group decided to continue working on the development of the tool discussed

here and its use to guide the design of photocathodes. The ASTeC group recently

obtained interesting data on the transverse emittance through their system called TESS

(Transverse Energy Spread Spectrometer). The next step from the theoretical side is the

inclusion of the emittance simulation in the code. At that stage the QE simulations will

be able to deliver not only the QE vs wavelength, but also the corresponding emittance

at that wavelength.

At the same time, the tool discussed here is mature enough to be used in order to

start to screen efficiently other materials and surface modifications. These new results

will guide the photocathode scientist of the ASTeC group at first and scientist among

the whole photocathode field to design the materials for the next generation of XFELs.
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Appendix A

Projected bulk band structure

A.1 Redefinition of Lattice Vectors

The primitive cell is defined by the lattice vectors a, b and c. The direct-lattice vectors

can be represented by a matrix A

A =







A1x A1y A1z

A2x A2y A2z

A3x A3y A3z







If the cell is redefined with the condition that the lattice vectors a and b are in the

specified plane and the reference frame is rotated so that this corresponds to the xy

plane.

The redefined lattice vectors, two of which belong to the specified plane, can be

represented by a matrix B:

B =







B1x B1y B1z

B2x B2y B2z

B3x B3y B3z







The transformation matrix for the transformation of A to B can be represented by

a matrix R :
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R =







r11 r12 r13

r21 r22 r23

r31 r32 r33







so that:

B = R A







B1x B1y B1z

B2x B2y B2z

B3x B3y B3z






=







r11 r12 r13

r21 r22 r23

r31 r32 r33













A1x A1y A1z

A2x A2y A2z

A3x A3y A3z







R can be expressed as a product of F and P:

R = F P







r11 r12 r13

r21 r22 r23

r31 r32 r33






=







f11 f12 f13

f21 f22 f23

f31 f32 f33













p11 p12 p13

p21 p22 p23

p31 p32 p33







P is the coefficients matrix for the linear combination of the original lattice vectors

to define the new lattice vectors (for the redefined cell). F represents the rotation of

the redefined cell so that the specified plane is in the xy plane. The determinant of the

matrix F is equal to 1, since it is a rotation matrix.

It is useful to define the matrix C, which is obtained by multiplying P and A:

C = P A







C1x C1y C1z

C2x C2y C2z

C3x C3y C3z






=







p11 p12 p13

p21 p22 p23

p31 p32 p33













A1x A1y A1z

A2x A2y A2z

A3x A3y A3z






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A.2 Conversion from Fractional Coordinates to Cartesian

The C matrix correspond to the redefined cell before rotation of the frame in order

to place the specified plane in the xy plane.

In summary,

B = F P A

and

R = F P

and

C = P A

so the following can be written:

B = R A







B1x B1y B1z

B2x B2y B2z

B3x B3y B3z






=







r11 r12 r13

r21 r22 r23

r31 r32 r33













A1x A1y A1z

A2x A2y A2z

A3x A3y A3z







In order to redefine the lattice vectors of a cell, the transformation matrix R is

applied to the original lattice vectors.

A.2 Conversion from Fractional Coordinates to Cartesian

Fractional coordinates and Cartesian coordinates of atoms can be represented by vectors

f and r, respectively.

In the primitive cell, the fractional coordinates fp can be converted into Cartesian

coordinates rp:

rp = AT fp (A.1)

In the same way in the redefined cell, the fractional coordinates fr can be converted

into Cartesian coordinates rr:

rr = BT fr (A.2)
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A.3 Conversion from Cartesian Coordinates to Fractional

In the primitive cell, the Cartesian coordinates rp can be converted into fractional

coordinates fp:

fp = (AT)−1 rp (A.3)

In the same way in the redefined cell, the Cartesian coordinates rr can be converted

into fractional coordinates fr:

fr = (BT)−1 rr (A.4)

A.4 Redefinition of Cartesian Coordinates

The position of the atoms in the primitive cell are defined by the atomic coordinates

given by the matrix rp:

rp =







x1 x2 · · · xi

y1 y2 · · · yi

z1 z2 · · · zi







where i is equal to the number of atoms per cell.

When the cell is redefined, the atomic coordinates are also redefined. The atomic

coordinates in the redefined cell can be represented by a matrix rr:

rr =







x′1 x′2 · · · x′i
y′1 y′2 · · · y′i
z′1 z′2 · · · z′i







It is useful to define a new set of coordinates, labelled with the c subscript. These

coordinates are referred to the redefine cell before rotation of the frame in order to place

the specified plane in the xy plane; that is the cell called C in A.1. The transformation

between Cartesian and fractional coordinates in the redefined (but not rotated cell) is

the same used in Section A.2 and A.3
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A.4 Redefinition of Cartesian Coordinates

rc = CT fc (A.5)

and

fc = (CT)−1 rc (A.6)

rc is equal to rp since the atomic positions are not changed by the redefinition of the

cell (before the rotation); fc is equal to fr since the fractional coordinates are referred

to the cell independently of its orientation. Therefore, Equation A.6 can be written

as:

fr = (CT)−1 rp (A.7)

This link between coordinates in the primitive and redefined cells allows for the

derivation of all possible relations between coordinates. It is possible to calculate the

fractional coordinates in the redefined cell in terms of the fractional coordinates in the

primitive cell;

fr = (CT)−1rp (A.8)

= (CT)−1AT fp (A.9)

= (PAT)−1AT fp (A.10)

= (ATPT)−1AT fp (A.11)

= (PT)−1 (AT)−1AT fp (A.12)

= (PT)−1 fp (A.13)

the Cartesian coordinates in the redefined cell in terms of the fractional coordinates

in the primitive cell

rr = BT fr (A.14)

= BT (PT)−1 fp (A.15)

and finally, the Cartesian coordinates in the redefined cell in terms of the Cartesian
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coordinates in the primitive cell

rr = BT fr (A.16)

= BT (PT)−1 fp (A.17)

= BT (PT)−1 (AT)−1 rp (A.18)

= BT FT (RT)−1 RT (BT)−1 rp (A.19)

= BT FT (BT)−1 rp (A.20)

= (FB)T (BT)−1 rp (A.21)

= (B−1FB)T rp (A.22)

= T rp (A.23)

In order to define the atomic coordinates in the redefined cell, the transformation

matrix T is applied to the atomic coordinates in the original primitive cell.

rr = T rp







x′1 x′2 · · · x′i
y′1 y′2 · · · y′i
z′1 z′2 · · · z′i






=







t11 t12 t13

t21 t22 t23

t31 t32 t33













x1 x2 · · · xi

y1 y2 · · · yi

z1 z2 · · · zi







In summary, the coordinates in the redefined cell are related to the coordinates in

the primitive cell by the following equations:

fr = (PT)−1 × fp (A.24)

fr = (CT)−1 rp (A.25)

rr = BT × (PT)−1 × fp (A.26)

rr = T × rp (A.27)

The coordinates may differ from the ones calculated with CRYSTAL because of

the constrain of atoms being within the -0.5 and 0.5 fractional coordinates. This may

displace atoms from one cell to another. Therefore, even if the atom is always in the

same position its coordinates can change of an integer number of lattice parameters.
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A.5 Reciprocal Space

A.5 Reciprocal Space

The same derivation can be applied to the reciprocal space lattice vectors and points.

The reciprocal lattice cell, corresponding to the primitive cell A in the direct space,

is defined by the lattice vectors a∗, b∗ and c∗. The reciprocal-lattice vectors can be

represented by a matrix A∗:

A∗ =







A1∗x A1∗y A1∗z

A2∗x A2∗y A2∗z

A3∗x A3∗y A3∗z







When the direct-lattice cell is redefined, also the reciprocal lattice is changed. The

redefined reciprocal-lattice cell B∗ is derived from the primitive one by applying the

R∗ matrix to A∗:

B∗ = R∗A∗







B1∗x B1∗y B1∗z

B2∗x B2∗y B2∗z

B3∗x B3∗y B3∗z






=







r∗11 r∗12 r∗13
r∗21 r∗22 r∗23
r∗31 r∗32 r∗33













A1∗x A1∗y A1∗z

A2∗x A2∗y A2∗z

A3∗x A3∗y A3∗z







The R∗ matrix is the transposed inverse of the R matrix:

R∗ = (RT)−1 (A.28)

In the same way it is useful to define F∗ and P∗ as:

F∗ = (FT)−1 (A.29)
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P∗ = (PT)−1 (A.30)

In summary,

R∗ = (RT)−1 = F∗ × P∗ = (FT)−1 × (PT)−1 (A.31)

As for the direct space coordinates, it is possible to transform the Cartesian coor-

dinates to fractional coordinates and vice versa by using:

r∗p = A∗T f∗p (A.32)

f∗p = (A∗T)−1 r∗p (A.33)

In the redefined cell, the B∗ matrix must be used:

r∗r = B∗T f∗r (A.34)

f∗r = (B∗T)−1 r∗r (A.35)

The relationship between coordinates in the primitive and redefined cell can be

derived as in A.4, where the vectors and matrices referred to the direct lattice must

be replaced by the corresponding one in the reciprocal space, as indicated previously in

this paragraph. The final relations are here reported without the complete derivation:
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f∗r = (P∗T)−1 f∗p = P f∗p (A.36)

f∗r = (C∗T)−1 r∗p = C r∗p (A.37)

r∗r = B∗T (P∗T)−1 f∗p = B∗T P f∗p (A.38)

r∗r = T∗ r∗p (A.39)

A.5.1 Differences Between Slab and Bulk Redefined Reciprocal Lat-

tice Cells

Before discussing how the band structure of a surface can be compared to a bulk

projected one, a short summary of the key transformation between direct and reciprocal

space is reported. The reciprocal lattice vectors a∗,b∗ and c∗ can be built from the

direct space cell according to

a∗ =
2π

V
b ∧ c (A.40)

b∗ =
2π

V
a ∧ c (A.41)

c∗ =
2π

V
a ∧ b (A.42)

where the volume is

V = c · a ∧ b = cx(aybz − azby)− cy(axbz − azbx) + cz(axby − aybx) (A.43)

For the following discussion it is useful to define the expansion of the vectorial product:
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a∗ =
2π

V

∣

∣

∣

∣

∣

∣

∣

ûx ûy ûz

bx by bz

cx cy cz

∣

∣

∣

∣

∣

∣

∣

=
2π

V
[(bycz−bzcy)ûx−(bxcz−bzcx)ûy+(bxcy−bycx)ûz] (A.44)

b∗ =
2π

V

∣

∣

∣

∣

∣

∣

∣

ûx ûy ûz

ax ay az

cx cy cz

∣

∣

∣

∣

∣

∣

∣

=
2π

V
[(aycz−azcy)ûx−(axcz−azcx)ûy+(axcy−aycx)ûz] (A.45)

c∗ =
2π

V

∣

∣

∣

∣

∣

∣

∣

ûx ûy ûz

ax ay az

bx by bz

∣

∣

∣

∣

∣

∣

∣

=
2π

V
[(aybz−azby)ûx−(axbz−azbx)ûy+(axby−aybx)ûz] (A.46)

When the bulk cell is redefined and rotated in order to have the a and b vectors

in the xy plane, the a∗ and b∗ vectors of the reciprocal lattice may not be in the x∗y∗

plane. 1

Three types of cells are discussed: the bulk primitive (A), the bulk redefined (B)

and the slab (S) cells. The bulk redefined cell is the one where the direct lattice vectors

are defined in order to have the a and b vectors in the xy plane. The slab cell is built

directly from the bulk redefined cell by removing the periodicity along the z direction;

the c vector is, therefore, transformed in the unit vector along the ûz direction, as

given below. The reciprocal lattices of the three types of cells are also reported. Their

derivation is discussed in the following.

1 The vectorial product defines a new vector that is orthogonal to two other vectors (r and s). The
resultant vector v = (vxûx + vyûy + vzûz) is calculated as

v = r ∧ s =

∣

∣

∣

∣

∣

∣

ûx ûy ûz

rx ry rz
sx sy sz

∣

∣

∣

∣

∣

∣

= (rysz − rzsy)ûx − (rxsz − rzsx)ûy + (rxsy − rysx)ûz

This is a general relationship and when applied to Eq. A.44, A.45 and A.46 it is clear that the unit
vectors in the direct space coincide with the ones in the reciprocal space. The axis frame xyz coincide,
therefore, with x∗y∗z∗.
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A =







ax ay az

bx by bz

cx cy cz






A∗ =







a∗x a∗y a∗z

b∗x b∗y b∗z

c∗x c∗y c∗z






(A.47)

B =







a′x a′y 0

b′x b′y 0

c′x c′y c′z






B∗ =







a′∗x a′∗y a′∗z

b′∗x b′∗y b′∗z

0 0 c′∗z






(A.48)

S =







a′x a′y 0

b′x b′y 0

0 0 1






S∗ =







a′∗x a′∗y 0

b′∗x b′∗y 0

0 0 2π






(A.49)

Since in the matrices representing B and S cells some of the elements are zeros, the

construction of their reciprocal lattices will be simplified.

• Bulk primitive: this is the general case, all the components in equations from

A.44 to A.46 can be different from zero. Therefore a∗, b∗ and c∗ can have

components along the three ûx, ûy and ûz directions.

• Bulk redefined 2:

a′∗ =
2π

V

∣

∣

∣

∣

∣

∣

∣

ûx ûy ûz

b′x b′y 0

c′x c′y c′z

∣

∣

∣

∣

∣

∣

∣

=
2π

V
[(b′yc

′
z)ûx − (b′xc

′
z)ûy + (b′xc

′
y − b′yc

′
x)ûz] (A.50)

= 2π

[

b′yc
′
z

c′z(a
′
xb

′
y − a′yb

′
x)
ûx −

b′xc
′
z

c′z(a
′
xb

′
y − a′yb

′
x)
ûy +

b′xc
′
y − b′yc

′
x

c′z(a
′
xb

′
y − a′yb

′
x)
ûz

]

(A.51)

2It is important to notice that the volume of the redefined cell is

V = c
′
z(a

′
xb

′
y − a

′
yb

′
x)

since the az and bz in Eq. A.43 are equal to 0.
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= 2π

[

b′y
a′xb

′
y − a′yb

′
x

ûx −
b′x

a′xb
′
y − a′yb

′
x

ûy +
b′xc

′
y − b′yc

′
x

c′z(a
′
xb

′
y − a′yb

′
x)
ûz

]

(A.52)

b′∗ =
2π

V

∣

∣

∣

∣

∣

∣

∣

ûx ûy ûz

a′x a′y 0

c′x c′y c′z

∣

∣

∣

∣

∣

∣

∣

=
2π

V
[(a′yc

′
z)ûx − (a′xc

′
z)ûy + (a′xc

′
y − a′yc

′
x)ûz] (A.53)

= 2π

[

a′yc
′
z

c′z(a
′
xb

′
y − a′yb

′
x)
ûx −

a′xc
′
z

c′z(a
′
xb

′
y − a′yb

′
x)
ûy +

a′xc
′
y − a′yc

′
x

c′z(a
′
xb

′
y − a′yb

′
x)
ûz

]

(A.54)

= 2π

[

a′y
a′xb

′
y − a′yb

′
x

ûx −
a′x

a′xb
′
y − a′yb

′
x

ûy +
a′xc

′
y − a′yc

′
x

c′z(a
′
xb

′
y − a′yb

′
x)
ûz

]

(A.55)

c′∗ =
2π

V

∣

∣

∣

∣

∣

∣

∣

ûx ûy ûz

a′x a′y 0

b′x b′y 0

∣

∣

∣

∣

∣

∣

∣

=
2π

V
[(a′xb

′
y − a′yb

′
x)ûz] (A.56)

= 2π

[

a′xb
′
y − a′yb

′
x

c′z(a
′
xb

′
y − a′yb

′
x)
ûz

]

(A.57)

The c′∗ vector is directed along the ûz direction. This is intuitive since the a′

and b′ vectors are in the xy plane and the c′∗ is orthogonal to them by definition.

Interestingly, the a′∗ and b′∗ may not be in the x∗y∗ plane, due to the non-

zero component along ûz; this point is particularly useful when calculating the

projected band structure.

• Slab cell 3:

3The volume of the slab cell is
V = a

′
xb

′
y − a

′
yb

′
x

since the az and bz in Eq. A.43 are equal to 0 and cz is the unit vector along the ûz direction.
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a′∗ =
2π

V

∣

∣

∣

∣

∣

∣

∣

ûx ûy ûz

b′x b′y 0

0 0 1

∣

∣

∣

∣

∣

∣

∣

=
2π

V
[(b′y · 1)ûx − (b′x · 1)ûy] (A.58)

= 2π

[

b′y
a′xb

′
y − a′yb

′
x

ûx −
b′x

a′xb
′
y − a′yb

′
x

ûy

]

(A.59)

b′∗ =
2π

V

∣

∣

∣

∣

∣

∣

∣

ûx ûy ûz

a′x a′y 0

0 0 1

∣

∣

∣

∣

∣

∣

∣

=
2π

V
[(a′y · 1)ûx − (a′x · 1)ûy] (A.60)

= 2π

[

a′y
a′xb

′
y − a′yb

′
x

ûx −
a′x

a′xb
′
y − a′yb

′
x

ûy

]

(A.61)

c′∗ =
2π

V

∣

∣

∣

∣

∣

∣

∣

ûx ûy ûz

a′x a′y 0

b′x b′y 0

∣

∣

∣

∣

∣

∣

∣

=
2π

V
[(a′xb

′
y − a′yb

′
x)ûz ] (A.62)

= 2π

[

a′xb
′
y − a′yb

′
x

a′xb
′
y − a′yb

′
x

ûz

]

= 2πûz (A.63)

It can be seen, in Eq. from A.50 to A.63, that the a′∗ and b′∗ components along

the ûx and ûy are the same in the B∗ and S∗ cells. In the B∗ cell, the c′ vector enters

in the definition of the a′∗ and b′∗ vectors. However, in the ûx and ûy directions its

contribution is canceled out by the volume acting as normalization factor. In the S∗

cell the c′ is the unit vector in the ûz direction. This means that the a′∗ and b∗ vectors

do not contain any c′ components. But at the same time the volume of the slab cell

does not contain c′ contributions. It is important to notice that even if the length of

the vectors may be different, the a′∗x a′∗y b′∗x and b′∗y are the same in the slab cell and in

the bulk redefined.

139



A. PROJECTED BULK BAND STRUCTURE

In summary, the main point is that a k point expressed as fractional coordinates

of the B∗ cell has, in general, different fractional coordinates if expressed as fractions

of the S∗ cell, due to the differences in the cell vectors of the B∗ and S∗ cells. This is

relevant when comparing band structures of bulk and surfaces. In the next section a

method to perform such transformation is provided.

Calculation of the Surface Projected Band Structure

The method to transform a k point path expressed as fractional coordinates of the S∗

cell to a path expressed as fractional coordinates of the A∗ cell will be discussed below.

This is of particular interest when calculating the surface projected band structure,

where the same k points in the surface and in the bulk cells must be used. The

procedure is reported here:

• Select a 2D k point path in the reciprocal space, using the fractional coordinates

of the surface Brillouin zone (which is bidimensional by definition)

f∗S =







f∗a

f∗b
0






(A.64)

• Find the absolute coordinates of the selected points by using:

r∗S = (S∗)Tf∗S (A.65)

=







a′∗x b′∗x 0

a′∗y b′∗y 0

0 0 2π













f∗a

f∗b
0






(A.66)

=







(a′∗x f
∗
a ) + (b′∗x f

∗
b )

(a′∗y f
∗
a ) + (b′∗y )f

∗
b )

0






=







r∗x

r∗y

0






(A.67)
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As expected, in the slab, the k points corresponding to a path where fc = 0 are

in the x∗y∗ plane.

It is possible to demonstrate 4 that the reciprocal lattice in the x∗y∗ plane is the

same in the slab and bulk redefined cells. The link between the slab and bulk

redefined cell is, therefore, in these Cartesian coordinates of the k points.

r∗B = r∗S (A.68)

• The Cartesian coordinates can be expressed as fractional coordinates of the re-

defined reciprocal bulk cell, B∗ by using

4 The direct space lattice can be represented as the product of three Dirac delta functions :

f(r) = f(x,y, z) =

∞
∑

t=−∞

δ(r− rt) =

∞
∑

m=−∞

∞
∑

n=−∞

∞
∑

p=−∞

δ(r−ma)δ(r− nb)δ(r− pc)

The reciprocal lattice can be obtained through a Fourier transform of the direct lattice. For an
infinite model it results in:

T [f(r)] = f(r∗) = f(x∗
,y

∗
, z

∗) =
1

a ∧ b · c

∞
∑

h=−∞

∞
∑

k=−∞

∞
∑

l=−∞

δ(ar∗ − h)δ(br∗ − k)δ(cr∗ − l)

A bidimensional lattice can be expressed as

f(r) = f(x,y) =
∞
∑

t=−∞

δ(r− rt) =
∞
∑

m=−∞

∞
∑

n=−∞

δ(r−ma)δ(r− nb)δ(r)

and its reciprocal lattice, derived as above, is:

f(r∗) = f(x∗
,y

∗) =
1

a ∧ b

∞
∑

h=−∞

∞
∑

k=−∞

δ(ar∗ − h)δ(br∗ − k)

From the last equation, it is clear that as long as the a and b vectors are the same, the reciprocal
lattice is unchanged in the x∗y∗ plane. This is the case of the bulk redefined and slab cells, where the
only difference is in the c vector.
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f∗B = [(B∗)T]−1r∗B (A.69)

[(B∗)T]−1 can be easily calculated:

[(B∗)T]−1 =















a′∗x a′∗y a′∗z

b′∗x b′∗y b′∗z

0 0 c′∗z







T








−1

=







a′∗x b′∗x 0

a′∗y b′∗y 0

a′∗z b′∗z c′∗z







−1

(A.70)

=
1

c′∗z (a
′∗
x b

′∗
y − a′∗y b

′∗
x )







b′∗y c
′∗
z −a′∗y c

′∗
z a′∗y b

′∗
z − a′∗z b

′∗
y

−b′∗x c
′∗
z a′∗x c

′∗
z −(a′∗x b

′∗
z − a′∗z b

′∗
x )

0 0 a′∗x b
′∗
y − a′∗y b

′∗
x






(A.71)

=
1

V ∗
B







b′∗y c
′∗
z −a′∗y c

′∗
z a′∗y b

′∗
z − a′∗z b

′∗
y

−b′∗x c
′∗
z a′∗x c

′∗
z −(a′∗x b

′∗
z − a′∗z b

′∗
x )

0 0 a′∗x b
′∗
y − a′∗y b

′∗
x






(A.72)

=
1

2π







a′x a′y 0

−b′x b′y 0

c′x c′y c′z






(A.73)

In the same way the [(S∗)T]−1 matrix can be calculated:

[(S∗)T]−1 =















a′∗x a′∗y 0

b′∗x b′∗y 0

0 0 2π







T








−1

=







a′∗x b′∗x 0

a′∗y b′∗y 0

0 0 2π







−1

(A.74)

=
1

2π(a′∗x b
′∗
y − a′∗y b

′∗
x )







2πb′∗y −2πb′∗x 0

−2πa′∗y 2πa′∗x 0

0 0 a′∗x b
′∗
y − a′∗y b

′∗
x






(A.75)
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=
1

V ∗
S







2πb′∗y −2πb′∗x 0

−2πa′∗y 2πa′∗x 0

0 0 a′∗x b
′∗
y − a′∗y b

′∗
x






(A.76)

=
1

2π







a′x a′y 0

−b′x b′y 0

0 0 c′z






(A.77)

It is important to notice that the only difference between [(B∗)T]−1 and [(S∗)T]−1

is in the c′x and c′y components. As a consequence, when the Cartesian coordinates

of a point which lies on the x∗y∗ plane are transformed in fractional coordinates

of the two cell, the f∗a and f∗b values will be the same. The difference is in the

f∗c component that is 0 in the slab cell and may be different from 0 in the bulk

redefined cell, depending on the orientation of the c′∗ vector.

f∗B =
1

2π







a′x a′y 0

−b′x −b′y 0

cx cy cz













r∗x

r∗y

0













(a′xr
∗
x) + (a′yr

∗
y)

(−b′xr
∗
x) + (−b′yr

∗
y)

(cxr
∗
x) + (cyr

∗
y)






(A.78)

f∗S =
1

2π







a′x a′y 0

−b′x −b′y 0

0 0 c′z













r∗x

r∗y

0













(a′xr
∗
x) + (a′yr

∗
y)

(−b′xr
∗
x) + (−b′yr

∗
y)

0






(A.79)

• The bulk cell must me sampled along the z∗ axis and not along c′∗. This is

because as the number of layers along c′ in the slab cell increases the effect on

the reciprocal space is a higher number of sampled points along the c′∗ direction,

that is along the z∗ axis (see Eq. A.63). The z∗ direction must be sampled in

a range of Cartesian coordinates corresponding to |c′∗|. This corresponds to a

variation of 1 in terms of f∗z of the redefined k points.

• Transform the fractional coordinates of the redefined cell in the primitive cell

ones, A∗, (by using Eq. A.36)
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Cu (110) surface

The Cu (110) surface is now used as example of the discussion above.

A =







0.0000 1.8149 1.8149

1.8149 0.0000 1.8149

1.8149 1.8149 0.0000






A∗ =







−1.7309 1.7309 1.7309

1.7309 −1.7309 1.7309

1.7309 1.7309 −1.7309






(A.80)

B =







2.5668 0.0000 0.0000

0.0000 3.6300 0.0000

1.2834 1.8150 1.2834






B∗ =







2.4478 0.0000 −2.4478

0.0000 1.7309 −2.4478

0.0000 0.0000 4.8957






(A.81)

S =







2.5667 0.0000 0.0000

0.0000 3.6299 0.0000

0.0000 0.0000 1.0000






S∗ =







2.4478 0.0000 0.0000

0.0000 1.7309 0.0000

0.0000 0.0000 6.2832






(A.82)

The surface high symmetry points are included in the following path:

f∗S =







0.00000 0.50000 0.50000 0.00000 0.00000 0.50000

0.00000 0.00000 0.50000 0.50000 0.00000 0.50000

0.00000 0.00000 0.00000 0.00000 0.00000 0.00000







They are transformed in absolute coordinates by using:

r∗S = S∗T f∗S (A.83)

Resulting in:

r∗S =







0.00000 1.22394 1.22394 0.00000 0.00000 1.22394

0.00000 0.00000 0.86546 0.86546 0.00000 0.86546

0.00000 0.00000 0.00000 0.00000 0.00000 0.00000







Where it is clear that all the points are in the x∗y∗ plane. The fractional coordinates

referred to the redefined cell, which is the one used to define the surface, are calculated

by using:
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f∗B = (B∗T)−1 r∗S (A.84)

And the kb
frac are:

f∗B =







0.00000 0.50000 0.50000 0.00000 0.00000 0.50000

0.00000 0.00000 0.50000 0.50000 0.00000 0.50000

0.00000 0.25000 0.50000 0.25000 0.00000 0.50000






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