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communities by clustering shared research trajectories
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Abstract. Communities of academic authors are usually identiby means of
standard community detection algorithms, which eitpétatic’ relations, such
as co-authorship or citation networks. In contssigh these approaches, here
we focus ondiachronic topic-based communities —i.e., communities of people
who appear to work on semantically related topicsha same time. These
communities are interesting because their anabjkisvs us to make sense of
the dynamics of the research world —e.g., migrabbmesearchers from one
topic to another, new communities being spawn ldemolbnes, communities
splitting, merging, ceasing to exist, etc. To thigpose, we are interested in
developing clustering methods that are able to leandrrectly the dynamic
aspects of topic-based community formation, piirg the relationship
between researchers who appear to follow the sasearch trajectories. We
thus present a novel approach call@@mporal Semantic Topic-Based
Clustering (TST), which exploits a novel metric for clustering rasahers
according to their research trajectories, defineddestributions ofsemantic
topics over time. The approach has been evaluated thrangtmpirical study
involving 25 experts from the Semantic Web and Hot@amputer Interaction
areas. The evaluation shows that TST exhibits foppeance comparable to the
one achieved by human experts.

Keywords: Community Detection, Scholarly Data, Scholarly Ooti¢s,
Semantic Technologies, Clustering, Similarity MetriEuzzy C-Means.

1 Introduction

Communities of academic authors are usually idiedtiby using standard community
detection algorithms, which typically exploit cotharship or citation graphs [1].
However, an interesting type of community, whicls haceived much less attention
in the literature [2], is formed by the set of @sders who, at a given time, are
working on the same topic. Obviously, this typetofic-based community has a
degree of overlap with co-authorship and citaticmmmunities; nonetheless it
provides a distinct way of identifying groups ofated researchers. Co-authorship
communities can certainly be seen as examplespaf-ttased communities, however
one does not need to co-author with another relseac order to be part of the same
topic-based community. Hence, co-authorship netavamdy provide an incomplete
view of a topic-based community. In addition cokeuship relations can span
different topics, hence providing a noisy mechanismmidentify a topic-based
community. An analogous argument applies to theofisitation networks to identify
topic-based communities: on the one hand citatioay cut across different topics



and on the other hand there is no guarantee tloglgp@vorking on the same topic
actually cite each other. Hence, citation netwals® define poor approximations of
topic-based communities.

Topic-based communities are interesting because ahalysis allows us to make
sense of the dynamics of the research world —igration of researchers from one
topic to another, new communities being spawn kdemolones, communities (and
therefore associated topics) splitting, mergingso®y to exist, etc. More precisely,
the formal identification and characterization otiene of topic-based communities
allows us to give an extensional computationalttneat of a topic (or set of topics),
say T, in terms of all the researchers and puldioatrelated to T at a given time.
Thus, we can then measure precisely the size ofaie, its scientific impact (in
terms of a variety of academic impact measures)gwolution, relations between
topics in terms of overlap of researchers, migretiacross topics, etc. In the rest of
the paper we will use the tertemporal topic-based community to refer to this type of
communities.

In this paper we propose a novel approach to ifyémgi temporal topic-based
communities, calledemporal Semantic Topic-Based Clustering (TST). TST exploits
a novel metric, called\TTS (Adjusted Temporal Topic Smilarity), which measures
the similarity betweenesearch trajectories. These are in turn defined as distributions
of semantically-characterized topics over time —i.e., topics structured in terms of
semantic relationships, such sk®s:broaderGeneric or relatedEquivalent [3]. Thus,
TST is able to detectiachronic groups of authors with similar behavior over aiqubr
of time.

An important aspect of TST is that, in contrasthwitethods which rely on co-
authorship or citation networks, it does not reguir complete graph of relations
between community members. Hence, it can also bd imsnon-academic contexts,
where such relations are typically not availabteadldition, we characterize temporal
topic-based communities as fuzzy clusters and agsalt each author is then
associated with a set of membership values, whighess the degree of work done
for different communities. Hence, this model nallyrdandles both the common
situation in which an author contributes to moranttone community and also the
situation in which a community is defined in terofsmultiple dynamic topics over
time —e.g., the community of all researchers whokeo in Knowledge Acquisition
during the 90s and then worked primarily on the &etia Web during the 00s.

Our approach increases the granularity of the ssmation of the research
environment and makes it possible to discover éstémg dynamics. For example, we
can highlight the behaviour of groups of researgtreacting to a mutation in the
scientific environment, such as the introductionaohew technology (e.g., Mobile
Devices), a new vision (e.g., Semantic Web), oramigon a particular theme (e.g.,
Smart Cities). We can also get interesting insighte® the ‘DNA’ of specific
communities. For example, a topic-centred analysis Semantic Web (SW)
researchers over time reveals that the authors avitWorld-Wide-Web (WWW)
background, who joined the SW research area idittsteyears of this century, were
by and large the ones who progressed the Linked fogic at the end of the decade.
A similar analysis in the Human-Computer Interact{biCl) area shows that authors
in the HCI community who had a background in Usepdeling and Ubiquitous
Computing were the ones at the forefront of redeart Mobile Devices, once the
smartphone became a reality.



TST is integrated within Rexplore [4], a systemttb@ambines statistical analysis,
semantic technologies and visual analytics to p®vsupport for exploring and
making sense of scholarly data. To evaluate ourcgah we performed an empirical
study involving 25 experts from the SW and HCI aresho were asked to aggregate
a set of selected topics to generate the main-tmmed communities in their field.
The results indicate a high degree of agreemenigntioe experts, confirming that
topic-based communities are indeed objective estithat can be recognized by
experts. In addition, TST performed at expert levéle., its results are statistically
consistent with those of the experts.

2 Stateof the Art

Current approaches to community detection are lyseddssified according to the
strategy they use [1], as eithgptimization-based or heuristic methods. The former
use eithetocal search [4] or spectral methods [6], whereas the latter exploit domain-
specific assumptions to direct the clustering [Tifortunately these methods tend to
rely on topological structures, such as the ondmett by citation or co-authorship
networks, and as a result they are not applicabteut scenario, where, as explained
in the previous section, we do not have topologatalictures that completely and
correctly define our space. As discussed by Dingl.g2], it is therefore important to
develop novel approaches to community detectioriclwlare able to focus on the
relationship between communities and topics andcecarectly model their dynamics
over time. A first step in this direction is proe by the work of Upham et al. [8],
who define an algorithm for identifying topic-basedmmunities which, in addition
to the citation graph, also exploits language-lesighilarities between papers to
identify communities. Hence, they are able to grtmgether authors who work on the
same topic but are not necessarily related thraugtlicit co-authorship or citation
relationships. However, while this approach prosid@m improvement over purely
topological analyses, it seems to us that the foocusublications (rather than authors)
and the reliance on language similarities provide tveak a method to detect
temporal topic-based communities. In particulars ihot possible in this approach to
express explicitty which authors belong to a patic community (or set of
communities) at a particular time.

Racherla and Hu [9] identify topic communities bypiting a topic similarity
matrix and assigning a predefined research topiedaoh document and author.
However, this approach is much too limited, as tasyume a rigid 1-1 relationship
between researchers and topics. In contrast wighvtbrk, TST is more flexible and
can correctly handle both the situation where aeaeher belongs to multiple
communities and also that where a community isadtarised by a distribution of
topics over time.

Semantic technologies have been shown to improeeqthality of clusters of
different kinds of entities, such as images [1Q] tags [11]. Some approaches rely on
the detection of latent topics for capturing sencarglationships between keywords,
using methods such &obabilistic Latent Semantic Indexing (pLSI) [12] or Latent
Dirichlet Allocation [13]. For example, théuthor-Conference-Topic model (ACT)
[14] treats authors and venues as probability iisfions over topics extracted by
means of an unsupervised learning technique. Mal. §15] propose a framework to



model topics by regularizing a statistical topicdabthrough a harmonic regularizer,
which is based on a graph structure. Differenttyrfrthese methods, we exploit an
automatically generated knowledge base [3] to dterae research topics
semantically and we use this as the basis for &dsuy a diachronic semantic topic
distribution with each author. The knowledge baseextracted from publication
metadata by means dflink [3], an algorithm that combines machine-learning
methods and background knowledge to identify red$edopics and to generate
semantic relations between them. Adopting a sinpleispective, Erétéo et al. [16]
proposed SemTagP, an algorithm which uses existingplogies to detect
communities from the directed typed graph formedR)F descriptions of social
networks and folksonomies. However, their approachased on label propagation
and, in contrast with TST, does not take in accob@ttemporal dimension, which is
important for gaining an understanding of commueiplution over time and is also
being investigated in the emergent field of tempoedaworks [17].

TST relies on thé&uzzy C-Means [18] algorithm, which is a popular unsupervised
clustering algorithm that has been applied suco#gsfo a number of real life
problems. Clustering techniques (e.g., modularagdal clustering [19] or the k-
means algorithm [20]) have also been used by othghors to detect research
communities. However, these approaches exploisitindarity between topic vectors
associated to publications and, as a result, extibitations when compared to our
method. In particular, their topic vectors lack emantic characterization and, in
addition, by focusing on publications rather thathars, they fail to take into account
the diachronic dimension. As we will show in Segtid, in contrast with the
aforementioned approaches, the use of semanticstepid the adoption a diachronic
approach yields a dramatic increase in the quafithe detected communities.

3 Detecting Temporal Topic-Based Communities

We will now discuss the TST approach to identifyicigsters of researchers who
share common research trajectories — i.e., resgarcitho appear to work on the
same topics at the same time. We refer to thesstechi astemporal topic-based
communities (TTCs).

The TST approach for automatically computing TTRa igiven research area, say
R, follows three steps:

1. Semantic topic enrichment, during which the topic distributions associated
with each author are semantically enhanced by gakiMo account the
semantic relationships between research topics.

2. Topic vector weighing, during which each component of a topic vectoy, Ba
is given a bonus proportional to the degree oflanity between T and R.

3. Temporal topic-based clustering, during which the authors are clustered by
means of a Fuzzy C-Means algorithm, using the afergionedATTS metric.

These steps are discussed in the following subesect



3.1 Semantic topic enrichment

The authors to be clustered are characterizedca#lextion of topic vectors, one for
each year over the examined timeframe, where ealtle vrepresents the number of
publications in a topic during a certain year.

A naive approach here would be to use as topickeégwords associated to the
publications. However this method may yield poautts, since, as discussed in [3],
the keywords associated to academic publicatioris $&ructure and are often noisy.
Analogously, the keywords extracted by natural leage techniques may also be
noisy and may include terms that do not defineaiedeareas.

To address this issue we use the Klink algorithin igich is able i) to identify
keywords that refer to a research area and disgshghem from those which do not
and ii) to detect three types of semantic relatigys Specifically, Klink can detect:
skos: broaderGeneric (topic T, is a sub-topic of topicl,), relatedEquivalent (two
topics are alternative names for the same reseasad) andcontributesTo (research
in topic Ty is an important contribution to research in topic howeverT, is not a
sub-topic of T,). Hence, the output of an application of Klink & corpus of
publications tagged with keywords is a knowledgeebeomprising semantic topics
structured according to three relations and linkedhe relevant publications (and
therefore with the relevant authors and organinaio

Taking advantage of this knowledge base, we lalil t@pic T, any publication
tagged with topicT,, if T, is a sub-topic off; or it is relatedEquivalent to T,. This
simple step can yield a dramatic increase in thaityuand quantity of data about a
certain topic. For example, as a result of applyifionk to a corpus of about 15
million publications in Computer Science, we webdeato identify 18 sub-topics of
Semantic Web (e.g., “Linked Data”, “Semantic Wikdnd “OWL") and 11
contributesTo relationships (e.g., “Description Logic”), thus ieasing the number of
publications in the Semantic Web from 11998 to 2075 the same way we were
able to detect 22 sub-topics of HCI (e.g., “Affeeti Computing” and “User
Interface”) and 7contributesTo relationships (e.g., “Task Analysis”), thus incriegs
the number of publications tagged as “HCI” from 985 93583.

We then build the topic distribution for each authyeart as a vector in which
each topic is associated with the number of putitina in the same year. Finally, for
each couple of topics,T§T,>, sharing aontributesTo(T, T,) relationship, we assign
to T, a fraction of the publications iRy according to the formula:

n

CT(T) = z P(T|ct(i, T))*
i=1

wherect(i, T) indicates the set of topics associated withitthepublication that is
in a contributesTo relationship withT. P(T|ct(i,T)) is the probability for a paper
with such a set of topics to be also explicitlyarsated with topicT (or with a topic
having abroaderGeneric or relatedEquivalent relationship withT) at the time of
publication of thei-th paper. The summation is carried out over the numbef
publications that are not already associated Withut have at least one topic in a
contributesTo relationship with T. The exponenp serves to modulate the
contributesTo relationship and was empirically set to 0.5. Thepats are semantic
topic vectors that include only semantically chéedezed research areas, whose



associated values are weighed according to the rée@meelationships between
research areas.

3.2 Topic vector weighing

In most cases it is useful to detect the commumitiéhin a certainmain topic (e.g.,
Semantic Web), to allow a user to make sense ofieri¢s of the research dynamics
within the topic. For this reason we take as inpuily the authors with a significant
amount of publications in the main topic. For exérip the evaluation we will take
in consideration only the authors who have pubtisia¢ least 10 papers in the
Semantic Web area in the 2005-2010 interval. Maogeovto highlight the
communities strongly related to the main topic, weaigh each topic according to its
relationship with the main topic. Given a semarttpic T, the weightW(T) is
calculated as follows:
w(T 1+k ¢
M=1+ S
whereC(T) is the number of co-occurrences of topievith the main topic in the
selected time intervaly(T) is the number of total occurrences of the topim the
selected time interval, ankl is an arbitrary constant (empirically set to 2tie
evaluation) that can be tuned to amplify the eftddhe weight on the system. Here it
is important to emphasise that, as a result os#meantic topic enrichment carried out
in the previous step, the co-occurrences usedisnféhmula are actually applied on
semantic topics rather than defining standard kegiwo-occurrences.
This step can be skipped if the main topic is refire:d.

3.3 Temporal topic-based clustering

In the final step of TST, a Fuzzy C-means (FCMpathm is applied to the weighted
topic vectors to compute a set of fuzzy clustersaothors associated with their
distribution of topics over the years. Here, wevehadopted a fuzzy clustering
technique since most researchers tend to work irertttan one community, and a
clustering algorithm that forced them to be memloémsnly one would be unfeasible.
Moreover, associating authors with a degree of negsfitips to each community
allows for a more granular characterization ofithesearch interests.

FCM is one of the main unsupervised clustering réigms and has been applied
successfully to a number of scenarios. It classifetities by minimizing the
following objective function:

N C
In=Y Y upl—gl*, 1sm<e
i=1 j=1
where N is the number of entities (in this casdarg), C the number of the chosen
centroidsu; is the degree of membershipx»in the clustej, mis a numbep 1, x; is
the ith entity, ¢ is the centroid of the cluster, and ||*|| is armaxpressing the
similarity between any entity and the centroid.
We will not elaborate here on the details of ttgodathm since it is well known —
see [18] for an in-depth description.



In our case, we need a norm that takes into acdhartbpic vectors over the years.
To this end we have introduced a novel similarityasure calle@ddjusted temporal
topic similarity (ATTS).

We first define theaopic similarity (TS) between two author& andB in a time
intervalt;-t; as:

TSAB, 1) = COSEfitl a; 'letl b;)

wheread; andb; are the topic vectors of the two authors in tkte year andos(s;t)
is the cosine similarity.

This metric however does not take into accountiptsssommon shifts of interests
of the authors. In fact, if authdx worked on topicT,; and then shifted to topit,,
he/she will be considered similar to autBowho was originally inT, and then moved
to T;. To avoid this problem, we need a metric that Edtention to the period of time
in which an author addresses a specific topic, réiwg common trajectories. Hence,
in order to strengthen the importance of the tiedr we compute TS recursively on
increasingly shorter time intervals and then avertlge results. More formally, we
define thetemporal topic similarity TTS between authoA and author B in the
intervalt;-t, as:

?;OKZ?L? TS(A‘B‘tl+[j-(tzzzn)]'tl+l(j+1)~§tiz—t1)l))/2i]
(m+1)
m = |log, (t; — t1)]

TTS(A, B, tl’ tz) ==

The temporal topic similarity covers well the casewhich both authors are
present in the same time interval. However an authay start publishing after the
beginning of the interval or suspend his/her cabedore the end of it. These cases
may be accounted for by introducing a penalty fathars who do not share the entire
timeframe. We quantified the penal® as the average TS of authors randomly
extracted from the inpuh€500 in the prototype).

Finally, we define thedjusted temporal topic similarity, ATTS, as:

ATTS(A, B, t;,t,) =TTS(A, B, ty,t, )K; + PK,,s
14 124

K = 77, Kng = 72
S Yo ;Y »'ns
Ig+Ing

where | is the number of years in which both authors wactve, | is the
remaining number of years, apgl a parameter for weighing their relationshig @
in the present evaluation). jf is high, an author active in a good portion of the
interval is barely penalized, thus allowing forele@mers to be assigned to the cluster
if their topic trajectory is similar enough to tbemmunity centroid. Since ATTS is a
similarity measure that varies in the interval [Q)Mhile a FCM needs a distance in
the interval [0p0], we use as norm the inverse of the ATTS minus 1.
The output of FCM depends on the initial guess fen number of clusters and the
candidate centroids. In this scenario there is lmeplaitely correct initial number of
centroids, since even different user experts wiljgest a different number of
communities. However, we suggest two techniquesetect the initial number of
centroids. The first, and most conservative ondp isompute the set of clusters for
different numbers of centroids and for differemdam initializations and then select
the one with the highest compactness (see SeclioinZhis paper we used the
PCAES [21] (Partition Coefficient and Exponential Separation) as measure for



compactness. This is a cautious approach that piiduce very compact
communities, but may also miss some of the min@soithe second approach is the
subtractive clustering method [22]. This technique estimates the initial cerdsoby
assigning a “potential” to each individual in thatakset, so that an individual with
many neighbours will have a high potential. Whikéstapproach may build less
compact communities, it nevertheless appears tduseresults that are very similar
to the ones generated by the domain experts (D %4).

FCM returns a list of cluster centroids and a partimatrix where each element is
associated with its degree of membership to eaddtenl.

The centroids of the clusters detected by the F@drahm are characterized by
the topic vectors of the communities for each ymahe interval, which can be used
to study the community evolution. In fact, by stidythe change in the distribution
of topics in subsequent years it is possible t@detrends (e.g., a topic is growing
considerably and thus may continue to grow in tttaré) and shifts (e.g., a marginal
topic is becoming dominant, such as “Augmented iR&abecoming a more
important component of the Virtual Reality commuyndfter the introduction of
mobile devices). This possibility opens up vererasting scenarios and it is one of
the main assets of TST.

By summing the vectors over the years and seleg¢hiagtopics with the highest
values it is possible to label communities accagdim their most significant topics.
For example, a key community, which emerges whealyaimg the Semantic Web
area, has the highest values associated to thestdfirtificial Intelligence”,
“Knowledge Base” and “Ontology”, and therefore wanaefer to it as the “Al, KB,
Ontology” community.

4 Evaluation

We conducted an empirical study with 25 human eazpé&83 from the Semantic Web
and 12 from the Human Computer Interaction fieldhe3e were chosen among
experienced researchers in the two fields. Spedlficwe wanted to verify i) if the
experts could agree on the main topic-based contiesnin a field - i.e., if the
concept of topic-basic community is clear and welfined enough for human users,
and ii) if the proposed method could perform simijlao the experts and thus be
considered reliable in detecting this kind of connmities.

For setting up the study we first built a datasatering the SW and HCI areas, by
exploiting the Microsoft Academic Search (MAS) APk service that makes it
possible to access metadata about authors, publisaand keywords. We retrieved
authors and papers labelled with HCI or SW or litir first 50 co-occurring topics
and we then ran Klink on this dataset to obtainoputated ontology of these two
research areas for the semantic topic enrichmeaseplisee Section 3.1). We then
selected as “basic topics” the 35 semantic tépiea were most often used as tags for
SW or HCI papers in the years 2005-2010 —as atressuhe topics that have grown in
importance since 2010 may be missing from this $anyge then removed from this

1 http://academic.research.microsoft.com/
2 See http://rexplore.kmi.open.ac.uk/data/tce.ntfafdist of the topics used in the experiment.



set highly generic topics (e.g., Artificial Intgénce) to simplify the task for the
experts. In fact, these topics tended to be adsakcigith pretty much every single one
of the 35 topics used in the experiment and theeelfi@ld no discriminatory power.
Here, it is important to emphasise that keepindy sughly generic topics would have
not affected the algorithm, which would have simagsigned them to more than one
community with different degrees, while of courgewould have complicated
significantly the task for the experts.

We used WebSaita card sorting online service, to assist the ggpa building
the clusters. We allowed for each topic to be aased with only one community at a
time, since it would have been cumbersome to agleréx to create overlapping
communities or communities characterized by poadigtidifferent topics for each
year, as our algorithm is able to do. We thus niedithe output of the algorithm to
follow the same limitations by merging the topicctees of the different years and
assigning each topic only with the community withieh it had the highest score.
Hence, we gave the experts a collection of “bagpics” related to their field and
asked them to aggregate the topics together toesiwhpt they considered to be the
main communities in their field. For example ane&rtpn HCI could decide to group
together topics such as “Ubiquitous Computing”, e Device” and “Context
Aware” and label them as “Mobile Interaction” commity.

The SW experts suggested an average of 7.9 + 2ZrBnoaities, whereas HCI
experts suggested an average of 6.7 + 1.9. Weetkeemined the degree of agreement
among experts and with our algorithm. To computeagreement between two sets
of clusters we used the pairwise F-Measure, thenbiaic means of the pairwise
precision and recall.

We tested four algorithms on the same datasetCM Hsing cosine similarity on
regular keywords (labelle&), 2) FCM using cosine similarity on semantic t@pic
(FC), 3) FCM using ATTS on semantic topidsTj and 4) FCM using ATTS on
weighted semantic topics (TST). We selected as input the set of authors witleast
10 publications about SW/HCI in the 2005-2010 wéér The total amounted to 431
authors for SW, and 458 authors for HCI. The ihitiantroids were estimated by
means of the subtractive clustering method [22].

Figure 2 and Figure 3 show the average degreerekagent of each expert with
all the others. For SW, the ANOVA version of theriaace test over all experts
evidenced statistically significant differencessiible also in the graph), yielding
p=0.02. Only seven experts exhibited agreement grtitemselves (p=0.18) and they
also agreed with the final version of the algoritif®T (p=0.12). Actually there is a
fair degree of agreement between the SW expertoandlgorithm: the average F-
Measure is 0.48+0.04 for the former and 0.44+0.67 the latter. For HCI, the
ANOVA test on experts yielded p=0.45. Including asspecial expert’ the final
version of our algorithm (TST) yielded p=0.14. Sinn both cases p >> 0.05, we can
conclude that there are no statistically signiftcdifferences among the experts and
between experts and the final version of the allyori

The results of the three most basic versions of algorithm are significantly
different, both from the TST version and also frira experts (in all comparisons p
<0.0001 with Friedman test for correlated samplesparticular, the version without

3 http://uxpunk.com/websort



semantics (F) performed disastrously. The FC andvé&Bion yielded increasingly
better results both in SW and HCI, showing how thee of a semantic
characterization of topics and the ATTS metric @llg ensures that our method is
able to perform consistently with the experts.

SW: Average F-measure
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Figure 2. Average F-measure between each expert/algorithmabride other experts for the
SW topic. The red line represents the average Funeaf the experts.

HCI: Average F-measure
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Figure 3. Average F-measure between each expert/algorithnalhother experts for HCI.

A careful look at the crafted communities evidentest most experts actually
agreed on the general picture (the macro-commauhitié their field, but sometimes
disagreed on how to split some macro-groups, ergasiub-groups according to
different perspectives. For example in SW the tepi©ntology Engineering” and
“Ontology Mapping” are aggregated by some expeithiwthe “Formal Ontology”
community, while, according to other experts, teguld instead be in two different
communities.



Table 1 shows the macro-communities on which mygs¢es agree. We composed
it by analysing the labels of the experts and thealitopic components. Thus, for
example, an area such as “Ubiquitous Computing/Mdbevice” may either include
or not include “Context Aware” according to diffateexperts, but it is usually
associated with the same topics and yields sindllaels to “Mobile interaction” or
“Mobile HCI". SW enjoys 4 size macro-communities waich more than 70% of
experts agree, while HCI has 6 of them. Some mecrmomunities, such as
Description Logic in SW and Virtual Reality in HGIre so well defined that they get
almost full agreement. We can say that the skeleiongeneral frame of the
communities appears to be well defined, whereagl#tails, such as the position of
individual fine-grained topics, may vary accordingndividual experts.

SW Communities % HCI Communities %
Knowledge Base/Des. Log 100 | Virtual Reality 92
Linked Data/Sem. Annotatis 100 | Information retrieval/WWW 92
Semantic Web Servi 77% | Ubiquitous Computing/Mobile Device| 83
Ontology Mapping/O. Matchir 77% | Interaction Design/Usability Testing | 83
Intelligent Agent 69% | Pattern Rec./Gesture Rec./Speech Rgd@5
Ontology Engineerin 61% | System Design/Software Engineering 75
WWW/InformationRetrieva 61% | Al /Machine Learning/Neural NetworH 55
Social Semantic We 46% | Human Robot Inter. /Affective Comp.| 42

Table 1. The macro-communities (with more than 40% agre¢marSW and HCI according
to the experts.

To study the similarities and differences betweke tesults obtained by our
approach and those generated by the experts, weS@rover an increasing number
of clusters (from 4 to 10) to highlight the macmeas and how they split as the
number of clusters grows. Figure 4 and Figure Sastie result. In most cases the
algorithm behaved as a human expert, for examgidisp the macro-community
“Ontology” in its main sub components as the nundfarequired clusters increased.
Our approach found 5 macro communities in both $M/HCI, which can be further
split in 10 sub-communities for SW and 9 for HCI.

While here we label each community with the namghefmost frequent topics for
the sake of simplicity, actually the TTCs are dissat by a rich distribution of topics
over time, which can reveal interesting insights tba dynamics of the research
communities. For example, the “Linked Data” comntynincludes a variety of
equally represented topics up to 2007, such as rQuanguage”, “Semantic
Annotation” and “Information Retrieval”, while fror2008 we see the strong onset of
the actual “Linked Data” topic. This reflects arteiresting dynamics, where the
different research areas that were addressingnattee challenges associated with
research on Semantic Web eventually converged ark&ld Data” once a humber of
underlying technologies became sufficiently matdnethe same way, by analysing
the topic distribution of the “Virtual Reality” comunity, we can see the onset of
topics such as “Mobile Device” and “Augmented Regalafter 2007, which help to
analyse the impact of the introduction of smart@w(the first iPhone was realized in
2007) and anticipate the vast amount of work thi#ithe done on these topics in the
following years.



All macro-communities in Table 1 are detected by aigorithm, except for
“Social Semantic Web” for SW and the “Al-Reasonirfgt HCI. “Social Semantic
Web” is usually composed by topics such as “Sdéetvorks” and “Semantic Wiki”.
The experts found it natural to aggregate theseareh areas into one category that
today is becoming more and more important. The ridtgn did not, because
according to the dataset this area did not havegmnauthors and publications to be
considered as a main community during the time ér@amquestion. In sum, this was
an unfortunate consequence of not being able totmanexperiment on the most
recent data (the MAS API did not provide us withamualata after 2010).

Description Logic
Ontology Engineering
Query (SPARQL)
Ontology Mapping
Linked Data

Semantic Annotation
Social Network
Semantic Web wWww
Service Information Retrieval
Intelligent Agents

Figure 4. The SW main communities and how they are splisulb-communities by our
algorithm. To increase the readability of the imagdy the most important topics are shown.

Virtual Reality
Augmented Reality

User Model
Recommender Sys.

Human Robot Int. Information retrieval

WWWwW

Ubiquitous Comp.
Mobile Dev.

Patternrec.
Gesturerec.

Design Process
Usability Test

Speech rec.
NLP

Software Design

Software Eng.

Figure 5. The main communities in HCI and how they are splisub-communities by our
algorithm. To increase the readability of the imagdy the most important topics are shown.

The “Al-Reasoning” macro-community is a particwairhiteresting case, since it is
an abstract category where different human exgaased Al techniques, such as



Machine Learning, Neural Networks, User Model arateDMining. To a human in
fact it makes sense to have this kind of abstrattgorization of techniques that can
be applied in different fields. The algorithm iretieis designed to assign each one of
these topics to the communities who mostly use th&or example, Machine
Learning was associated in most years with theeRatRecognition and the
Information Retrieval/World-Wide-Web communities;a@ Mining and Mobile
Device with IR /WWW and User Model mostly with Reamender Systems.

In conclusion, human experts are able to creatdraaibscategories, when
appropriate, while TST cannot do this (unless astrabt category emerges from the
clustering process). TST detects categories obdbkes of the trends and practical use
in a research area. We believe that these two eeigps are actually
complementary: we need the abstract classificgtimvided by experts in order to
identify groups of generically applicable technigiteols relevant to different
communities, but we also need the data-driven peta@, to understand by which
communities and in which context these are used.

5 Evaluation of Cluster Compactness

In this section we briefly present an evaluationtleé compactness within each
community cluster. We do so by using a standarifiityalindex for fuzzy clustering,
PCAES [21]. PCAES varies betweem-andn, wheren is the number of clusters. A
large PCAES value means that each cluster is cangpat well separated from the
others. We ran the different versions of the athamito find n communities under
SW/HCI, with 4n<10. Figure 6 shows the averdg€AES for SW and HCI over 20
runs: the best performance for all three techniqigesreached for HCI in
correspondence ai=4, whereas for SW the best overall performanceesponds to
the use of TST witm=5. FC and FT obtain the best result withl. These values are
slightly inferior (but still within two standard diations) to the values of 7.9 + 2.3 for
SW and 6.7 + 1.9 for HCI indicated by the expeptsssibly because they tend to
favor a more articulate classification, even at tost of some less well-defined
communities.

We have thus chosem4 andn=5 as the number of clusters on which to run a
statistical evaluation of the performance of thee¢htechniques, and in particular of
TST relative to the other two, based on the Wilecoxwon-parametric test for
correlated pairs. In the SW case, fe5 we obtain p=0.005 for both TST vs. FT and
for TST vs. FC. Fom=4, the difference gets less marked, with p reagtime
threshold of 0.05 in both comparisons. FT and F@&lessentially similar behaviours
for both values of n (p=0.35). In the HCI casengsi=4 (best value for all three
techniques), the comparison of TST relative to Rdl 0 FC evidences in both cases
statistically significant differences, respectivelith p= 0.01 and 0.005. Using5,
TST still dominates over FC (p=0.02) but no longeer FT (p=0.23).

This confirms that TST is able to produce signifita more compact clusters, in
particular when using the optimal value fgrmainly due to the use of topic vector
weighing (see Section 3.3). We obtained similaultssby selecting the maximum
PCAES over 20 runs. In the SW case, given 4 cluster®btained PCAES=2.09 for
TST, 1.42 for FT, and 1.17 for FC (with 5 clusténe values were 2.89, 1.19 and



1.16). In HCI, given 4 clusters, we obtaif@dAES=0.79 for TST, -0.32 for FT, and -
0.28 for FC.

Interestingly, the cluster sets in SW seems to beemmompact than the HCI ones.
The results seem to contradict the human expert®, actually showed a higher
degree of agreement when composing HCI communitidswever, what is
considered the best clustering according to thesiea is not always perceived as
such by human experts. The reasons why HCI clusre a lower PCEAS may in
fact simply lie in the fact that HCI authors tendaddress more heterogeneous themes
and work across different communities. On the @mgta number of people working
in the Semantic Web tend to publish most of thewrkwwithin a particular
community. We thus may need novel evaluation metacbe able to take in account
the peculiarities associated with different topaséd research communities.

SW average PCAES HCI average PCAES
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Figure 6. Average PCAES for Semantic Web and HCI.

6 Conclusions

In this paper we have presented TST, a novel apprdéa automatically detect
diachronic topic-based communities —i.e., commasitf researchers who work on
semantically related topics at the same time.

The user study presented in this paper shows tivaggproach yields results that
are statistically consistent with those obtainemhfrdomain experts. The study also
shows that the adoption of i) a semantic charaaton of the research topics (see
Section 3.1), ii) the topic vector weighing (seeti®m 3.2) and iii) the ATTS metric
(see Section 3.3) dramatically increases the qualitthe detected communities.
Moreover, according to the PCAES index, the usdopic vector weighing also
increases significantly the degree of compactné#seadetected communities.

Our approach opens up many interesting directiohsvark. Currently we are

working on a novel method to automatically detdéfecent kinds of patterns in the
research flow, such as the merging/splitting offeddnt communities or the
occurrence of topic shifts within a community. lad#ion, we also plan to build on
this approach to develop effective methods to meathe impact of specific events
on the research environment, such as the intraslucif a new technology or the
award of a new grant. Such functionality is of malr importance to research
managers and funding bodies, who need better toaiseasure the impact of policy



decisions. Finally, we plan to work on a prediettechnique, aimed at forecasting
the behaviour that a community is likely to exhibithe short and medium term.
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