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Abstract 

 

High concentrating photovoltaic (HCPV) systems employ III-V multijunction (MJ) 

solar cells. Such solar cells are monolithically connected in-series and therefore present 

a strong dependence on the solar spectrum variations. In addition, the concentrated solar 

flux contributes to the heat generation within the solar cells and, in combination with 

the current mismatch between the subcells, can force the device to operate in elevated 

temperatures. It is important therefore, to investigate the influence of the atmospheric 

parameters on the electrical performance of HCPV and also to quantify the cooling 

requirements based on the spectrum changes.  

 

In this thesis, a spectral dependent electrical model has been developed to calculate the 

electrical characteristics and quantify the heat power of a multijunction solar cell. A 

three-dimensional finite element analysis is also used to predict the solar cell's operating 

temperature and cooling requirements for a range of ambient temperatures. The 

combination of these models improves the prediction accuracy of the electrical and 

thermal behaviour of triple-junction solar cells. The convective heat transfer coefficient 

between the back-plate and ambient air is quantified based on input spectra. A 

theoretical investigation is performed to analyse the influence of air mass (AM), aerosol 

optical depth (AOD) and precipitable water (PW) on the performance of each subcell 

and whole. It has been shown that the AM and AOD have a negative impact on the 

spectral and electrical performance of 3J solar cells while the PW has a positive effect, 

although, to a lesser degree. In order to get a more realistic assessment and also to 

investigate the effect of heat transfer coefficient on the annual energy yield, the 

methodology is applied to four US locations using data from a typical meteorological 

year (TMY3). The integrated modelling procedure is validated experimentally using 

field measurements from Albuquerque, NM. The importance of the effect of 

atmospheric parameters on the solar spectrum and hence the performance of HCPV 

systems is highlighted in this work. The outdoor characterisation provides with useful 

insight of the influence of spectrum on the performance of a HCPV monomodule and 

the current CSOC and CSTC ratings are evaluated based on different spectral filtering 

criteria. 
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Chapter 1: Introduction 

1.1. Renewables and solar energy 

 

Energy supply and the environment are fundamental and pressing issues for society. 

The need to reduce society’s dependence on fossil fuels is vital to mitigate the effects of 

global warming and related economic pressures. Therefore, there is an urgent need to 

develop alternative ways of producing energy with high reliability, efficiency and low 

carbon emissions. In contrast to carbon-based energy, solar power is considered to be an 

infinite source of energy and to have minimal impact on our environment. 

 

Solar power has therefore attracted much research attention, including developments in 

the field of photovoltaic systems, in the last few decades. The Earth’s surface receives 

an average of approximately 1.2 × 10
17 

W of solar power [1] while the hourly energy 

from the sun reaching the Earth is almost the same as the amount of worldwide energy 

demand for one year. Therefore, the fast evolution of photovoltaic (PV) systems during 

the last two decades resulted in the installation of numerous systems all over the world.  

 

According to the Renewable Energy Policy Network for the 21
st
 Century, REN21 [2], 

the global installed capacity of solar PV increased sharply between 2004 and 2014 with 

an average increase of about 31.6% per year. Since 2010, there has been an average 

increase in installed capacity of about 34.3 GW/year with a new record in 2014 of about 

39 GW. The global installed capacity is about 177 GW (Figure 1). Moreover, the period 

between 2010 and 2014 accounts for 87% of all solar PV capacity. 

 

In terms of investment in solar energy during 2014, REN21 [2] reported 87 billion USD 

for developed countries and 63 billion USD for developing countries which is 25% 

higher than the investments of 2013. The amounts invested in solar energy in 2014 are 

the highest compared to any other renewable energy technology (Figure 2). Wind 

energy follows with 41 billion USD in developed countries and 58 billion USD in 

developing countries.  
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Figure 1: Solar PV total world capacity between 2004-2014 [2]. 

 

 

Figure 2: Global new investment in renewable energy by technology for developed and developing countries, 

2014 [2]. 

 

The above mentioned statistics highlight the importance of solar energy in the 

worldwide energy mix. Further cost reduction of photovoltaic systems is therefore vital 

for their commercial success and the corresponding reduction in carbon dioxide 

emissions. This can be achieved either by increasing the efficiency of the solar cell 

or/and by using concentrating systems.  

 

Concentrating or concentrator photovoltaics (CPV) use optical components that focus 

the direct sunlight by reflection or refraction onto a smaller area usually made of high-

efficiency III-V multijunction (MJ) solar cells. Such solar cells overcome the 

thermodynamic Shockley-Queisser limit of single junction solar cells [3] and even 

though their market share is small and relatively young, there is still a great interest in 
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the technology due to the higher efficiencies especially at sites with high annual direct 

normal irradiation [2]. In addition, CPV can achieve greater energy density and thus less 

semiconductor material is required [4]. This technology however, must overcome the 

technical and economic challenges to achieve success in the energy market [4, 5].  

 

1.2. Multijunction solar cells 

 

In an attempt to increase electrical conversion efficiencies, researchers have been 

focusing on techniques to absorb a larger range of the solar spectrum [6]. Silicon (Si) 

solar cells, which is the most popular solar cell material, can typically operate between 

400 nm to 1100 nm (for an energy band-gap, Eg ≈ 1.1 eV) and therefore can only 

convert a maximum of 30% [7] of the solar energy. De Vos [8] calculated the 

theoretical maximum efficiencies of tandem solar cells and found that a two-junction 

(2J) solar cell can convert 42%, a triple-junction (3J) solar cell 49% and a four-junction 

(4J) solar cell can convert 53% of the incident sunlight under 1 sun (i.e. no 

concentration). In addition, De Vos [8] also calculated the theoretical maximum 

efficiencies under a concentration ratio (CR) of 45,900× and found that for single-

junction solar cells the conversion efficiency was 40%, for 2J was 55%, 3J was 63% 

and 4J was 68%.  

 

The explanation of how the solar energy is converted into electricity and heat in MJ 

solar cells is described here: Consider a 3J solar cell in a tandem (or stacked) 

configuration as illustrated in Figure 3 with energy band-gaps Eg,1 (for top subcell), Eg,2 

(for middle subcell) and Eg,3 (for bottom subcell). Incident photons with energies Eph 

greater than Eg,1 will be absorbed by the top subcell while incident photons with 

energies lower than Eg,1 will not be absorbed and therefore will be "seen" as transparent 

and pass to the middle subcell. The photons with energies Eg,1 > Eph > Eg,2 will be 

absorbed by the middle subcell and finally Eg,2 > Eph > Eg,3 will be absorbed by the 

bottom subcell. The photons that will not be absorbed by the 3J solar cell will be 

converted to heat.  
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Figure 3: III-V 3J solar cell configuration. 

 

The utilisation of multiple subcells with different energy band-gaps in a stacked 

configuration, results in a cumulative effect and subsequently the increased overall 

efficiency. Such solar cells are used for both space and terrestrial applications [9]. The 

state of the art 3J solar cell in the market consists of GaInP (gallium indium phosphide), 

GaInAs (gallium indium arsenide) and Ge (germanium) [10] and the efficiencies range 

from 37% to 42% [11]. According to the National Renewable Energy Laboratory 

(NREL) [12] 3J cells have reported a conversion efficiency of 44.4% at 302× (Figure 

4). The record for solar cell efficiency was achieved by a 4J solar cell at 46% (Figure 4) 

and 508 suns [13]. The monolithically (i.e. series connection with two terminal outputs) 

connected 3J solar cells are considered in this thesis. 

 

The portion of the solar spectrum (AM1.5) that can be absorbed by a Si solar cell and a 

III-V 3J solar cell is shown in Figure 5. It is obvious that the 3J solar cell can absorb a 

wider range of the spectrum, thus offering much higher efficiency than the silicon cells. 

Furthermore, 3J solar cells can offer higher reliability with a lifetime (or Mean Time To 

Failure, MTTF) of more than 34 years (100,000 hours, assuming 8 hours/day operation) 

[14, 15] while silicon cells offer a MTTF of 25 years with a failure rate of 0.04 per year 

[16]. However, the reliability prediction still needs further investigation as this 

technology is still immature in the field. Therefore, long-term reliability is also a key for 

the technology's market success [4]. 
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Figure 4: Best research PV cell efficiencies reported up to date (03/05/2016) [12]. 
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Figure 5: The portion of solar spectrum that can theoretically be absorbed by: (a) Si solar cells; (b) 

GaInP/GaInAs/Ge solar cells [17]. The AM1.5 is also shown in the background as a reference. 

 

1.3. Solar concentrators 

 

Solar concentrators collect the direct component of sunlight (direct normal irradiance, 

DNI) and concentrate it on a smaller area (i.e. a receiver) to directly produce electricity 

(in CPV systems), or heat (in Concentrated Solar Power, CSP systems) which in turn is 

used to drive a heat engine for electricity generation [18].  

 

CPV systems were first introduced in the 1970s with Sandia National Laboratories 

developing the first system [19]. A complete overview of the history of CPV was 

presented by Swanson [20] where he concluded that this technology has the potential of 

achieving a levelised cost of energy (LCOE) at the range of 0.07 to 0.15 USD/kWh. 

 

The CPV systems are categorised according to their receiver design, the way the 

sunlight is concentrated and their concentration level. A concentrator can be a Fresnel 

lens [21-23], a dish using mirrors or any other high reflective material [24, 25], a 

parabolic trough [26, 27], a compound parabola [28-30], a ring array [31] or 

luminescent [32, 33] to name a few. The concentration level of a CPV system is usually 

referred to as the geometric CR (i.e. CRgeo) which describes the number of times the 

direct sunlight is concentrated on the receiver and it is defined as the ratio of the 

concentrator area (Aconcentrator) to the solar cell's active area (Acell): 

 
concentrator

geo

cell

A
CR

A
 . 

  

(1) 

 

The CRgeo is expressed in suns, where 1 sun = 1×. Other definitions regarding the CR 

are the optical and intensity CR [34]; the optical CR includes the optical losses when 
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multiplied by the optical efficiency (i.e. CRopt = CR∙ηopt) while the intensity CR is given 

in kW/m
2
. This thesis will use the CRgeo and refer to it as CR.  

 

Depending on their concentration level CPV systems are usually categorised in the 

following three groups [35]: 

 Low Concentrating PV (LCPV) where the CR is between 1 and 40 suns (1-40×) 

 Medium Concentrating PV (MCPV) where the CR is between 40 and 300 suns 

(40-300×) 

 High Concentrating PV (HCPV) where the CR is between 300 and 2000 suns 

(300-2000×) 

 

According to Pérez-Higueras et al. [35], the HCPV systems present merits against the 

LCPV and MCPV systems such as the higher potential to reduce the costs, the higher 

interest from investors and the greater installed power capacity. However, as a result of 

the high concentrated heat flux, the temperature at the receiver might be up to 1400°C 

[36-39] (see Figure 6). The increasing temperatures decrease the electrical conversion 

efficiency of the solar cell and also run some risks regarding their long-term stability 

[5]. Therefore, an appropriate heat exchanger (passive or active) must be incorporated 

during the module design. 

 

 

Figure 6: Temperature variations under concentrated illumination. Note that for concentration of 500× the 

temperature could reach 1400°C [37]. 

 

CPV systems can be also grouped into the following categories depending on the 

receiver’s design [40]:  

 single cell geometry where the direct sunlight is focused onto each cell 

separately (Figure 7); i.e. each cell having its own concentrator 
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 densely packed geometry where the direct sunlight is focused on a larger-point 

focus receiver which consists of a number of solar cells that are electrically and 

mechanically connected (Figure 8) 

 a linear receiver where a parabolic trough or a Fresnel lens is used to focus the 

solar light onto a row of cells (Figure 9) 

 

 

Figure 7: Single cell concentrator were the solar radiation is focused onto the cell [40]. 

 

 

Figure 8: Densely packed cells where the sunlight is focus onto an array of cells [40]. 
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Figure 9: Linear receiver where Fresnel lenses are used to focus the solar radiation onto a row of cells [40]. 

 

To date, the record module efficiency belongs to Soitec at 38.9% [11, 41]. Soitec's 

record HCPV module is a single cell geometry using 36 Fresnel lenses with an aperture 

area of 812 cm
2
 and also incorporates the record 4J solar cell mentioned earlier. 

According to the same press release by Soitec [41], the record efficiency was measured 

both indoors and outdoors. Recently [42], an efficiency of 43.4% was demonstrated by 

Fraunhofer ISE for a CPV subunit device at 340 suns. 

 

1.4. Solar irradiance 

 

When the performance of a solar energy system is evaluated, it is important to know the 

incident irradiance [43, 44]. The solar irradiance before entering the Earth's atmosphere 

is referred to as the extraterrestrial irradiance. As the solar irradiance passes through the 

atmosphere it is modified by scattering and absorption [45] (also referred to as 

extinction or attenuation [46]). While conventional PV technologies (or flat plate 

collectors) require the total amount of incident solar irradiance per unit area (i.e. global 

solar irradiance), concentrating systems, such as CPV and CSP, require knowledge of 

the DNI; the solar irradiance that passes directly through the atmosphere and impinges 

on a plane normal to the sun [47]. The global solar irradiance consists of the diffuse 

irradiance (irradiance after scattering in the atmosphere) and direct however, 

concentrating systems can only use the direct component due to the use of concentrating 

optics (Figure 10). 
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Figure 10: Schematic illustrating the change of air mass, the spectral scattering and absorption through the 

atmosphere (due to aerosols, water vapour, clouds etc.). The global irradiance is the sum of the diffused 

(scattered) irradiance and the direct irradiance. CPV systems can only use the DNI because of the 

concentrating optics. Figure courtesy of Sengupta et al. [48]. 

 

The spectral and broadband (i.e. integrated over all wavelengths) solar irradiance in 

Earth's surface is affected by a number of factors such as the changes in air mass (AM) 

and atmospheric effects. The AM is defined as the "path length through the atmosphere 

relative to the zenith (overhead position) [49]" and is given by [50]: 

1

cos( )
AM

z
  

  

(2) 

 

 

where z is the zenith angle and is defined as the angle between the sun's position and the 

zenith. The calculation in equation (2) assumes that the atmosphere is flat and therefore, 

if the curvature of Earth is included the equation is [51]: 

1.6364

1

cos( ) 0.50572(96.07995 )
AM

z z 


 
 

  

(3) 

 

which is referred as the relative AM and is applicable for pressure at sea level. For 

pressures above sea level, the equation is corrected by multiplying equation (3) by 

/1013.25p , where p is the local pressure in mbar; this is referred to as the absolute AM 

[52]. 

 

The performance of MJ solar cells and therefore of CPV systems that employ such cells, 

is highly influenced by the changes in the spectral distribution of the incident DNI; this 

is due to the tandem configuration of subcells with different energy band-gaps and also 

due to the in-series connection that limits the current output to the minimum current of 
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the subcells. In addition to AM, the atmospheric parameters that predominantly affect 

the spectral distribution of DNI and hence the performance of CPV systems are the 

aerosols (aerosol optical depth, AOD) and the water vapour (or precipitable water, PW) 

[53-56]. According to Chan et al. [54], other atmospheric components (or gases such as 

the ozone), have a relatively minor effect on the CPV performance and can therefore be 

neglected. 

 

The AOD represents the amount of aerosols (small particles) in the atmosphere and it 

has a strong impact on the spectral irradiance. High values of AOD indicate a relatively 

hazy atmosphere while low values of AOD indicate a relatively clear atmosphere. It is 

wavelength dependent and is represented by the Ångström power law [57-59]: 

a



   
(4) 

where ταλ is the AOD, α is the Ångström exponent and relates to the particle size of 

aerosols, β is the AOD at 1000 nm (also called the turbidity coefficient [60]) and λ is the 

wavelength (in microns). Ångström exponent values, α ≤ 1 indicate relatively large 

particles (e.g. dust, sea salt) while values α ≥ 2 indicate relatively small (or finer) 

particles such as urban pollution [60]. Moreover, the Ångström exponent has no effect 

on the spectral irradiance for λ > 1000 nm [45].  

 

The PW represents the total amount of water in a column in the zenith direction; i.e. "if 

the water vapour in a vertical column of 1 cm
2
 base area was condensed, PW would be 

the height (cm) of that column [46]". The PW at a specific location can vary 

significantly during the year, depending on the season [52]. Low values of PW indicate 

a relatively dry atmosphere while high values of PW indicate a relatively wet or humid 

atmosphere. 

 

1.5. Scope & thesis outline 

 

HCPV systems present a significant complexity (as compared to flat-plate PV 

technologies) in terms of energy modelling and prediction of their actual operation in 

the field [61, 62]. This is mainly due to the use of optics, trackers, heat exchangers and 

MJ solar cells that, combined with the optics, also add a strong spectrum dependence. 

Although accurate electrical models exist in literature (will be thoroughly discussed in 

Chapter 2), the need of an integrated model that incorporates the spectral dependence 
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along with the electrical and thermal behaviour of CPV systems remains unsolved. The 

better understanding of the HCPV system's behaviour would also gain more trust from 

the investors [4]. Moreover, the accurate quantification of the cooling requirements of 

such systems, can contribute to the optimum material usage and more compact design. 

Therefore, in this thesis, an attempt is made to fill the gaps in the direction of an 

integrated model that combines three models: a spectral, an electrical and a three-

dimensional (3D) finite element analysis (FEA) thermal model.  

 

The thesis is structured as follows: in Chapter 2 an extensive literature review is 

performed, analysing the thermal and electrical models for CPV, passive cooling 

systems and methods to predict the cell temperature. In addition, the various spectral 

indices and models are also presented. Finally, the rating procedures for CPV are 

introduced, although they are still in the draft stage. 

 

Chapter 3 continues with the methodology of the numerical models and how the 

integration between them is achieved. The three models are described separately and the 

mathematical equations are given for the electrical and 3D FEA thermal models. The 

experimental setup and equipments used at the solar test site of the Center for 

Sustainable Energy Systems (CSE), Fraunhofer USA, Albuquerque, New Mexico are 

also presented. 

 

The first investigation of the influence of the incident spectral irradiance on the 

electrical and thermal performance of 3J solar cells is presented in Chapter 4. The AM 

and ambient temperatures are varied and the heat transfer coefficient (hconv) between the 

back-plate and ambient air is quantified. Recommendations on heat sinking 

requirements for a concentrator cell assembly (CCA) are given in order to operate safely 

below 90°C. 

 

The experimental validation is presented in Chapter 5. The 3D thermal model of a 

Suncore monomodule is described and the models are validated separately (spectral, 

thermal, electrical) and also as an integrated model. 

 

Chapter 6 expands on the model of Chapter 4 and incorporates the effect of AOD and 

PW. Firstly, the impact of AM, AOD and PW on the spectral and electrical performance 

is investigated. Then, the cooling requirements under worst-case conditions (i.e. a "hot 
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and dry" climate) are quantified and in order to get a more realistic evaluation, case 

studies using data from typical meteorological years are performed to determine the 

spectral and electrical performance and also to quantify the optimum hconv at each 

location. 

 

The outdoor testing at the CSE Fraunhofer's facilities in Albuquerque, NM are 

presented in Chapter 7. The Suncore monomodule is characterised electrically in terms 

of the spectral variations. This chapter ends with Concentrator Standard Operating 

Conditions (CSOC) and Concentrator Standard Test Conditions (CSTC) estimations 

using different scenarios and filtering criteria. The CSTC is also compared to indoor 

measurements performed by a private company. 

 

Finally, in Chapter 8, conclusions are drawn from the procedures followed in this thesis 

and suggestions for future work are given. 
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Chapter 2: Models and methods reported in literature 

 

This chapter describes the state-of-the-art models and methods that are reported in 

literature, for the spectral and electrical characterisation and also for the solar cell 

temperature prediction. Thermal management models and passive cooling devices are 

also reviewed and finally the CPV power rating procedures are described in the last 

section.  

 

2.1. Spectral indices 

 

As discussed in Chapter 1, the solar spectrum varies with changes in AM, PW, AOD, 

clouds etc. In order to characterise the variation of the solar spectrum, some spectral 

indices have been introduced. In this brief analysis, indices that have been used by the 

PV community will be discussed. 

 

The Average Photon Energy (APE) was first introduced by Jardine et al. [63] and 

Williams et al. [64] and it was adapted to many CPV-related studies [65-70]; it can 

basically qualitatively describe the content of the incident spectral irradiance compared 

to the reference spectrum AM1.5 [71]. APE (eV) therefore, is defined as the ratio of 

measured spectral irradiance divided by the integral of the photon flux density [68]: 

( )

( )

irrE d
APE

q d

 

 


 




 

 

 (5) 

 

where q is the elementary charge, Eirr is the spectral irradiance and Φ is the direct 

photon flux density. APE can only characterise the solar spectrum and is a device-

independent parameter [72].  

 

Unlike APE, the Useful Fraction (UF) [73] is a device-dependent index and is defined 

as the ratio of the broadband irradiance within the proportion of spectrum to which the 

device corresponds to the total broadband irradiance: 

0

( )

( )

Eg

irr

irr

E d
UF

E d




 

 






 

 

 (6) 
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where ( )
Eg

irrE d



   is the incident irradiance within the spectral range of the PV 

device.  

Another important spectral index is the spectral factor (SF) [74, 75] which is basically a 

normalisation of the short-circuit current density (Jsc). This index allows the 

quantification of the spectral performance (spectral gains or losses) of a particular 

device as compared to the reference spectrum AM1.5. In the case of multijunction solar 

cells, the SF of each subcell is given by [53]: 

,

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

i
opt i ref refsc

i i

sc refref opt i

DNI SR d DNI d DNIJ
SF

DNI JDNI d DNI SR d

      

      

 
   

 

 

 
 

 

 (7) 

 

while the SF of the whole device, due to the in-series connection, is given by: 

 
 

 
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(8) 

 

where SR(λ) is the spectral response (i.e. the ratio of current generation to the incident 

power). The subscript, “ref”, denotes the reference conditions and “i” the corresponding 

subcell (1 = top, 2 = middle, 3 = bottom). SF values above 1 indicate spectral gains, 

below 1 indicate spectral losses and equal to 1 the same spectral conditions as the 

reference (i.e. AM1.5D). The output current of a 3J solar cell is restricted to the 

minimum current of the three subcells because of the in-series connection. An 

alternative and also important index is the spectral matching ratio (SMR) [76-78]. SMR 

between two subcells is defined as the ratio of the measured short-circuit current density 

of one subcell at a specific spectrum to the short-circuit current density at reference 

conditions divided by the same ratio of the other subcell. In the case of 3J solar cells, 

SMR1 of top to middle subcell is described as [77-79]:  

,

,
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( ) ( ) ( )
1
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where SMR1 > 1 when the incident spectrum is blue-rich and SMR1 < 1 when the 

incident spectrum is red-rich. The SMR1 = 1 when the incident spectrum matches the 
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reference conditions. In a similar manner, the SMR2 of middle to bottom subcell 

becomes: 

,

,

( ) ( ) ( )

( ) ( ) ( )
2

( ) ( ) ( )
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Contrarily to the SMR1, SMR2 (i.e. middle to bottom) is not described quantitatively in 

literature, but in general terms, the higher the SMR2, the higher the PW is (i.e. wetter 

atmosphere) [80]. 

 

Both of these spectral indices (SF and SMR) have been widely used in the PV 

community [80-83]. It is worth mentioning that because the 3J solar cells are 

monolothically connected (i.e. no access to individual subcell), the SFi and SMR indices 

can be either evaluated by using component cells (also called isotypes) or by modelling 

the short-circuit current at each subcell, assuming that the required data are available 

(i.e. spectrum, SR etc). Component cells have the same composition as 3J III-V solar 

cells but with only one active p-n junction [84] and can therefore allow the 

characterisation at the subcell level. 

 

Another spectral index that quantifies the spectral conditions is the Z index. This index 

was first introduced by Meusel et al. [85] and it is also calculated by component 

isotypes; a value Z > 0 represents a blue-rich spectrum while a Z < 0 represents a red-

rich spectrum [86]. The full procedure is described by Meusel et al. [85] and Peharz et 

al. [86]. It is remarkable that although this index is proven to be robust, it has not been 

widely used in the CPV industry; this might be due to the higher complexity compared 

to the other indices presented in this section.  

 

2.2. Electrical models for CPV 

 

Electrical modelling is the most important task when a power generation system is 

evaluated in terms of the performance. In this section, the electrical performance models 

of CPV cells and modules that are reported in literature are reviewed; other methods 

using 3D distributed models are not presented. Such models are complex to develop, 

they usually require knowledge of the cell's structure and are not widely used at the 
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engineering level [87]; however they can be used for the optimisation of the cell 

structure (e.g. metal grid), calculation of the various solar cell's resistances [88] to name 

a few. 

 

Rodrigo et al. [87], described the HCPV cell models based on the equivalent circuit of 

the multijunction cell. Two models were first described, the Single Exponential Model 

(SEM) and the Double Exponential Model (DEM); these models differ only on the 

number of diodes, one diode for the first one and two diodes for the latter (Figure 11). 

 

 

Figure 11: Equivalent circuit model for 3J solar cells for SEM (left) and DEM (right) [87]. 

 

The voltage and current output of the DEM can be calculated from: 
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(12)  

where I0 are the dark saturation currents, V is the voltage, I is the current, Rs is the series 

resistance, Rsh is the shunt (or parallel, i.e. Rp) resistance, n are the diode ideality 

factors, kB is the Boltzmann constant and ISC (or Iph) is the short-circuit current. 

 

In the SEM, the second part of equation (12) disappears and the I-V equation becomes: 
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The SEM is characterised by 5 parameters while the DEM by 7 parameters. Due to the 

fact that the subcells of a multijunction solar cell are monolithically connected and 

hence have only two electrical connections, the measurement of each subcell’s 

parameters is difficult. These parameters are also affected by the operating conditions 

such as concentration and cell temperature. Various methods exist in literature that can 

be used to extract the parameters by using different assumptions [89-92]. 

 

Kinsey et al. [93, 94] used a simple diode model (by neglecting Rs and Rsh in equation 

(13)) to simulate the performance of 3J solar cells as a function of cell temperature, 

concentration ratio and spectrum. The spectrum dependence is incorporated by the 

calculation of the short-circuit current density (Jsc) at each subcell; therefore knowledge 

of the external quantum efficiency (EQE) of each subcell is required. EQE is defined as 

the ratio of the number of carriers collected by the cell to the number of incident 

photons. The short-circuit current density distribution for each subcell as a function of 

temperature is calculated using equation: 

,max

,min
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( , ) ( ) ( )
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i
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i cell opt

sc i cell
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    
 

 , 
 

(14)  

where λi,min and λi,max correspond to the wavelength range of each subcell; λ is the 

wavelength of incidents photons, ηopt is the optical efficiency, h is Planck’s constant and 

c is the speed of light in a vacuum.  

 

Due to the in-series connection, the whole cell's short-circuit current density output is 

given by the minimum short-circuit current density of the three subcells, i.e.: 

,1 ,2 ,3min( , , )sc sc sc scJ J J J  
(15) 

Therefore, the maximum power (Pmp) can be calculated by the product of Jsc, cell's area 

(Acell), Voc and fill factor (FF): 

mp sc cell ocP J A V FF     
(16) 

These parameters will be explained in Chapter 3. 

 

While in the Kinsey et al. [93, 94] model, input spectra are required (either by 

spectroradiometer measurements or simulated using the Simple Model of the 

Atmospheric Radiative Transfer of Sunshine, SMARTS), Dominguez et al. [76] 

proposed a model that uses component cells instead. The model that Dominguez et al. 

[76] proposed, is translational for irradiance, spectrum and temperature and it does not 



 

19 

 

require any EQE measurements. The authors reported average root mean square (RMS) 

errors between 0.53% to 0.85%, for a CR range from 100 to 700 suns and cell 

temperature between 25°C and 75°C. 

 

Fernández et al. [95, 96] presented a simplified procedure based on a two subcells (top, 

middle) equivalent solar cell model to predict the maximum power of triple-junction 

solar cells. The bottom subcell (germanium) was considered to be only a voltage source 

since, due to the excess current under all conditions, it never contributes to the current 

output; the top and middle subcells contribute to it. Therefore, the I-V equation is given 

by: 
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(17) 

The equation is then corrected to take the Rsh into consideration. For simplification 

purposes, the series resistance, shunt resistance and diode's ideality factor are used for 

the whole device rather than individually for each subcell; these are then used to fit the 

model. Despite the model's simplicity to implement, it requires an indoor setup for EQE 

measurements at different temperatures, isotype solar cells and also a multi-source solar 

simulator to vary the spectrum. 

 

The "Photovoltaic Array Performance Model" was developed by King et al. [97] 

(usually referred to as Sandia model) in order to fit the industrial needs. This model 

does not require any complicated experimental setup to obtain any of the parameters, 

but it is mainly based on outdoor measurements; a publicly available database was also 

created, that contains the necessary parameters for commercially available modules. 

Although it has been mainly used by the flat-PV industry, it proved to be versatile and 

accurate enough for CPV also. Therefore in this analysis we will refer to DNI rather 

than global irradiance. This model introduces a spectrum correction based on AM; AOD 

and PW also affect the spectrum but to a lesser extent. Therefore, this model does not 

require any measurements of the spectral irradiance, but instead, it uses a 4
th

 order 

polynomial equation to account for the spectrum variation as a function of AM: 

4 3 2

1 2 3 4( )f AM a AM a AM a AM a AM offset      
 

(18) 

 

Then the "effective irradiance" (i.e. the irradiance that a PV cell corresponds to) is 

calculated by the following equation: 



 

20 

 

( )
eff

ref
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DNI
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  

 

(19) 

Once the irradiance and ambient data are available, the I-V curve is calculated based on 

five points (see Figure 12); Isc, open-circuit voltage (Voc), maximum power point (at 

maximum power current, Imp), Ix at Voc/2 and Ixx at (Voc+Vmp)/2 where Vmp is the 

maximum power voltage. The following equations are used to calculate the Isc and Voc 

[87]: 
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(21) 

where αIsc and βVoc are the temperature coefficients of short-circuit current and open-

circuit voltage respectively. The rest of the parameters in the I-V curve are easily 

obtainable using regression analysis. 

 

 

Figure 12: Illustration of how the Sandia "Photovoltaic Array Performance Model" calculates an I-V curve 

[97]. 

  

The Syracuse model developed by Ekins-Daukes et al. [98] was used by Chan et al. [55, 

99] to calculate the performance of a CPV module in Japan. The model was extended to 

include AOD and PW; the latter was calculated by the relative humidity and ambient 

temperature (Tamb). The atmospheric parameters were then imported to the SMARTS2 

(will be discussed also later) [100] to calculate the DNI. A function is incorporated to 

calculate the EQE at varying temperature. The model accounts for non-uniformities on 
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the solar cell's surface. It was concluded that the modelling procedure can predict the 

energy yield of a CPV system within 2%. The Syracuse model simulates the operation 

of a solar cell using fundamental physics and therefore, a detailed knowledge of the 

composition and structure of the HCPV cells is required. In addition, outdoor 

measurements are required to obtain some of the parameters.  

 

An integrated modelling approach has been introduced by Steiner et al. [101, 102] 

named YieldOpt. This model, combines the SMARTS2 [100] to simulate the input 

spectral irradiance, a ray tracing along with a FEA model to calculate the spectral 

optical efficiency as a function of temperature [103, 104] and a SPICE network model 

to calculate the I-V characteristics [105]. A function to calculate the EQE at any 

temperature is also included. YieldOpt also takes into account the alignment of the 

tracker and module. The Pmp prediction is then corrected to compensate for other losses 

that occur in the field; such as the losses due to inhomogeneous irradiance on the solar 

cell's surface. Steiner et al. [101, 102] reported very low normalised root mean square 

errors (NRMSE, between 2.6% and 3.9%). The disadvantage however of this integrated 

modelling approach is the requirement of a large set of outdoor equipment, the lack of 

information regarding the coupling of ray tracing with the FEA model and also the heat 

transfer within the module is not considered. 

 

Artificial Neural Network (ANN) models have been also reported in literature for the 

estimation of maximum power of HCPV systems. The model by Rivera et al. [106] 

takes into account the DNI, Tamb, wind speed (WS) and spectrum. The spectral variations 

are characterised by the APE index and the coefficients of the ANN were taken from 

outdoor measurements. Almonacid et al. [107] used a feed-forward neural network 

trained with the Levenberg-Marquardt back-propagation algorithm and their model 

considered the spectral influences by taking into account the AM and PW and therefore 

there is no requirement for a spectroradiometer. In addition, the DNI, Tamb and WS are 

taken into account; similarly to Rivera et al. [106], the coefficients of the ANN were 

also taken from outdoor measurements. The main disadvantage of ANN models is the 

difficulty to adapt in the industry level. A low RMSE value of 3.29% was reported by 

Almonacid et al. [107].  

 

A maximum power prediction model has been proposed by García-Domingo et al. [81] 

taking into account the DNI, Tamb, WS and the spectrum based on the SMR1 index. The 
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model calculated the normalised short-circuit current (or spectral factor SF as 

mentioned earlier) and the normalised maximum power. The SF was calculated based 

on 2
nd

 order polynomial equations as a function of SMR1 and a Tamb range; 5°C - 20°C, 

20°C - 30°C and 30°C - 45°C. From the SF the normalised maximum power (Pmp,norm) 

was calculated and then the equation for the Pmp was given as: 

, ,mp norm mp ref
mp

ref

P DNI P
P

DNI

 
  

 

(22) 

The model was validated against outdoor measurements offering a relatively good 

agreement with a maximum RMSE of 5.27%. 

 

A simplified model that accounts for the atmospheric parameters was introduced by 

Fernández et al. [108], extending from [109] which only included an AM correction. 

The DNI, AM, AOD and solar cell temperature (Tcell) were used as inputs to the new 

model. The Tcell in turn, is given as a function of Tamb, DNI and WS (discussed later). 

The maximum power of a HCPV module is given as: 
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(23) 

where ζ is the temperature coefficient of maximum power, ε is the AM coefficient of 

maximum power, φ is the AOD coefficient of maximum power, and AMU, AOD550,U are 

defined as the umbral AM and AOD at 550 nm respectively. The umbral parameters are 

dependent on the module design [110]. An RMSE value of 2.67% was reported which is 

a very good agreement compared to the 3.53% and 4.96% RMSE of the models that take 

into consideration the DNI, Tcell, AM and DNI, Tcell respectively. 

 

A comparison of the CPV electrical models reviewed in this section is presented in 

Tables 1 and 2; it is extended from a comparison table published by Rodrigo et al. [87]. 
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Models 
Equivalent 

circuit 
Kinsey Domínguez 

Fernández 

(2013) 
Sandia 

Required inputs 

Concentration ratio √ √ √ √ √ 

Cell temperature √ √
 

√ √ √ 

Incident spectrum √ √    

Subcells photocurrents √
*
 √ √ √  

Air Mass √
*
    √ 

Aerosol Optical Depth √
*
     

Precipitable Water √
*
     

Material parameters      

Optical efficiency dependent on 

temperature 
     

EQE dependent on temperature      

Advantages 

Provides the whole I-V curve √  √ √  

Spectral effects quantified with high 

accuracy 
√ √ √ √  

Explicit equations  √ √ √ √ 

Algorithms for extracting the model 

parameters are easy to implement 
 √  √ √ 

It does not require knowing in detail 

the incident spectrum 
  √ √ √ 

It does not require indoor 

characterisation of the solar cell 
    √ 

Table 1: Comparison of CPV electrical models; table extended from data published by Rodrigo et al. [87]. 
       * If equation (14) and spectral data are used for the short-circuit current calculation. 
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Models (continues from Table 1) Syracuse YieldOpt 
García-

Domingo 

Fernández 

(2015) 
Almonacid 

Required inputs 

Concentration ratio √ √ √ √ √ 

Cell temperature √ √  √ √ 

Incident spectrum √ √ √   

Subcells photocurrents √ √    

Air Mass √ √  √ √ 

Aerosol Optical Depth √ √  √  

Precipitable Water √ √   √ 

Material parameters √     

Optical efficiency dependent on 

temperature 
 √    

EQE dependent on temperature √ √    

Advantages 

Provides the whole I-V curve √ √    

Spectral effects quantified with 

high accuracy 
√ √  √  

Explicit equations   √ √  

Algorithms for extracting the 

model parameters are easy to 

implement 

  √ √  

It does not require knowing in 

detail the incident spectrum 
  √ √ √ 

It does not require indoor 

characterisation of the solar cell 
√  √ √ √ 

Table 2: Comparison of CPV electrical models; table extended from data published by Rodrigo et al. [87] 

(continues from Table 1). 

 

2.3. Solar cell temperature prediction methods 

 

3J solar cells exhibit a negative performance with increasing operating temperature due 

to the linear decrease in Voc and FF [111]. Therefore, knowing the solar cell's operating 

temperature is important for the performance evaluation of HCPV systems [112]. The 

direct measurement of the solar cell's temperature in HCPV systems however, is 

difficult due to the concentrated irradiance and the geometry of such systems. Hence, 

indirect methods have to be applied in order to estimate the solar cell's temperature.  
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Rodrigo et al. [113] who presented a comprehensive review of the existing methods for 

the solar cell's temperature calculation, categorised the methods based on measurements 

of the: 

1) Electrical parameters 

2) Heat sink temperature 

3) Atmospheric parameters. 

 

The IEC 60904-5 [114] contains a method to determine the equivalent cell temperature 

(ECT) based on measurements of the electrical parameters: 

, , ,
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where Ns is the number of cells connected in series inside the module. King et al. [97] 

however, reported on a modified equation where the use of a pyrheliometer is avoided: 
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(25) 

This equation is known as the Voc-Isc method and is also included in the procedure for 

translation of outdoor I-V measurements to CSTC introduced by Muller et al. [115]. Ju 

et al. [116] later introduced an improvement of the Voc-Isc method by introducing a 

correction for βVoc with concentration: 

 ,( ) lnB
Voc Voc ref

n k
CR CR

q
 


    

 

 

(26) 

So if CR is determined from King et al. [97] as: 
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(27) 

then the improved Voc-Isc method by Ju et al. [116] becomes: 
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(28) 

 

Peharz et al. [117] also proposed a method to calculate the Tcell based on indoor 

experiments using infrared light to heat up the modules: 
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(29) 

where the coefficients α1 to α4 can be derived by regression analysis. However, in order 

to obtain the coefficients, the module has to be characterised indoors using a solar 

simulator varying the intensity and a heat source to vary the cell temperature; this is not 

a straightforward procedure. 

 

A method that uses easily obtainable parameters was proposed by Fernández et al. 

[112]. First, a linear regression equation was proposed to calculate the Voc as a function 

of DNI and Tcell and by solving for Tcell then: 

1

2

oc
cell

V DNI offset
T





  
  

 

 

(30) 

This method is simple and exhibits a high accuracy, especially at high temperatures 

with a mean relative error of 0.45%. 

 

Only a few solar cell operating temperature prediction methods have been reported in 

literature based on measurements of heat sink temperature; this is mainly due to the 

external factors that can affect the measurement, i.e. the wind speed and direction, the 

solar tracker position, the positioning of the temperature sensor, etc. The methods 

proposed by King et al. [97] and Instituto de Sistemas Fotovoltaicos de Concentración 

(ISFOC) [118] assume one-dimensional (1D) heat transfer through the materials that 

constitute the receivers/modules. The former is given as: 

 cell HS

ref

DNI
T T T

DNI
    

 

 

(31) 

where THS is the measured heat sink temperature and ΔT is the temperature difference 

between the solar cell and the heat sink at DNIref = 1000 W/m
2
. The THS in this case is 

the temperature of a flat back-plate surface/heat sink and not a finned heat sink. In the 

ISFOC [118] method, the operating cell temperature is calculated by: 

cell HS
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(32) 

where [113]:  

opt thCR R     
 

(33) 

and [113]: 
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(34) 

where ti and ki is the thickness and thermal conductivity of each i layer (behind the solar 

cell) respectively. Therefore, the knowledge of each layer's material and dimensions are 

required for this method. Although these methods exhibited good accuracy, the 

disadvantage is that they cannot be applied to modules with a finned heat sink since 

they assume 1D thermal heat conduction. 

 

The method proposed by Muller et al. [119] is based on thermal transient measurements 

(TTM) where the module is initially covered/shuttered and when uncovered the 

transients of Voc are measured and therefore the operating cell temperature is measured 

by: 

 ,max
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( )
( )

oc oc

cell HS

Voc

V V t
T t T




   

 

(35) 

where THS,0 is the heat sink temperature when the module is covered. An example is 

illustrated in Figure 13 after uncovering the module. The dashed lines are calculated by 

equation (35). The disadvantage of the TTM method is that the measurements have to 

be very fast and that it has to be applied to each CPV module technology independently. 

In addition, Muller et al. [115] suggest to repeat the experiment multiple times in order 

to reduce the uncertainty when temperature coefficients are evaluated. 

 

 

Figure 13: Thermal transient method (TTM) data measured by Muller et al. [115, 119]. 

 

Although the aforementioned methods for the solar cell's operating temperature 

calculation require some electrical or temperature measurements, the methods based on 
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atmospheric parameters can estimate the Tcell using only available meteorological data. 

Almonacid et al. [120] presented a simple formula to calculate the solar cell temperature 

as a function of Tamb, DNI and WS i.e.: 

1 2cell ambT T DNI WS       
 

(36) 

where the coefficients α1 and α2 are calculated based on regression analysis with 

outdoor data. The method showed an overestimation at low solar cell temperatures, an 

underestimation at medium Tcell and the best agreement at high temperatures. When the 

relative error was compared against the DNI, it was found that the average error for 

DNI < 400 W/m
2
 was 4.8% and for DNI > 400 W/m

2
 the average error was -0.17%. 

Hornung et al. [121] on the other hand used the same parameters and assumed that the 

Tcell or Tlens is proportional to DNI with an exponential influence on WS: 
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(37) 

where m, WS0, c are calculated for cell and lens separately through regression analysis. 

 

Fernández et al. [122] presented an ANN method to estimate the cell temperature using 

atmospheric parameters and compared with IEC 60904-5 [114], ISFOC [118] and linear 

[120] methods presented earlier in this section. The ANN used the Levenberg-

Markquard algorithm and the Tcell was calculated as a function of Tamb, DNI and WS like 

the other methods. The comparative analysis showed that all methods performed well 

with the ISFOC method offering the highest accuracy (RMSE = 1.7°C). The RMSE 

values for IEC 60904-5, linear and ANN were found to be 2°C, 4.3°C and 3.24°C 

respectively. Rodrigo et al. [113] and Fernández et al. [122] concluded that the methods 

based on measurements on heat sink and/or electrical parameters provide higher 

accuracy compared to the methods based on the atmospheric parameters. 

 

The only validated method available in literature that estimates the Tcell at maximum 

power point is presented by Fernández et al. [123]. This method is based on 

measurements on heat-sink and the electrical characteristics: 
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(38) 

where R is the thermal resistance between solar cell and the back surface of the module 

and N is the number of solar cells in the module. This method allows the Tcell estimation 
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under actual conditions where the electrical energy is harvested. Fernández et al. [123] 

reported that the ΔTcell between open-circuit and maximum power point conditions can 

be up to 21°C. The accuracy of the method was validated with a very good agreement of 

RMSE = 0.96°C. 

 

2.4. Passive thermal management in CPV 

 

Due to the concentrated heat fluxes that occur in CPV receivers, it is crucial to 

investigate the thermal management and cooling mechanisms that will allow safe 

operating temperatures. Various comprehensive investigations have been performed on 

the cooling and thermal management of CPV receivers [124-126]; according to Royne 

et al. [40], who presented an extensive overview on different cooling techniques, 

passive cooling can be sufficient for single cell geometries for solar flux up to 1000× 

assuming that there is a large area available below the cell for a heat sink. For densely 

packed cells configuration and for concentrations greater than 150×, active cooling with 

a thermal resistance less than 10
-4 

(m
2∙K)/W is required [40]. The main difference 

between passive and active cooling is that passive does not require any electrical or 

mechanical power as an input and that the heat exchange (or cooling) is achieved 

mainly through natural convection. Because the vast majority of the commercial HCPV 

systems use passive cooling (e.g. Suncore [127] and Semprius [128]), this overview will 

not include any active cooling techniques [129-136]. 

 

A good representation of how the solar flux is converted in electrical and thermal power 

was presented by García et al. [137] in Figure 14. DNI of 1000 W/m
2
 is incident on a 

Fresnel lens surface of 0.0432 m
2 

(43.2 W). With an optical efficiency of 80%, 34.56 W 

are transmitted and focus on the secondary optical element with an optical efficiency of 

92%. Therefore, 31.8 W solar power is available; assuming an electrical conversion 

efficiency (ηcell) of 38%, 12.08 W are transformed into direct current (DC) electrical 

power and the remaining 62% is transformed into heat with 19.72 W of power. A 

similar way to calculate the heat power is by:  

1 2 (1 )heat opt opt cell cellP DNI CR A          
 

(39) 

where assuming CR = 432× and Acell = 1 cm
2
 gives the same result. 
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Figure 14: Representative example of how solar flux converts to electrical and thermal power in a CPV system 

[137]. 

 

A straightforward approach of reducing the cell temperature is by spreading the heat. 

Araki et al. [37] used a Fresnel lens to focus the direct sunlight onto a solar cell's 

surface by a factor of 500×. The solar cell was placed on a printed epoxy and copper 

sheet and then onto a 3 mm thick normal grade aluminium plate to spread and dissipate 

the heat (Figure 15). The outdoor experiments showed a cell temperature increase with a 

ΔΤ of only 18°C between ambient and cell temperature. A good thermal contact 

between the cell and the heat spreader (i.e. low thermal resistance) is critical to keep the 

solar cell’s temperature as low as possible. 

 

Figure 15: Passive cooling by means of heat spreading presented by Araki et al. [37]. 



 

31 

 

 

Minano et al. [138] used gallium arsenide (GaAs) solar cells under a CR = 1000× 

placed on an aluminium truncated cone heat sink and a plate with the same area as the 

concentrator’s entry aperture (Figure 16). The conduction through the dielectric material 

was not considered and a convective heat transfer coefficient of 5 W/(m
2∙K) was 

assumed in all free surfaces. Minano et al. [138] pointed out the importance of using 

small size solar cells in order to achieve lower heat generation and hence temperatures.  

 

 

Figure 16: An aluminium truncated cone bonded on an aluminium plate with the same area as the entry 

aperture [138]. 

 

Kuo et al. [36] developed a plug-and-play solar engine that consisted of a solar cell 

coupled to a finned heat exchanger by a micro heat pipe (see Figure 17). A thermal 

resistance of 1.5°C/W was reported and the 3J solar cell temperature was maintained 

below 57°C under 800 suns (Tamb = 25°C). The authors highlighted the advantage of this 

design being able to change a faulty receiver instead of the whole module in a similar 

way of changing a light bulb. 

 

 

Figure 17: The NeoPac 10W Solar Engine [36]. 

 

Chou et al. [139] modelled the thermal management of a HCPV using FEA in ANSYS. 

Using an aluminium plate as a heat sink, Chou et al. [139] calculated a maximum solar 

cell temperature of 69.02°C and a maximum plate temperature of 66.89°C for a thermal 
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resistance of 4.67°C/W, ambient temperature of 34°C, wind velocity of 4.2 m/s under an 

optical concentration ratio of 380× (i.e. after optical losses). A constant solar cell 

conversion efficiency was calculated at 36.5%. Due to the complexity in directly 

measuring the cell temperature, the temperature of the aluminium plate was compared 

with the outdoor measurements. A good agreement was reported with a maximum and 

minimum ΔT of 6.07°C and 0.07°C respectively. 

  

A thermal model for single concentrator solar cells was designed and tested by Min et 

al. [38]. A black coated aluminium plate was used as a heat sink which was 700 times 

larger than the 3J solar cell's size (3 x 3 mm
2
) in order to maintain the temperature 

below 40°C and achieve a high conversion efficiency; the concentration ratio was 400×. 

The ΔT between simulated and measured cell temperature was 3°C. Similarly to Chou et 

al. [139], a constant conversion efficiency was assumed (30%).  

 

Jaus et al. [140] established a heat transfer model that was used to predict the thermal 

behaviour of a FLATCON®-type CPV module; this was used to improve the reliability, 

performance and geometric design (in terms of material usage). The FEA model of the 

CPV system concentrated solar radiation using a Fresnel lens and was passively cooled. 

Due to the symmetry in geometry and also to save computation time, "only the 1/4 or 

even 1/8" of the geometry was used for the modelling. A Gaussian inhomogeneous 

irradiance distribution on the solar cell's surface was also taken into consideration. The 

meshing was performed according to the geometric dimensions of each component of 

the module. The results were given as a function of the edge length of the heat sink and 

the cell temperature varied from circa 86°C to 97°C. Temperature differences of around 

8°C were also observed inside the module. 

 

The applicability of light weight silicon micro-finned heat sinks for CPV systems was 

investigated by Micheli et al. [141]. A Cassegrain-based system (see Figure 18) was 

used for a CR = 500×; such designs do not limit the heat sink's size [141]. A 3J solar 

cell with an active area of 3 x 3 mm
2
 was used for the simulations; therefore the 

generated heat was 2.20 W at maximum power point conditions (DNI = 1000 W/m
2
, 

Tamb = 25°C, cell efficiency 42.5%) and 3.83 W at open-circuit conditions (cell 

efficiency at 0%, i.e. no electrical power harvested). A 5 x 5 cm
2
 silicon wafer was 

selected and the most effective fin geometry was determined based on experimental 

measurements. A maximum temperature of 78.8°C was predicted for a flat silicon wafer 
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and 70.4°C for a silicon finned surface. The mass-specific power ratio (i.e. ratio of 

electrical power output to weight) was used to compare the design with other CPV 

modules equipped with heat sinks. It was found that the mass-specific power ratio was 

enhanced from around 60 W/kg to more than 300 W/kg. This application could 

potentially reduce the weight of CPV modules and hence the load on the solar tracker, 

improving the tracking accuracy and therefore the electrical power output. 

 

 

Figure 18: CPV system based on Cassegrain mirror optics [141]. 

 

2.5. CPV power rating procedures 

 

The rating procedures of PV devices and modules are very important for the comparison 

of the technologies [142]. HCPV modules can be either rated indoors and outdoors (by 

translating outdoor I-V measurements to CSTC [115]) under Concentrator Standard Test 

Conditions (CSTC, i.e. AM1.5D, DNI = 1000 W/m
2
 and Tcell = 25°C) or outdoors under 

Concentrator Standard Operating Conditions (CSOC, i.e. AM1.5D, DNI = 900 W/m
2
, 

Tamb = 20°C and wind speed WS = 2 m/s). 

 

The CSOC and CSTC are evaluated according to the IEC 62670-01 [143] (Concentrator 

Photovoltaic (CPV) Performance Testing - Standard Conditions) and IEC 62670-3 

[144] (Concentrator Photovoltaic (CPV) Performance Testing - Performance 
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Measurements and Power Rating) [145] that is still in the draft stage [115]. CSOC and 

CSTC must be consistent with the AM1.5D spectral irradiance described in IEC 60904-

3 [146]. The CSOC can be evaluated using the multiple regression equation of power 

from ASTM E2527-09 [147] as a function of DNI, Tamb and WS. The CSTC power 

rating can be determined indoors using a solar simulator or outdoors by the translation 

of outdoor measurements according to the method described by Muller et al. [115]. 

 

The ASTM E2527-09 [147] uses a simple equation to calculate the PCSOC: 

 1 2 3 4CSOC ambP DNI DNI T WS            
 

(40) 

where the coefficients α1 το α4 are calculated using regression analysis on outdoor 

measurements. As can be seen, the spectral dependence is not taken into consideration 

in ASTM E2527-09.  

 

On the other hand, the PCSOC equation suggested by Steiner et al. [145] using the 

"averaging method" is described by:  
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where P is the measured power and N is the number of measurements. The "translation 

method" suggested by the same authors is the same as equation (41), with the DNI being 

multiplied (i.e. corrected) by the SMR2, so that the effect of PW is considered: 
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(42) 

 

Peharz et al. [117] introduced two multi-linear regression equations for HCPV modules 

that he also used for rating purposes as a function of DNI and spectrum using the 

spectral index Z: 

2mp DNI Z T cellP c DNI c Z c T offset        
 

(43) 

2

2mp DNI Z z T cellP c DNI c Z c Z c T offset          
 

(44) 

The reason for the second regression equation is because one of the modules that Peharz 

et al. [117] tested had a maximum efficiency at Z = -0.015. The calculations were based 

on two conditions:  

1) DNI = 850 W/m
2
, Z = 0, Tcell = 25°C  
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2) DNI = 850 W/m
2
, Z = 0, Tcel = 60°C 

 

Lastly, Steiner et al. [145] also reported on a multi-linear regression method based on 

the following mathematical equations published in [102] where the PCSOC is estimated 

by: 

       , , , , , , , ,CSOC amb sc amb oc amb ambP DNI Z T I DNI Z T V DNI Z T FF DNI Z T    
(45) 

where the spectral index Z is: 
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The last method however, is considered to be relatively too complex to be adapted by 

the industry. It is preferable to use more simplified methods using stricter filtering 

criteria. 

 

For the CSTC method described by Muller et al. [115], i.e. by the translation of outdoor 

I-V measurements, it is necessary to know the operating Tcell in order to correct to 

standard test conditions. Therefore the Isc-Voc method is used. A relative factor has been 

proposed for voltage correction [115]: 

,

1 ln
1000OC

cell
V

oc meas

n k T DNI
f

q V

   
   

  
 

 

(47) 

This relative factor is then used for the efficiency calculation under CSTC [115]: 

  mod, mod, ,ocCSTC V meas cell cell reff T T         

(48) 

where δ is the efficiency temperature coefficient. Therefore, the PCSTC can be then 

calculated by: 

mod ,

100
ref CSTC avg

CSTC

DNI A CR
P

  
  

 

(49) 

where the DNIref = 1000 W/m
2
 at CSTC. 

 

2.6. Summary 

 

This chapter presented a detailed literature review on the subjects that are concerning 

this thesis. Firstly, the spectral indices that can characterise either the spectral irradiance 

or the effect of it on a PV device are described and then the electrical models reported in 

literature for CPV systems are presented. The cell temperature measurement of CPV 

systems is not trivial and therefore, all the indirect methods for the estimation of the 
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solar cell temperature are analysed. The thermal management in CPV and some cooling 

techniques follow this review chapter and finally, the CPV power ratings for CSTC and 

CSOC are described. 

 

Based on the literature review, the present work has been undertaken for the 

development of an integrated modelling procedure that accounts for the spectral, 

electrical and thermal performance of CPV systems. The influence of the atmospheric 

parameters on the CPV performance is also evaluated. The procedure is validated 

experimentally using a HCPV monomodule in a test site in Albuquerque, NM. The 

influence of spectral variation is also evaluated outdoors in terms of the monomodule's 

chatacterisation but also for its power rating. 
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Chapter 3: Materials and methods 

 

This chapter begins with the description of the mathematical equations of the numerical 

models used in Chapters 4 to 6. These models investigate the impact of the atmospheric 

parameters on the spectral, electrical and thermal performance of a III-V 3J solar cell. 

The Simple Model of the Atmospheric Radiative Transfer of Sunshine (SMARTS2) is 

also described. In addition, a description of the integrated modelling is given. Finally, 

the experimental setup and equipments used to carry out the work presented in Chapters 

5 and 7 are also presented.  

 

This chapter includes material from the following publications [148-150]:  

M. Theristis, and T. S. O’Donovan, "Electrical-thermal analysis of III-V triple-junction 

solar cells under variable spectra and ambient temperatures", Solar Energy, vol. 118, 

2015, pp. 533-546 

M. Theristis, and T. S. O'Donovan, "An integrated thermal electrical model for single 

cell photovoltaic receivers under concentration", in 15th International Heat Transfer 

Conference, Kyoto, Japan, 2014. 

M. Theristis, N. Sarmah, T. K. Mallick, and T. S. O'Donovan, "Design and Numerical 

Analysis of Enhanced Cooling Techniques for a High Concentration Photovoltaic 

(HCPV) System," in 27th European Photovoltaic Solar Energy Conference and 

Exhibition, Frankfurt, Germany, 2012, pp. 260-265. 

 

3.1. Simple Model of the Atmospheric Radiative Transfer of Sunshine 

(SMARTS2) 

 

In order to investigate the spectral performance of a MJ solar cell based on measured 

data, a relatively expensive spectroradiometer is required. Besides the high cost, 

spectroradiometers also present a typical 5-10% uncertainty [151]. A cost effective way 

to accurately evaluate the spectral performance is by generating solar spectra using the 

SMARTS2 [100]. This robust and free model was developed by Dr. Christian 

Gueymard for the NREL and it is able to predict the spectral irradiance under clear-sky 

conditions based on atmospheric inputs. In addition, SMARTS2 was used to generate 

the reference spectra AM1.5 (American Society for Testing and Materials, ASTM 

G173-03 [152]) seen in Figure 19. The integration of the spectral irradiance at global air 
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mass 1.5 (AM1.5G) and direct air mass 1.5 (AM1.5D) results in 1000 W/m
2
 and 

900 W/m
2 

respectively. The AM1.5G is used for flat-plate PV systems while AM1.5D is 

used for CPV applications. AM1.5D includes the circumsolar component also [153] 

(aureole around the solar disk). The specified atmospheric conditions for the generation 

of AM1.5 spectra are given in Table 3. SMARTS2 uses the AOD at 500 nm as an input 

and the AOD at other wavelengths is calculated internally by the model. Therefore, the 

AOD values in this thesis, are specified at 500 nm. 

 

 

Figure 19: Standard AM1.5 ASTM G173-03 solar spectra for terrestrial applications. 

 

Specified atmospheric parameters Value 

AM 1.5 

AOD at 500 nm 0.084 

PW 1.42 cm 

Table 3: Specified atmospheric parameters used for the generation of the AM1.5 ASTM G173-03 spectra.  

 

3.2. Electrical Model (EM) 

 

A single-diode model was used to model the electrical characteristics of a 3J solar cell 

in Matlab® [154]. According to Segev et al. [89], the one-diode equivalent circuit 

model is adequate to describe a 3J solar cell in practical applications. Each junction of 

the solar cell can be represented by an equivalent circuit model and therefore, by 

connecting the three junctions in series, the one diode equivalent circuit model for a 3J 
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solar cell can be obtained (Figure 20). This model differs from the two diodes in the 

number of diodes that describe the saturation current. In the single-diode model, the 

diode represents recombination in both the depletion and quasi-neutral regions [89]. 

 

 

Figure 20: One-diode equivalent circuit 3J cell model [89]. 

 

If the shunt resistances (Rsh,i) are sufficiently large to be neglected in equation (13), the 

current density-voltage (J-V) relationship is given by 

( )

0, ,( ) ( ) 1 ( )

i i cell s

i B cell

q V J A R

n k T

i i cell SC i cellJ V J T e J T

  

 
 

    
 
 

, 

  

(50) 

 

 

The dark saturation current density is strongly affected by temperature and is described 

as: 

,( ( )/ )(3 /2)

0, ( ) g i cell i B celli
E T n k T

i cell i cellJ T k T e
   

  , 
(51)  

where k and γ are constants. The Eg decreases with increasing temperature and is given 

by the Varshni relation [155]: 
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(52) 

where Eg,i(0) is the energy band-gap of subcell i at 0 K and α, β are material dependent 

constants.  

 

Solving equation (50) for Ji = 0, the open-circuit voltage for each subcell is obtained by: 
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(53)  

The voltage in each junction can be also calculated by rearranging equation (50): 

,
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(54) 

 

The total voltage output is the sum of the voltage in each junction, therefore: 
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The FF describes the "squareness" of an I-V curve and is defined as the ratio of Pmp to 

the product of the Isc and Voc: 

mp mp mp
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I V P
FF
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(56) 

 

 

The solar cell’s efficiency is defined as the ratio of the maximum power output of the 

cell to the DNI which is incident on the cell: 

4000
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(57) 

Therefore, the heat power produced on the cell is  

(1 )heat in cellq P     
(58) 
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3.3. Finite Element Thermal Model (FETM) 

 

A 3J solar cell receiver is evaluated using FEA in COMSOL Multiphysics® [156], a 

commercially available software. COMSOL Multiphysics offers the possibility to 

combine different engineering or physical problems in the same model while being able 

to choose different solvers in order to achieve better accuracy. Another advantage is that 

it gives the option to import data from Matlab. 

 

A Finite Element Thermal Model (FETM) has been developed to predict the thermal 

behaviour of 3J solar cells. Firstly, a three-dimensional environment and the heat 

transfer module (in solids) were selected for a stationary study. The 3D geometry of the 

device under study was then produced in the graphics window (main window of 

COMSOL). Once the materials were defined, the boundary conditions, heat source and 

other assumptions were introduced in the physical model; these are analysed in the 

following chapters. A screenshot of the COMSOL Multiphysics environment is 

illustrated in Figure 21. 

 

The MJ solar cell is attached to a Direct Bonded Copper (DBC) substrate for heat 

dissipation and electrical insulation. The heat is transferred by conduction between the 

solid layers of the receiver. Some heat is lost to the environment, due to natural 

convection and surface to ambient radiation from all free surfaces.  

 

In the case of a passively or actively cooled receiver, the heat is transferred by 

conduction between the solid layers of the receiver and the steady state equation is 

given by the Fourier’s law of heat conduction: 

Tkq cond ''  
(59) 

where q'' is the heat flux rate (W/m
2
), k the heat conductivity and   is the three-

dimensional operand. The solar flux that is transformed to heat must be dissipated from 

the bottom substrate or cooling system to the environment or harnessed for use in 

another application. The heat which is dissipated either by natural or forced convection 

is described by: 

Thq fnconvfn  /,/''  
(60) 

where h is the heat transfer coefficient (natural or forced) and ΔΤ the temperature 

difference between the cell and the ambient air or ultimate heat sink. The heat, which is 
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lost to the environment, due to natural convection occurs on every surface that faces the 

ambient. COMSOL Multiphysics contains the correlations for each surface orientation 

(vertical, horizontal or inclined); these can be found in Incropera and DeWitt [157]. In 

this work, it is assumed that h represents the overall heat transfer coefficient usually 

described as U-value. However, it will only include the thermal resistance from the 

thermal interface material (TIM between the DBC and heat sink) and the "imaginary" 

heat sink itself, i.e.: 

, ,

1

th TIM th HS

U
R R




 
(61) 

unless otherwise stated. U-value will be referred to as hconv during the modelling 

analyses in the following chapters.  

 

The heat loss due to radiation is given by: 

)('' 44

ambrad Tq    
(62) 

where ε is the material’s emissivity and σ the Stefan-Boltzmann constant. The heat 

transfer in solids is defined by the following heat equation to simulate the thermal 

behaviour: 

)(''' Tk
t

T
Cq pheat 




  , 

 

(63) 

 

where ρ is the density, Cp is the heat capacity and t is time. The term pC T t   

disappears in steady state problems and q'''heat is the heat source (W/m
3
) which is 

calculated from the electrical model divided by the solar cell's volume. Therefore, in 

Cartesian coordinates, the steady-state heat equation becomes: 

2 2 2

2 2 2
'''heat

T T T
q k

x y z

   
     

   
, 

 

(64) 

 

where from its solution the temperature distribution can be obtained [157].  
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Figure 21: Screenshot from the COMSOL Multiphysics environment showing the thermal model built for the 

C1MJ CCA from Spectrolab (will be analysed in Chapter 4). 
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3.4. Integrated modelling 

 

The models described above are integrated based on the process flow diagram in Figure 

22. The SMARTS2 generates the spectral DNI based on AM, AOD and PW inputs. The 

EM runs the single-diode model in Matlab® for an initial Tcell of 25°C and the qheat is 

then introduced in the 3D FETM in COMSOL Multiphysics. The 3D FETM is 

simulated for a given Tamb and hconv and calculates the integrated volumetric solar cell 

temperature. The "new" solar cell temperature is then imported back to the EM model 

which, in turn, calculates a "new" qheat. The procedure is repeated until a steady state 

between models is achieved; i.e. when |Τcell(s)-Tcell(s+1)| ≤ 0.002K, where s is the 

number of cycle iterations. It is important to highlight, that in the case of natural 

convection, the heat transfer coefficient is dependent on ΔΤ and heat flux, therefore is 

not constant. However, a constant typical hconv is assumed in the following chapters.  

 

 

Figure 22: Process flow diagram of integrated model. 

 

To ensure that the integrated modelling procedure converges irrespective of the initial 

conditions, the Tcell(0) was varied and the volumetric solar cell temperature was 

calculated. Figure 23 shows the convergence for Tcell(0) = 25°C and Tcell(0) = 35°C; 

both initial conditions results to the same Tcell. Similarly, in Figure 24 the initial 

conditions of Tcell(0) = 25°C and Tcell(0) = 120°C give the same Tcell estimation. 

Therefore, it can be concluded that the process converges irrespective of the initial 

conditions, i.e. the Tcell(0). 
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Figure 23: Integrated volumetric solar cell temperature for different initial conditions: Tcell(0) = 25°C and 

Tcell(0) = 35°C. The results correspond to AM1D, Tamb = 25°C and hconv = 1200 W/(m
2
∙K). 

 

 

Figure 24: Integrated volumetric solar cell temperature for different initial conditions: Tcell(0) = 25°C and 

Tcell(0) = 120°C. The results correspond to AM1D, Tamb = 35°C and hconv = 1200 W/(m
2
∙K). 

 

3.5. Experimental setup 

 

Experiments were conducted at the Fraunhofer CSE [158] and CFV [159] solar test site 

in Albuquerque, New Mexico (latitude 34.996°N, longitude 106.621°W, altitude 

1632 m). A CPV monomodule manufactured by Suncore [127] for research purposes 

was used for the outdoor testing and experiments.  



 

46 

 

 

The monomodule is a DDM-1090× receiver assembly (RA) and consists of a silicon-on-

glass (SoG) Fresnel lens and an Emcore 10 × 10 mm 3J solar cell bonded to a DBC 

substrate, i.e. a receiver. The typical electrical characteristics of the Emcore CTJ PV cell 

are given in Table 4. The transmittance of the SoG Fresnel lens and EQE of the 3J solar 

cell are shown in Figures 25 and 26 respectively. The monomodule has an acceptance 

angle of approximately ±0.7°. 

 

Parameter Value  

ηcell (%) 39.6 

ISC (A) 6.48 

Imp (A) 6.34 

VOC (V) 3.19 

Vmp (V) 2.76 

Table 4: Typical electrical characteristics of the Emcore CTJ PV cell at 50 W/cm
2
 and 25°C [160]. 

 

 

Figure 25: Spectral optical transmittance of SoG Fresnel lens. 
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Figure 26: EQE of each subcell of the 3J solar cell. 

 

The receiver is bonded to an aluminium radially finned heat sink. Positive and negative 

lead wires are attached to the assembly as a means of making external electrical contact 

to the single cell in the assembly. The assembly includes a bypass diode for routing 

current around the cell when the assembly is light starved relative to other RAs in a 

series connected string of RAs. Ceramic sun shields in the assembly protect heat 

sensitive parts from exposure to concentrated sunlight. Silicone sealant waterproofs the 

assembly. The large fins on the heat sink passively cool the RA. Five T-type 

thermocouples (TC) are integrated in the assembly to measure the temperature of 

selected materials or parts near the solar cell (sealant, diode, encapsulant, wire 

insulation and wire to box connector). Photographs of the assembly before and after 

mounting the optical component are shown in Figures 27 and 28 respectively.  
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Figure 27: A CPV receiver using a 3J solar cell bonded to a DBC and an aluminium heat sink. 
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Figure 28: Front (top Figure) and rear (bottom Figure) photographs of two DDM-1090× receiver assemblies 

(RAs or monomodules) mounted on a high-accuracy solar tracker in Albuquerque, NM. 

 

The CPV monomodule was mounted on a high-accuracy (within 0.3°) two-axis solar 

tracker. A Vaisala weather transmitter WXT520 [161] monitored the meteorological 

conditions of the location (Figure 29); wind speed and direction, relative humidity, 

barometric pressure, liquid precipitation (rainfall and hail) and ambient temperature. 

The Vaisala's WXT520 technical data can be found in Table 5 [162]. 
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Figure 29: The Vaisala weather transmitter WXT520. 

 

Instrument Parameter Range Resolution Accuracy 

Anemometer WS 0 to 60 m/s 0.1 m/s ±3% at 10 m/s 

Thermometer Tamb -52°C to 60°C 0.1°C 
±0.3°C at 20°C 

±0.7°C at 60°C 

Barometer pbarometric 600 to 1100 hPa 0.1 hPa 
±0.5 hPa at 0°C to 30°C 

±1 hPa at -52°C to 60°C 

Hygrometer RH 0 to 100%RH 0.1%RH 
±3%RH at 0 to 90%RH 

±5%RH at 90 to 100%RH 

Table 5: Technical data of Vaisala WXT520 weather transmitter [162]. 

 

The solar radiation, tracking and spectral sensors are shown in Figure 30; a sNIP Eppley 

[163] and a CHP1 Kipp & Zonen [164] pyrheliometer measure the DNI, a Black Photon 

Instruments (BPI) tracking accuracy sensor [165] measures the tracker's accuracy with 

high precision and speed, BPI isotype sensors [166] measure the spectral composition of 

solar irradiance, a sun finder sensor keeps the tracker facing the sun, an additional 

tracking accuracy sensor and a CMP6 Kipp & Zonen pyranometer [167] measure the 

global normal irradiance, GNI. The specifications of the equipment used can be found in 

Tables 6 to 9 [163-167]. 
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Figure 30: Solar irradiance, tracking and spectral sensors: a) sNIP Eppley pyrheliometer, b) BPI tracking 

accuracy sensor, c) and d) BPI isotype sensors, e) sun finder sensor, f) CHP1 Kipp & Zonen pyrheliometer, 

g) tracking accuracy sensor, h) CMP6 Kipp & Zonen pyranometer. 

 

Specifications CHP1 Kipp & Zonen sNIP Eppley 

Classification First Class Secondary Standard/ High Quality 

Spectral range 200 to 4000 nm 250 to 3000 nm 

Sensitivity 7 to 14 μV/W/m
2
 Approx. 8 μV/W/m

2
 

Non-stability < 0.5% 0.5% 

Non-linearity < 0.2% 0.2% 

Temperature response < 0.5% 0.5% 

Output 10 to 20 mV for 1400 W/m
2
 0 to 10 mV 

Response time < 5 s 5 s 

Zero offset < 1 W/m
2
 1 W/m

2
 

Field of view 5±0.2° 5° 

Daily uncertainty < 1% Approx. 1% 

Table 6: Technical data of CHP1 Kipp & Zonen and sNIP Eppley pyrheliometers [163, 164]. 
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Specifications CMP6 Kipp & Zonen 

Classification First Class 

Spectral range 285 to 2800 nm 

Sensitivity 5 to 20 μV/W/m
2
 

Impedance 20 to 200 Ω 

Output 0 to 30 mV (0 to 1500 W/m
2
) 

Maximum Irradiance 2000 W/m
2
 

Response time (63%) 

Response time (95%) 

< 6 s 

< 18 s 

Zero offsets: 

thermal radiation (at 200 W/m
2
) 

temperature change (5 K/h) 

 

< 12 W/m
2
 

< 4 W/m
2
 

Non-stability < 1% 

Non-linearity < 1% 

Directional response < 20 W/m
2
 

Spectral selectivity (350 to 1500 nm) < 3% 

Temperature response < 4% 

Tilt response < 1% 

Field of view 180° 

Accuracy of bubble level < 0.1° 

Operational temperature range -40°C to 80°C 

Table 7: Technical data of CMP6 Kipp & Zonen pyranometer [167]. 

 

Specifications BPI-TA1 

Measurement range ±1.2° 

Measurement speed Up to 1 kHz 

Resolution 0.0005° 

Linearity ±1.8% between 5°C to 45°C 

±3% between -20°C to 60°C 

Accuracy ±2.4% between 5°C to 45°C 

±4.5% between -20°C to 60°C 

Output -10 to 10 V 

Table 8: Technical data of BPI-TA1 tracking accuracy sensor [165]. 
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BPI-IT1 Specifications 

 Top Middle Bottom 

Composition Ga0.5In0.5P Ga0.99In0.01As Ge 

Spectral range 375-700 nm 700-900 nm 900-1750 nm 

Operating range -20°C to 65°C 

Slope angle ±2.5° 

Opening angle ±2.75° 

Stop angle ±3° 

Resistor shunts 50 Ω 50 Ω 10 Ω 

Resistors accuracy ±0.1% 

Spectrum AM1.5D ASTM G173 at 1000 W/m
2
 

Table 9: Technical data of BPI-IT1 isotype sensors [166]. 

 

The I-V characteristic of the monomodule is traced by a Daystar DS-1000 I-V curve 

tracer [168] (Figure 31). This portable I-V curve tracer was designed for field use. A 

laptop is connected to the DS-1000 by a USB and is used to control the I-V curve tracer 

using the IVPC software [169] for Windows. The I-V tracer uses a capacitive load to 

vary the resistance across the monomodule's terminals in order to measure the output 

current and voltage and to calculate the electrical characteristics such as the open-circuit 

voltage, short-circuit current, maximum power, voltage at maximum power, current at 

maximum power and fill factor. The errors associated to the DS-1000 measurements are 

given in Table 10. 

 

 

Figure 31: Daystar DS-1000 I-V curve tracer connected to a laptop. 
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Specifications Daystar DS-1000 

Parameter (range) Error @ 25°C Error 0-50°C Resolution 

Voltage (10 V) ±4 mV (±0.01%) ±7 mV (±0.15%) 300 μV 

Current (100 A) ±50 mA (±0.05%) 50 mA (±0.1%) 3 mA 

Table 10: Typical absolute errors (typical percentage errors) of Daystar DS-1000 [168]. 

 

Bachour [170] concluded that sunphotometer measurements at the ground level can 

reduce the uncertainty of the modelled DNI data. Hence, the atmospheric parameters 

were measured using a Solar Light Microtops II sunphotometer [171] (Figure 32); a five 

channel hand-held instrument which measures the AOD at 440 nm, 500 nm, 675 nm, 

870 nm and 936 nm. The PW is also determined by the measurements at 870 nm and 

936 nm. The specifications are given in Table 11. 

 

 

Figure 32: Solar Light Microtops II sunphotometer positioned towards the sun. 

 

Specifications Solar Light Microtops II 

Resolution 0.01 W/cm
2
 on 305 nm Channel 

Dynamic range > 300000 

Viewing angle 2.5° 

Precision 1-2% 

Non Linearity Max. 0.002% FS 

Operating environment 0 to 50°C, no precipitation 

Table 11: Specifications of Solar Light Microtops II sunphotometer [171]. 
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The I-V measurements were logged on the laptop every one minute and then transferred 

to the SQL database while the weather, irradiance and spectral measurements were 

directly recorded in the database every one minute using a Campbell Scientific CR1000 

datalogger [172] (see specifications in Table 12). The sunphotometer was only used 

under clear-sky conditions (i.e. no visible clouds) to measure the AOD and PW; these 

data were then transferred to the database and SMARTS2 was used to simulate the 

spectral irradiance at every timestamp. The reference time is winter period UTC/GMT. 

 

It should be noted that the modules and measuring equipment were cleaned at least once 

a week or after rain. The monomodule's alignment was also checked periodically. In 

addition, all measuring equipment were within the calibration period. 

 

Specifications Campbell Scientific CR1000 

Maximum scan rate 100 Hz 

Analog inputs 16 single-ended or 8 differential  

Pulse counters 2 

Switched excitation channels 3 voltage 

Digital Ports 8 I/O or 4 RS-232 COM 

Communications/Data Storage Ports 1 CS I/O, 1 RS-232, 1 parallel peripheral 

Switched 12 Volt 1 

Input voltage range ±5 Vdc 

Analog voltage accuracy ±(0.06% of reading + offset), 0 to 40°C 

Analog resolution 0.33 μV 

A/D bits 13 

Power requirements 9.6 to 16 Vdc 

Standard temperature range -25 to 50°C 

SRAM for CPU usage and final storage 4 MB 

Table 12: Campbell Scientific CR1000 datalogger specifications [172]. 
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Chapter 4: Electrical and thermal analysis of a concentrating III-V 

triple-junction solar cell as a function of air mass and ambient 

temperature 

 

The influence of the incident spectral irradiance on the electrical and thermal behaviour 

of triple-junction solar cells has been investigated. A spectral dependent electrical 

model has been developed to calculate the electric characteristics and quantify the heat 

power of a multijunction solar cell. A three-dimensional finite element analysis is also 

used to predict the solar cell's operating temperature and cooling requirements for a 

range of ambient temperatures. The combination of these models improves the 

prediction accuracy of the electrical and thermal behaviour of triple-junction solar cells 

(quantification follows in the analysis). The heat transfer coefficient between the back-

plate and ambient air was found to be the significant parameter in achieving high 

electrical efficiency. These data are important for the electrical and thermal optimisation 

of concentrating photovoltaic systems under real conditions. The objective of this 

chapter is to quantify the temperature and cooling requirements of multijunction solar 

cells under variable solar spectra and ambient temperatures. It is shown that single cell 

configurations with a solar cell area of 1 cm² can be cooled passively for concentration 

ratios of up to 500× with a heat sink thermal resistance below 1.63 K/W, however for 

high ambient temperatures (greater than 40°C), a thermal resistance less than 1.4 K/W is 

required to keep the solar cell operating within safe operating conditions. 

 

This chapter has been published in [148]: 

M. Theristis and T. S. O’Donovan, "Electrical-thermal analysis of III–V triple-junction 

solar cells under variable spectra and ambient temperatures," Solar Energy, vol. 118, pp. 

533-546, 2015. 

 

4.1. Introduction 

 

As mentioned in Chapter 1, MJ solar cells are made of III-V compound semiconductors 

and are used in space and terrestrial applications [173]. Currently the state-of-the-art 

solar cell on the market is the lattice matched 3J solar cell made of GaInP/GaInAs/Ge 

subcells [10, 174]. These subcells, are monolithically connected in series in a specific 

way to absorb a larger proportion of the solar spectrum (compared to single-junction 
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solar cells) and thus, to achieve higher conversion efficiencies. To date, the highest 

recorded efficiency for a 3J solar cell is 44.4% and 46% for 4J [12]. Such solar cells can 

be economically viable if sunlight is concentrated by a factor greater than 300× [93, 

175, 176]. 

 

High concentration results in high heat flux on the solar cell’s surface and a rapid 

increase in the cell’s temperature. High temperatures reduce the electrical conversion 

efficiency because of the temperature dependence of the Voc and Vmp [177]. It has been 

shown that under 500× concentration and without any cooling arrangements, the solar 

cell can exceed 1000°C [36-39, 176, 178]. This emphasises the need for appropriate 

cooling technology to decrease the temperature to within safe operation limits and to 

avoid suboptimal performance and risk of system failure. 

 

The recommended operating temperature varies for different manufacturers; Spectrolab 

Inc. suggests a maximum operating cell temperature of 100°C [179], Azurspace GmbH 

suggests 110°C for their latest products 3C42A [180], 3C44A [181] and 150°C for the 

old product 3C40A [182] while Sharp data are given for up to 120°C [89]. Reliability 

analysis on 3J solar cells has shown that, at operating conditions of 820× and 80°C, the 

warranty time was 113 years; at 100°C however, the warranty time was reduced to 7 

years [183]. It is also worth noting that, in high temperatures (over 120°C, 1×), the 

voltage output of the low energy band-gap germanium subcell decreases to almost zero 

[10, 184]. Therefore, to avoid long term degradation problems and also the risk of 

destroying the connections (melting), the CCA should not operate in excess of 100°C. 

 

MJ solar cells are usually characterised under standard conditions, although in the field, 

the atmospheric conditions can vary significantly [185]. Due to the fact that the subcells 

of the 3J solar cell are monolithically connected and also because of their sensitivity to 

the spectral variations and intensity of sunlight, the prediction of the electrical and 

thermal behaviour is still challenging [101]. There also exists a limitation relating to the 

in-series connection of such solar cells; a mismatch in the current produced by each 

subcell will limit the overall output to the lower value which will result in greater heat 

production within the cell. Therefore, by applying a simple DNI value as an input in 

thermal models may give inaccurate results. It is important therefore, to develop smart 

algorithms, models or methods to realistically determine the electrical performance of 
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the cell to accurately determine the thermal characteristics, temperature and cooling 

requirements of the system.  

 

CPV thermal numerical models and experimental designs have been thoroughly 

discussed in literature using passive [23, 36, 37, 139, 186] and active [25, 129, 133, 

187] cooling techniques. According to Royne et al. [40], who presented an extensive 

review on different cooling techniques, passive cooling can be sufficient for single cell 

geometries and solar flux up to 1000 suns where a "large area" is available below the 

cell for a heat sink. For densely packed cells and CR higher than 150 suns, active 

cooling is necessary [40]. It was also concluded that the Rth of the cooling system must 

be less than 10
-4 

(m
2
∙K/W) for concentration levels above 150×. However, the spectral 

effects on temperature and hence, the electrical efficiency are not included in the 

aforementioned thermal models. 

 

In addition, the prediction of solar cell's temperature is very important for the electrical 

characterization of CPV modules. Rodrigo et al. [110, 113] reviewed various methods 

for the calculation of the cell temperature in HCPV modules. The methods have been 

described in Chapter 2 and were categorised based on the: heat sink temperature, 

electrical parameters, atmospheric parameters. The first two categories are based on 

direct measurements of CPV modules in indoor or outdoor experimental setups and 

present the highest degree of accuracy (RMSE between 1.7K - 2.5K). Most of the 

methods reviewed by Rodrigo et al. [113] calculate the cell temperature at open-circuit 

conditions. Methods that predict the cell temperature at maximum power point (MPP) 

operation offer a more realistic approach since they include the electrical energy 

generation of the solar cells (i.e. real operating conditions); Yandt et al. [188] described 

a method of predicting the cell temperature at MPP based on electrical parameters and 

Fernández et al. [123] based on heat sink temperature with absolute RMSE 0.55K - 

1.44K. Fernández et al. [122] also proposed an artificial neural network model to 

estimate the cell temperature based on atmospheric parameters and an open-circuit 

voltage model based on electrical parameters [112] offering good accuracy (RMSE 3.2K 

and 2.5K respectively [113]). The main disadvantage of the aforementioned methods is 

that an experimental setup is required to obtain the parameters used for the cell 

temperature calculation. 
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Despite the fact that several electrical models and experimental procedures for MJ solar 

cells have been described thoroughly in literature [76, 87, 89, 90, 93-95, 109, 189] 

which included the spectrum and irradiance dependence, the challenge to develop an 

integrated thermal-electrical model which predicts the cell temperature and includes the 

cooling needs is still unsolved. As described in Chapter 3, the current methodology 

combines three models; the solar spectral irradiance is generated by the NREL 

SMARTS2 [49, 100, 153], the EM uses a single-diode model to simulate the electrical 

characteristics and heat power of a 3J solar cell at MPP and the FETM that uses the heat 

power as an input from the electrical model in order to predict the temperature and the 

cooling requirements as a function of ambient temperature.  

 

4.2. Methodology 

 

The models described in Chapter 3 are simulated iteratively based on the flowchart in 

Figure 33. The solar spectrum is generated using the SMARTS2. Clear-sky days are 

assumed and the z, and hence the AM is considered to be the only variant that affects the 

direct spectral irradiance.  

 

The simulations are conducted in steady state. The EM runs for a given CR, an initial 

Tcell of 25°C, 1 ≤ AM ≤ 15 and the heat power is then introduced in the 3D FETM in 

COMSOL Multiphysics. Solar spectra ranging from AM1.5D to AM15D have been 

chosen as a rigorous test for this integrated model. They are not location specific; they 

are used to demonstrate the applicability of the model to a wide range of solar 

geometries. For 25°C ≤ Tamb ≤ 45°C and 1200 W/(m
2
∙K) ≤ hconv ≤ 1600 W/(m

2
∙K) at the 

back surface of the CCA, the cell’s temperature is predicted from the thermal model and 

is then imported to the electrical model. The procedure is repeated until the solution 

converges (see also Chapter 3).  
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Figure 33: Flowchart of simulation algorithm. 

 

Table 13 summarises the variable input parameters used for the simulation program, the 

range of each parameter, the model from which they are generated and the model that 

uses them as an input. The maximum convective heat transfer coefficient considered in 

this study is 1600 W/(m²K), as this has been shown by Mudawar [190] to be the 

maximum achievable under passive cooling conditions. Lower convective heat transfer 

coefficients than 1200 W/(m²K) are not reported as they were found to be insufficient to 

maintain the cell temperature below 100°C.  
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Variable input parameter Range Generated from Used in 

AM 1 - 15 SMARTS2 EM 

hconv 1.2 - 1.6 kW/(m
2
∙K)  FETM  

qheat  EM FETM  

Tcell  FETM EM 

Tamb 25°C - 45°C  FETM 

Table 13: Model variables, ranges and where are generated from and used in. 

 

4.3. Results & discussion 

 

This section describes an application of the aforementioned methodology using the 

C1MJ CCA from Spectrolab. Literature based data from Kinsey and Edmondson [94] 

and Segev et al. [89] are used in the EM. The CR discussed in this section is assumed to 

be 500× unless otherwise stated. 

 

4.3.1. SMARTS2 

 

The generated direct spectral irradiance from SMARTS2 is shown in Figure 34. For the 

sake of clarity some air mass values are not illustrated. The integration of the spectral 

irradiance at a specific air mass gives the irradiance intensity; the values are shown in 

Figure 35 as a function of z. Other parameters were kept constant at the reference 

conditions of the standard ASTM G173-03 [191] (PW = 1.42 cm, rural aerosol model, 

turbidity value 0.084 specified as AOD at 500 nm). Figure 36 shows the percentage of 

ultraviolet (UV, 280-400 nm), visible (Vis, 400-780 nm) and infrared (IR, > 780 nm) 

light as a function of air mass. It can be seen that for AM ≥ 3 the IR wavelengths have 

the highest proportion while the UV component is zero for AM > 7.  
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Figure 34: Direct spectral irradiance generated by SMARTS2 for AM1D to AM15D. Some air mass values are 

not illustrated for clarity purposes. 

 

 

Figure 35: Direct intensity versus zenith angle and air mass. Intensity values are calculated by integrating the 

solar spectral irradiance. 

 



 

63 

 

 

Figure 36: Ultraviolet, visible and infrared light percentage of direct normal irradiance as a function of air 

mass. 

4.3.2. Electrical model (EM) 

 

The EQE of the Spectrolab C1MJ 3J solar cell, as characterised by Kinsey and 

Edmondson [94] for a temperature range between 25°C and 75°C, was used for this 

application. The bottom subcell was measured using a C1MJ subcell isotype.  

 

The input parameters used for the electrical model are listed in Table 14. The cell area 

was taken as Acell = 1 cm
2
 and the optical efficiency was assumed to be ηopt = 0.8. The 

series resistance as a function of the incident power was calculated according to [192]: 

 sK

S

s R
CR

R
R

c

0
, 

(65) 

 

where RS0 = 11 mΩ is the series resistance at low intensity, Rs∞ = 40 Ω is the series 

resistance at high flux and Kc = 1.75 is a series resistance intensity coefficient. Table 15 

shows the fitting parameters for the C1MJ single-diode model which were adopted 

directly from Segev et al. [89]. 
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Subcell α (eV/K) β (K) Eg at 0 K (eV) 

1 4.72×10
-4
 269 1.86 

2 5.39×10
-4
 204.7 1.495 

3 4.77×10
-4
 235 0.756 

Table 14: Inputs of electrical model. 

 

Subcell κ (A/(cm
2
∙K

4
)) γ n 

1 1.833×10
-8
 1.81 1.89 

2 2.195×10
-7
 1.86 1.59 

3 1.9187×10
-5
 1.44 1.43 

Table 15: Fitting parameters for C1MJ single-diode model adopted directly from Segev et al. [89]. 

 

4.3.2.1. Short-circuit current density 

 

From equation (14), the Jsc distribution for each subcell can be calculated. As mentioned 

earlier (see Chapter 3), higher Tcell decreases each subcell's band-gap causing the EQE 

to shift towards the longer wavelengths and therefore the Jsc follows the same behaviour 

(Jsc,3 is plotted separate to Jsc,1 and Jsc,2 for clarity; see Figures 37 and 38). Figures 39 

and 40 show the effect of AM; higher air mass values show a significant drop in the 

short wavelength region (see also Figures 34 and 36) and therefore the effect on higher 

band-gap subcells is higher than the low band-gap (germanium) subcell. This will be the 

case especially for Jsc,1 which decreases rapidly for AM > 2 acting as the current limiting 

subcell. Also considering that in the winter period, the AM will always be greater or 

equal to 2 at middle to high latitudes, the subcells will never be current matched [56]. 

This has an impact on the electrical performance of the cell since the excess current will 

be transformed directly to heat. Moreover, by comparing Figures 34 and 36 with 

Figures 37 to 40, it is apparent that the germanium subcell will never limit the current 

output. 
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Figure 37: Short-circuit current density distribution of top and middle subcell under 500× and AM1.5D as a 

function of temperature (the Jsc at 65°C is not illustrated because of the proximity of EQE data to the 75°C 

[94]). 

 

 

Figure 38: Short-circuit current density distribution of bottom subcell under 500× and AM1.5D as a function 

of temperature. 
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Figure 39: Effect of AM on short-circuit current density distribution of top and middle subcell under 500× and 

Tcell  = 25°C. 

 

 

Figure 40: Effect of AM on short-circuit current density distribution of bottom subcell under 500× and 

Tcell  = 25°C. 

 

4.3.2.2. Total open-circuit voltage 

 

The Voc dependence on temperature under variable AM is plotted in Figure 41. 

Increasing temperatures result in an increase in the J0 which, in turn, decreases the Voc 

(see also equations (51), (52) and (53)). The relative temperature coefficient range is 



 

67 

 

between -0.16%/K for AM1D to -0.18%/K for AM15D. This shows that there is only a 

weak dependency of AM change on the Voc temperature coefficient. By increasing the 

AM, the Voc decreases by 0.48%/AM at 25°C, 0.56%/AM at 45°C, 0.61%/AM at 65°C 

and 0.63%/AM at 75°C. This reduction is due to the Jsc decrease. 

 

Figure 41: C1MJ total open-circuit voltage at CR = 500× under variable air mass and cell temperature. 

 

4.3.2.3. Efficiency 

 

Since the bottom subcell will never limit the current (as explained in section 4.3.2.1.) 

the ratio of the top to the middle subcell's short-circuit current density (X = Jsc,1/Jsc,2) is 

used for comparison. Figure 42 shows that the maximum efficiency at any temperature 

is achieved when the top and middle subcells are current matched. Also the middle 

subcell is the current limiting cell only for air mass values lower than AM1.5D while 

for all other air mass values the current limiting subcell is the top subcell. X is shown 

only for 25°C for clarity purposes because it is very close to the short-circuit current 

ratio at higher temperatures (X at 75°C is 0.58% higher for AM1D and 3% for AM15D). 
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Figure 42: Ratio of top to middle subcell's short-circuit current density, X at 25°C (left black axis) and cell's 

efficiency (right blue axis) at CR = 500× over a range of air mass values and cell temperatures.  

 

4.3.2.4. Heat power 

 

The analysis of the triple-junction solar cell's electrical output is important to quantify 

the heat power which is produced and needs to be dissipated by the cooling mechanism. 

In order to calculate the heat power over a range of air mass values and temperatures, 

equation (58) is used. The maximum heat power is found to be 25.5 W at AM1D and 

75°C (Figure 43). Inset graph in Figure 43 shows the air mass values of interest for the 

thermal model; thermal issues are not significant for AM > 2, since any cooling 

mechanism which is designed to dissipate the heat at AM ≤ 2, will be adequate for any 

range of higher air mass values. 
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Figure 43: Heat power at CR = 500× over a range of cell temperatures and air mass values; inset graph shows 

the air mass values of interest for the thermal model. 

 

4.3.2.5. Current mismatch effect on heat power 

 

The maximum heat power produced on the cell due to current mismatch is quantified 

using equation (66) [193] and is shown graphically in Figure 44. The minimum heat 

power due to current mismatch is found when the top and middle subcells generate the 

same current (i.e. under AM1.5D), however the increasing operating temperature shows 

a reduction of 13% which is due to the reduction of the Eg which in turn reduces the Voc. 

For AM > 2 the heat increases sharply because a subcell limits the current until AM > 7 

where the heat power is reduced mainly due to the decrease in the spectral irradiance 

intensity. 

iOCtotaliscCMheat VIIq ,

3

1

,,   
 

(66) 
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Figure 44: Maximum heat power produced on the solar cell due to current mismatch for a range of air mass 

values and operating temperatures at CR = 500×. 

 

4.3.2.6. Validation of electrical model 

 

For validation purposes, the electrical model used the same inputs as Kinsey and 

Edmondson [94] (CR = 555×, ηopt = 1) and was then simulated to compare the 

calculated electrical efficiency with measured data from Kinsey and Edmondson [94]. 

The C1MJ short-circuit current density values were adopted directly from Kinsey and 

Edmondson [94] for the four measured temperatures. The absolute root mean square 

error (ARMSE) of efficiency was calculated as:  

 
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1
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N
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N

 







 

(67) 

 

where ηcell,meas is the measured electrical efficiency at Tcell from Kinsey and Edmondson 

[94] and ηcell,calc is the calculated electrical efficiency from the model. These are shown 

graphically in Figure 45 for ARMSE = 0.0025. 
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Figure 45: C1MJ calculated efficiency at 25°C, 45°C, 65°C and 75°C for AM1.5D, CR = 555×, ηopt = 1 and 

comparison with published data [94]. 

 

4.3.3. Thermal model (FETM) 

 

The calculated heat power from the electrical model was used as an input to the thermal 

model. The geometry, thermal boundary conditions and assumptions of the C1MJ 

model are shown in Figure 46 and Table 16. The 3J solar cell is modelled as one entity 

(germanium cell) because the top and middle subcells are much thinner than the bottom 

and therefore they would not affect the thermal model; this is confirmed by Chou et al. 

[139]. The solar cell is attached on a DBC substrate which is made of copper 

(Cu)/aluminium oxide (Al2O3)/copper. The electrical connections are made of silver 

(Ag). The cell is connected to a 12A Schottky diode which, for simplicity is not 

modelled. The CCA (solar cell, DBC, connections) is modelled for this application in 

order to be more generally applicable and not specific to one particular module where 

all the bespoke design of packaging materials would need to be introduced. The 

thermophysical properties and dimensions are listed in Tables 17 and 18 respectively. 
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Figure 46: Geometry, thermal boundary conditions and assumptions of 3D C1MJ thermal model. 

 

No Region Boundary Condition/Assumption 

1 C1MJ solar cell surface Heat source as found from EM equation (58) 

2 All free surfaces on top and sides Natural convection 

3 All free surfaces Surface to ambient radiation 

4 Back plate surface Variable hconv (Table 13) 

5 Ambient Variable ambient temperature (Table 13) 

6 All surfaces Assume initial temperature (= 25°C) 

Table 16: Thermal boundary conditions and assumptions. 

 

Material k (W/(m∙K)) Cp (J/(kg∙K)) ρ (kg/m
3
) ε 

Ge 60 320 5323 0.9 

Cu 400 385 8700 0.05 

Al2O3  30 900 3900 0.75 

Ag 430 235 10490 0.03 

Table 17: Materials' thermophysical properties. 

 

Layer Thickness (mm) Length (mm) Width (mm) 

C1MJ solar cell 0.19 10 10 

Cu 0.25 24 19.5 

Al2O3 0.32 25.5 21 

Cu 0.25 25 20.5 

Busbar 0.006 10 0.305 

Contacts 0.025 10 3.5 

Table 18: Assembly's dimensions. 
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The simulation ran using the Generalized Minimal RESidual method (GMRES) which 

is an iterative solver. The CCA configuration was meshed using the physics controlled 

mesh sequence as part of COMSOL. A mesh independency analysis was conducted by 

progressively increasing the number of elements until the temperature change was 

minimised; this was found to be at approximately 400,000 elements. Due to 

significantly lower computational time and relatively small error of 0.03% in maximum 

temperature, a fine mesh setting with 237,288 elements over a 435 mm
3
 mesh volume 

was used. 

 

The 3J C1MJ solar cell is modelled as a heat source. All the free areas at the top release 

heat to the environment through external natural convection and surface radiation. The 

back-plate’s surface (copper) releases heat to the environment through surface to 

ambient radiation and also convection where the convective heat transfer coefficient is 

varied; the air temperature is also varied. For reliability purposes, all the cases up to a 

cell temperature of 100°C are examined, as the cell can degrade if operated at higher 

temperatures for a prolonged time [183]. 

 

As described in section 4.2 and the flowchart in Figure 33, the integrated model runs 

iteratively for an initial temperature of Tcell(s) = 25°C; the electrical model calculates the 

heat power at 25°C and the thermal model runs until it converges. The calculated 

Tcell(s+1) from the thermal model is then imported back to the electrical model to 

calculate the heat power at Tcell(s+1). The iterations are continued until a difference 

lower or equal to 0.002K is achieved (i.e. convergence). Figure 47 shows the integrated 

volumetric solar cell’s temperature after 6 iterations for convective heat transfer 

coefficients ranging from 1200 W/(m
2
∙K) to 1600 W/(m

2
∙K) and a constant Tamb = 35°C. 

The solution is shown to converge in all cases after the 3
rd

 iteration. 
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Figure 47: Integrated volumetric solar cell temperature as a function of the cycle iteration, ambient 

temperature Tamb = 35°C and AM1D. 

 

Figure 48 shows the temperature distribution across the C1MJ solar cell for AM1D, 

hconv = 1600 W/(m
2
∙K) (i.e. Rth=1/(hconv∙A) = 1.22 K/W, area of 5.13 × 10

-4
 m

2
) and 

Tamb = 45°C. A maximum temperature of 90.33°C is observed at the centre of the cell 

while the temperatures of the top layer of the DBC board, which is not illuminated, 

range from 70°C at the edges to 80°C near the cell. The integrated volumetric 

temperature of the solar cell is 86.82°C. 

 

 

Figure 48: Temperature distribution (°C) across the C1MJ CCA for hconv = 1.6 kW/(m
2
∙K) and Tamb = 45°C. 



 

75 

 

In Figure 49, the solar cell’s temperature is estimated for 

1200 W/(m
2
∙K) ≤ hconv ≤ 1600 W/(m

2
∙K) and 25°C ≤ Tamb ≤ 45°C. Each point on the 

graph represents 5 simulations/iterations as shown in Figure 47. As expected, ambient 

air temperature has a strong influence on the cell’s temperature, with approximately 

degree directly proportion increase in temperature with air temperature. At AM1D, 

where the integrated direct spectral intensity is 988.8 W/m
2
 and for an ambient 

temperature of 45°C, the C1MJ CCA can be cooled sufficiently by a convective heat 

transfer coefficient, hconv > 1200 W/(m
2
∙K) if a maximum operation temperature at 

100°C is assumed. However, if the maximum temperature is set at 90°C, then hconv 

should be higher than 1400 W/(m
2
∙K). For the same spectral conditions and ambient 

temperature of 35°C, a heat transfer coefficient, hconv > 1200 W/(m
2
∙K) can adequately 

cool the solar cell's temperature well below 90°C. 

 

 

Figure 49: Integrated volumetric solar cell temperature as a function of convective heat transfer coefficient, 

air mass (triangle AM1D, square AM1.5D, circle AM2D) and ambient temperature (blue 25°C, green 35°C, 

red 45°C). 

 

At AM1.5D conditions and ambient air temperature of 35°C, the maximum solar cell 

temperature is 81.93°C for a surface convective heat transfer coefficient of 

1200 W/(m
2
∙K) and as low as 72.12°C for hconv = 1600 W/(m

2
∙K). However, under 

extreme conditions (Tamb = 45°C), the maximum temperature is 92.59°C for 

hconv = 1200 W/(m
2
∙K) and 82.64°C for hconv = 1600 W/(m

2
∙K). At higher values of air 

mass, a higher thermal resistance is acceptable and therefore, only up to AM2D are 
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presented. It is also shown that Rth ≤ 1.4 K/W (hconv > 1400 W/(m
2
∙K)) can be sufficient 

to maintain the cell below a safe operating limit without risking any long term 

degradation of the system. For locations with ambient temperatures lower than 40°C, a 

higher heat sink thermal resistance may be acceptable. 

 

4.4. Summary, conclusions and future work 

 

An integrated solar spectrum dependent electrical-thermal model was described for 3J 

solar cells under concentration followed by an application for the C1MJ CCA. It was 

shown that, since the solar spectrum is transient during the day, the AM1.5D does not 

offer representative results of the realistic operation of the solar cell in the field. Instead, 

designing the cooling or heat sinking requirements at AM < 1.5 is preferable because the 

3J solar cell is not current matched and also because the heat is higher, due to higher 

solar radiation intensity. 

 

This model examines the thermal behaviour of 3J solar cells under variable air mass, 

ambient temperature and thus electrical characteristics. It can therefore accurately 

quantify the thermal power which needs to be dissipated, including the excess thermal 

output due to current mismatch. 

 

It was found that a CPV single cell configurations of 1 cm
2
 area, can be adequately 

cooled passively with a heat sink thermal resistance below 1.63 K/W while for locations 

with extreme ambient conditions, a thermal resistance less than 1.4 K/W is needed to 

keep the CCA operating under 90°C.  

 

This chapter investigated the thermal behaviour of a solar cell assembly; however the 

concentrator optics were not modelled in terms of their spectral transmittance or 

reflectivity as a function of temperature. Increasing temperatures on refractive optics 

will result in a change in the refractive index of the lens due to thermal expansion; this 

can lead to an increase in the focal length and therefore change the overall system 

power generation [121]. Also, the non-uniformity of the irradiance on the surface of the 

solar cell was not been considered in this work; Jaus et al. [140] considered the 

inhomogeneous intensity of the sun by dividing the solar cell area into different regions. 

Jaus et al. [140] did not consider the spectral dependent irradiance, which is considered 
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here. If the spectral optical efficiency as a function of temperature and the 

inhomogeneity of spectral irradiance are incorporated in the model [194], the accuracy 

of the model is likely to be increased further. 
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Chapter 5: Experimental validation of modelling procedure 

 

The experimental validation of the numerical models presented earlier is the subject of 

this chapter. An outdoor characterisation has been performed in Albuquerque, NM for a 

Suncore HCPV monomodule. Firstly, the spectral changes have been monitored under 

clear-sky conditions using a sunphotometer that measured the AOD and PW. These 

values were then imported in SMARTS2 to generate the spectrum. The spectrum was 

used as an input in the EM to simulate the electrical characteristics. A three-dimensional 

thermal model has been developed in COMSOL Multiphysics to predict the thermal 

behaviour of the monomodule. The temperatures in places near the cell were compared 

to measurements. The procedure validates each model independently and also as an 

integrated model according to the process flow diagram presented in Chapter 3.  

 

5.1. Description of numerical model for DDM-1090× monomodule 

 

The system under study is the DDM-1090× monomodule. As mentioned in Chapter 3, 

the DNI is concentrated by a SoG Fresnel lens. A secondary optic is used to homogenise 

the solar flux on the solar cell surface. The solar cell is attached on a DBC substrate but 

instead of Al2O3, it uses an AlN (aluminium nitride) which offers greater thermal 

conductivity (see Tables 17 and Table 20). A Schottky bypass diode 15 A is also 

incorporated to provide protection (from hot spots) to the cell. The CCA is attached to a 

radially finned aluminium alloy (Al-6063; will be referred to as Al) heat sink by a 

thermal interface material (TIM). The total area of the heat sink is 0.192 m
2
 and consists 

of 11 fins. Sylgard-184 encapsulates the assembly. A 3D FETM model has been 

developed to predict the instantaneous thermal behaviour of the monomodule. For 

simplicity, the contacts, terminals and packaging materials are not modelled. The 

Schottky diode is modelled as a silicon entity with a plastic packaging. The Sn-Ag-Cu 

(tin, silver, copper alloy) solder paste (between the solar cell and DBC board) and the 

TIM (between the DBC board and heat sink) are modelled as thin thermally resistive 

layers (0.125 mm thickness, k = 78 W/(m∙K) and 0.05 mm thickness, k = 2.83 W/(m∙K) 

respectively) [110, 195]. The geometry, thermal boundary conditions and assumptions 

are illustrated in Figure 50 and explained in Table 19. The thermophysical properties of 

the materials that have not been used in the numerical models earlier are given in Table 

20. Table 21 shows the dimensions of each domain. 
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Figure 50: Geometry, thermal boundary conditions and assumptions of DDM-1090× monomodule thermal 

model. 

 

No Region Boundary Condition/Assumption 

1 Emcore solar cell surface Heat source at open-circuit conditions 

2 All free surfaces inside Natural convection, hin 

3 Extended heat sink facing ambient Mixed convection (natural & wind), hHS 

4 All free surfaces Surface radiation 

5 Below DBC and solar cell Thin thermally resistive layers 

6 Ambient Ambient temperature 

7 All surfaces Assume initial temperature (= 25°C) 

Table 19: Thermal boundary conditions and assumptions of HCPV monomodule. 

 

Material k (W/(m∙K)) Cp (J/(kg∙K)) ρ (kg/m
3
) 

AlN 180 740 3300 

Si 130 700 2329 

Al 200 900 2700 

Table 20: Materials' thermophysical properties; materials used earlier can be found in Table 17. 
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Domain Layer Thickness (mm) Length (mm) Width (mm) 

Solar cell Ge 0.185 10 10 

DBC substrate 

Cu 0.3 27.3 22.8 

AlN 0.635 28.3 23.8 

Cu 0.3 27.3 22.8 

Diode Si 1.2 6.15 4.75 

Heat sink 
Al base 5 101.6 101.6 

Al fins ~2.6
a 

65 - 75.8 101.6 

       a measured at the round edge of the fin and therefore it is an approximate value. 

Table 21: Dimensions of monomodule's domains. 

 

The solar cell is modelled as a heat source. The heat is transferred through the solid 

layers via conduction. All free areas inside the monomodule packaging release heat 

through natural convection (hin) and surface radiation. The finned heat sink is exposed 

to the ambient and releases heat to the environment through natural and forced (caused 

by wind) convection (hHS) and surface to ambient radiation. The ambient temperature is 

given and the initial temperature of all surfaces is assumed to be 25°C; the convergence 

is independent of initial temperature; this is discussed and verified in Chapter 3. 

 

The GMRES solver was also used for this model, similarly to the model presented in 

Chapter 4. A physics-controlled mesh setting was initially tested but due to the much 

greater size of heat sink as compared to the CCA, the configuration was meshed using 

the user-controlled mesh sequence. Therefore, a non-uniform mesh was applied. A mesh 

independency analysis was conducted by progressively increasing the number of 

elements until the temperature change was minimised. From Figures 51 and 52 it can be 

seen that for a number of elements higher than about 800,000 (i.e. mesh sequence 

number 8 in Figure 52) the temperature difference between the finest mesh setting and 

the investigated one was near zero. Therefore, an extremely fine mesh was applied on 

the CCA and a fine mesh on the heat sink. This resulted to 875,664 elements over a 

226,500 mm
3
 mesh volume. The maximum temperature difference between the selected 

mesh and other finer mesh settings was 0.01%. 

 



 

81 

 

 

Figure 51: Variation of maximum cell temperature as a function of the number of mesh elements. 

 

 

Figure 52: Temperature difference of finest mesh setting and others. After the 8
th

 sequence the difference 

drops to almost zero. 

 

5.2. Experimental validation 

 

The measurement of solar cell temperature in concentrating systems is not a trivial 

procedure; the thermocouple cannot be placed in the path of the concentrated beam 

because the measured temperature would be much higher than the real cell temperature. 

Therefore, indirect methods must be applied [115, 188] as mentioned earlier in Chapter 
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2. A TC is usually placed at the back surface of the module, however the temperature 

difference between the solar cell and back surface can be large; it can also be higher 

than 10°C across the solar cell's surface itself [196].  

 

 

 

Figure 53: Thermocouple placements on the monomodule's receiver: TC1 in SS-109 sealant, TC2 on diode 

package, TC3 in sylgard-184, TC4 near wire insulation, TC5 on metal contact (Figure courtesy of M. Sumner, 

Suncore US). 

 



 

83 

 

In this monomodule, Suncore embedded five T-type thermocouples (TC1 - TC5) as 

close to the solar cell as possible (see Figure 53). In addition, a thermocouple (TC6) has 

been also placed in the centre of the heat sink's base (i.e. "the root" [110]). The 

calibrated thermocouples offer an accuracy of ±1°C. 

 

5.2.1. Validation of spectral modelling 

 

The prediction accuracy of DNI is the most important parameter when a performance of 

a HCPV system is assessed. As described earlier, sunphotometer measurements were 

taken manually during clear-sky days. The solar spectrum was then generated using 

SMARTS2. In order to gain confidence in the simulated spectra, a comparison between 

measured and modelled broadband DNI has been conducted. 

 

The relative AM calculation and sunphotometer measurements (AOD, PW) from 

25/06/2015 to 21/08/2015 in Albuquerque, NM are shown in Figures 54, 55 and 56 

respectively. 

 

 

Figure 54: Relative AM values for period between 25/06/2015 to 21/08/2015 in Albuquerque, NM. 

 

Due to the season (summer period in a northern hemisphere site), the majority of 

relative AM values (79.2%, or 145 out of 183 datapoints) in Figure 54 are between 

AM = 1 to AM = 2. In Figure 55, the AOD values range from 0.05 to 0.27 while for the 
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PW in Figure 56, the range is between 0.83 cm and 2.17 cm. A summary of maximum, 

minimum and average values is given in Table 22. 

 

 

Figure 55: AOD at 500 nm for period between 25/06/2015 to 21/08/2015 in Albuquerque, NM. 

 

 

Figure 56: PW values for period between 25/06/2015 to 21/08/2015 in Albuquerque, NM. 
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Parameter Maximum Minimum Average ASTM G173-03 

AM 8.09 (1.93) 1.02 (1.02) 1.63 (1.31) 1.5 

AOD 0.27 (0.24) 0.05 (0.05) 0.10 (0.11) 0.084 

PW (cm) 2.17 (2.17) 0.83 (0.83) 1.43 (1.45) 1.42 

Table 22: Unfiltered maximum, minimum and average values of AM, AOD, PW and in parenthesis the values 

after filtering for AM < 2. The ASTM G173-03 values are also given as a reference. 

 

The simulated DNI values are compared to pyrheliometer measurements. 

Pyrheliometers do not measure the spectral distribution but the broadband DNI hence, 

the simulated broadband DNI is obtained by the trapezoidal integral of the spectral DNI 

modelled by SMARTS2. In order to quantify the accuracy of the simulated DNI the 

following statistical parameters have been used:  

The ARMSE [197, 198]: 

21
( )

N

i

i

ARMSE DNI
N

    
 

(68) 

 

The normalised root mean square error (NRMSE) [81]: 

,

100
1 N

measured i

i

ARMSE
NRMSE

DNI
N

 


 

 

(69) 

 

The mean bias error (MBE) [62, 99]: 

,

100 N
i

i measured i

DNI
MBE

N DNI


   

 

(70) 

 

The mean absolute error (MAE) [197, 199]: 

1 N

i

i

MAE DNI
N

   
 

(71) 

 

where 

modelled measuredDNI DNI DNI    
 

(72) 

 

and N is the number of datapoints (or predictions). 

 

A comparison over 183 datapoints is illustrated in Figure 57. It can be seen that there is 

a relatively good accuracy between modelled and measured data; NRMSE = 5.75%, 

ARMSE = 50.61 W/m
2
, MAE = 30.51 W/m

2
 and MBE = -1.85%. Taking a careful look 

at the comparison in Figures 57 and 58, it can be seen that the highest residuals occur 

for low values of irradiance; this issue is consistent with studies by Chan [99] and 



 

86 

 

Gueymard [200]. Moreover, high residuals have also been noticed during the early 

morning and late afternoon hours, where the AM was relatively higher. 

 

Figure 57: Comparison of measured DNI with modelled broadband DNI for period between 25/06/2015 to 

21/08/2015 in Albuquerque, NM. 

 

 

Figure 58: : Linear regression analysis of modelled broadband DNI versus the measured DNI. 

 

Since the main parameter affecting the DNI under clear-sky conditions is the AM, a 

filter has been applied for AM < 2. The filtering criterion reduced the datapoints to 145 

and the comparison is shown in Figure 59. The AM < 2 filter has significantly improved 

the accuracy of the SMARTS2 generated DNI showing NRMSE = 2.80%, 
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ARMSE = 25.64 W/m
2
, MAE = 16.75 W/m

2
 and MBE = -1.62%. In addition, the 

regression analysis is illustrated Figure 60. 

 

 

Figure 59: Comparison of measured DNI with modelled broadband DNI after the AM < 2 filter for period 

between 25/06/2015 to 21/08/2015 in Albuquerque, NM. 

 

 

Figure 60: Linear regression analysis of the modelled broadband DNI versus the measured DNI after the 

AM < 2 filter. 

 

A summary of the errors for both comparisons is shown in Table 23. The MBE in both 

cases is negative and shows that the modelled DNI underestimates the measured. The 

NRMSE is 5.75% when no filter is applied and as explained above, the higher residuals 
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were due to the higher AM during the early morning and late afternoon hours; when the 

AM < 2 filter was applied the NRMSE dropped to 2.8%. The ARMSE and MAE of both 

methods are well below 100 W/m
2
 which according to the results of the DNI validation 

of Chan et al. [54] are reasonable. 

 

Method NRMSE (%) ARMSE (W/m
2
) MAE (W/m

2
) MBE (%) 

No filter 5.75 50.61 30.51 -1.85 

Filtered 2.80 25.64 16.75 -1.62 

Table 23: A summary of errors for both methods comparing the modelled against the measured DNI. 

 

5.2.2. Validation of thermal modelling 

 

Before validating the electrical model, it is important to validate the thermal behaviour 

of the monomodule in terms of temperature prediction on certain parts of the receiver. 

In order to achieve this in a relatively low computational time, a parametric study has 

been performed in COMSOL Multiphysics by varying one parameter at a time for the 

following ranges:  

 45 W ≤ qheat ≤ 80 W, step 5 W 

 10°C ≤ Tamb ≤ 40°C, step 10°C 

 10 W/(m
2
∙K) ≤ hHS ≤ 24 W/(m

2
∙K), step 2 W/(m

2
∙K)  

 

Since the I-V measurements were taken at open-circuit conditions (i.e. no electrical 

energy was harvested), the qheat was calculated by: 

4000

, ,2

280

( ) ( )heat oc geo SoG opt cellq DNI CR T A d            
(73) 

 

where TSoG(λ) is the spectral transmittance of the SoG Fresnel lens and ηopt,2 is the 

optical efficiency of the secondary optic (homogeniser). In instances where spectral data 

were not available, the broadband DNI value was used instead and a TSoG = 0.91. 

 

The solution time of the simulations of the parametric study was 6 hours, 42 minutes 

and 7 seconds. Regression analysis has been performed to quantify the temperatures on 

the solar cell (volumetric), diode (average on top surface) and heat sink (average on 

central fin; i.e. as close to the "root" as possible) as a function of the parameters 

described in the bullet points of this section (i.e. qheat, Tamb, hHS). The other TC readings 

were not compared since they were not modelled for simplicity. The equations are given 
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below ((74) to (76)) and the intercepts, coefficients and R
2
 values are shown in Table 

24. 

 

cell cell cell heat cell amb cell HST q T h           
(74) 

 

diode diode diode heat diode amb diode HST q T h           
(75) 

 

HS HS HS heat HS amb HS HST q T h           
(76) 

 

 

Coefficient Solar cell Diode Heat Sink 

α (°C) 22.317 22.108 22.409 

β (°C/W) 0.654 0.437 0.385 

γ 0.995 0.993 0.995 

δ (°C/(W∙m-2
K

-1
)) -1.305 -1.284 -1.308 

R
2 

0.986 0.984 0.983 

Table 24: Intercepts and coefficients of linear regression performed for the calculation of solar cell, diode and 

heat sink temperatures. 

 

For the temperatures comparison, the "clearest" day during the measurements period has 

been selected (13
th
 of August 2015). The following filters have been applied to the 

measured data: 

 5 minute DNI deviation < 2%  

 tracking error < 0.3°  
 WS < 5 m/s.  

 

No clear-sky filter was required. The convective heat transfer between the heat sink and 

ambient air is also affected by the wind speed and direction. Constant values of hHS 

exhibited a large error due to the variable forced convection caused by the wind. In 

order to take this into account the hHS has been optimised to fit the measured data [201, 

202]. Therefore, assuming that the natural and forced convective heat transfer 

coefficient was hHS = 15 + 1.5∙WS and the natural convective heat transfer coefficient 

inside the module hin = 5 W/(m
2
∙K), the comparison of the measured against the 

simulated Tdiode is shown in Figure 61; the solar cell temperature prediction is also 

shown with an average ΔT between the simulated cell and diode temperatures of about 

15.5°C. The highest residuals between simulated and measured diode temperatures 

occur around noon, although the DNI, Tamb, WS are relatively constant (less than 1% 

change). This can be attributed to the wind direction and the tracker position that have 

not been taken into account in the analysis. Nevertheless, the errors of the Tdiode 
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prediction are NRMSE = 4.6%, ARMSE = 2.85°C, MAE = 2.18°C and MBE = 0.56%; 

these values are considered acceptable, because such systems typically operate at 

temperatures between 50°C to 80°C [203]. 

 
Figure 61: Tcell prediction and comparison of measured with simulated Tdiode on the 13

th
 of August 2015 in 

Albuquerque, NM. Simulated Tcell is also illustrated as a reference. 

 

In addition, the comparison of the measured against the simulated heat sink temperature 

is shown in Figure 62 for NRMSE = 5.68%, ARMSE = 3.27°C, MAE = 2.67°C and 

MBE = 1.75%. The higher error, compared to the Tdiode, was expected because the TC 

was attached manually in the "root" of the heat sink. Equation (76) estimates the 

average temperature between the central located fins (assuming that it is directly below 

the solar cell) and therefore the higher errors were caused due to the inaccurate 

placement of the TC on the heat sink. The average ΔT of simulated Tcell and measured 

THS was found to be approximately 20°C. 

 

Parameter Value 

Isc,ref (A) 11.54 

Voc,ref (V) 3.15 

β (V/°C) -4.5E-3 

n 5 

Tcell,ref (°C) 25 

Table 25: Input parameters for the Tcell calculation using the Voc-Isc method. 

 

The predicted volumetric cell temperature has been compared with the Voc-Isc method 

described earlier in Chapter 2 (equation (25)). The input parameters of the equation and 
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CSTC values of the monomodule are given in Table 25. A very good agreement 

between the two methods is shown in Figure 63 for NRMSE = 3.03%, ARMSE = 

2.36°C, MAE = 1.94°C and MBE = -0.03%. 

 

Figure 62: Tcell prediction and comparison of measured with simulated THS on the 13
th

 of August 2015 in 

Albuquerque, NM. Simulated Tcell is also illustrated as a reference. 

 

 

Figure 63: Comparison of simulated Tcell against the Voc-Isc method of calculating Tcell on the 13
th

 of August 

2015 in Albuquerque, NM 

 

 The average global Rth of the monomodule was found to be 0.28 K/W and the effect of 

WS is shown in Figure 64. It can be seen that the increasing wind speed reduces the Rth 

however; there is evident noise in the data mainly caused by the wind direction. Further 
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analysis is required to quantify the impact of wind direction with respect to the module's 

(or tracker's) position. A preliminary analysis has been presented by Castro et al. [204] 

and it was concluded that northern winds improve the convective cooling of the 

modules (compared to the western winds of same speed). 

 

It has to be noted that the coefficients used for the temperatures estimation depend on 

the specific monomodule's geometry, characteristics and materials. The coefficients will 

vary in other type of systems and should be fitted with experimental data and 

simulations. 

 

 

Figure 64: Effect of wind speed on monomodule's thermal resistance on the 13
th

 of August 2015 in 

Albuquerque, NM. 

 

Two examples of the temperature distribution across the monomodule are shown in 

Figures 65 and 66. In Figure 65, qheat = 50 W, Tamb = 10°C and hHS = 10 W/(m
2
∙K). The 

maximum cell temperature is 54.67°C in the centre of the cell while the DBC board 

exhibits temperatures from around 40.5°C in the edges to around 47°C near the cell. 

The heat sink temperature ranges from around 34.6°C at the edge to around 40.8°C in 

the "root". The volumetric temperatures of the solar cell and heat sink are 51.9°C and 

36.7°C respectively.  
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Figure 65: Temperature distribution (°C) across the monomodule for qheat = 50 W, Tamb = 10°C and 

hHS = 10 W/(m
2
∙K). 

 

 

Figure 66: Temperature distribution (°C) across the monomodule for qheat = 80 W, Tamb = 40°C and 

hHS = 20 W/(m
2
∙K). 
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In Figure 66, the qheat = 80 W, Tamb = 40°C and hHS = 20 W/(m
2
∙K). In the same manner 

as above, the maximum cell temperature is 91.2°C in the centre of the cell while the 

DBC board exhibits temperatures from around 68.7°C in the edges to around 80.3°C 

near the cell. The heat sink temperature ranges from around 59.2°C at the edge to 

around 69°C in the "root". The volumetric temperatures of the solar cell and heat sink 

are 86.74°C and 62.4°C respectively. 

 

5.2.3. Validation of electrical modelling 

 

The mathematical equations used for the electrical modelling have been presented in 

Chapter 3. Moreover, the equipment used to measure the atmospheric, meteorological 

and irradiance parameters have also been presented in Chapter 3. Here, the electrical 

model is validated against measured data at the test site in Albuquerque, NM.  

 

For the electrical validation, a clear-sky day has been selected in order to examine the 

performance of the monomodule over a course of a day. Figure 67 shows the DNI and 

GNI variation on the "clearest" day (13
th

 of August 2015, 10:32 am to 17:11 pm) during 

the period that the experiments were conducted. From Figure 67, it can be noticed that 

the highest residuals between modelled and measured DNI are during the first 3 

measurements (before noon) with a |ΔDNI| up to 48.2 W/m
2
 and the lowest down to 

1.9 W/m
2
.  

 

In order to calculate the Isc at any temperature, a function was created that calculated the 

EQE at different temperatures using a procedure based on interpolation published by 

Steiner et al. [102]. This procedure exhibited an average difference of 1% on Jsc [102]. 

Figure 68 shows a qualitative comparison of the calculated and measured [94] EQE at 

45°C for each subcell of the C1MJ solar cell. To quantify the difference, equation (14) 

was used to calculate the Isc of the whole C1MJ cell using the calculated and measured 

EQE at AM1.5D; this resulted to a difference of 0.16% and 0.31% at 45°C and 75°C 

respectively. Higher differences (up to 5.3%) were observed for the Ge subcell but are 

considered insignificant because the low voltage bottom subcell never limits the total 

current output. The C1MJ solar cell has been used for this comparison because EQE 

data at higher temperatures were not available for the Emcore 3J solar cell. The rest of 
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the analysis however will be using the EQE of the Emcore's 3J solar cell given in Figure 

26. 

 

 

Figure 67: Measured GNI, DNI and the broadband DNI generated by SMARTS2 on the 13
th

 of August 2015 in 

Albuquerque, NM.  

 

 

Figure 68: EQE comparison of simulated and measured [94] data at 45°C for each subcell of the CMJ solar 

cell. The measured EQE at 25°C is used to calculate the EQE at any temperature. The * indicates the EQE 

data taken from Kinsey and Edmondson [94]. 

 

The spectral transmittance of the SoG Fresnel lens (Figure 25) has been assumed to be 

independent of any temperature changes. Moreover, the optical efficiency of the 

secondary optic has been adjusted to 80% to match the Isc at CSTC. 
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The Tcell was calculated based on equation (74). The inputs to the electrical model are 

given in Table 26 and the I-V curve comparison of the simulated against the measured 

data is presented in Figure 69. Moreover, the comparisons between each simulated and 

experimentally measured parameter are exhibited in Figures 70, 71, 72, 73 for Isc, Voc, 

Pmp and FF respectively.  

 

Subcell 1 2 3 

k (A/(cm
2
∙K

4
)) 5.3E-9 4.3E-8 10.5E-6 

n 1.82 1.68 1.5 

γ 2 2 2 

Rs (Ω) 0.045 

Table 26: Input parameters to the electrical model. 

 

 

Figure 69: Comparison of simulated I-V curve against the experimentally measured at 14:24 pm of the 13
th

 of 

August 2015 in Albuquerque, NM. 
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Figure 70: Comparison of simulated Isc against the experimentally measured on the 13

th
 of August 2015 in 

Albuquerque, NM. 

 

 
Figure 71: Comparison of simulated Voc against the experimentally measured on the 13

th
 of August 2015 in 

Albuquerque, NM. 
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Figure 72: Comparison of simulated Pmp against the experimentally measured on the 13
th

 of August 2015 in 

Albuquerque, NM. 

 

 

Figure 73: Comparison of simulated FF against the experimentally measured on the 13
th

 of August 2015 in 

Albuquerque, NM. 

 

As can be seen from Figures 69 to 73, very good agreement between measured and 

simulated parameters has been achieved and a summary of errors is given in Table 27. It 

can also be observed that the error of each prediction is highly influenced by the error of 

the spectral DNI input. Therefore, improvements on the measurement and/or calculation 

of spectral irradiance may reduce the errors further. 
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Parameter NRMSE ARMSE MAE MBE 

DNI 2.78% 25.26 W/m
2
 22.05 W/m

2
 -1.51% 

Isc 2.84% 0.29 A 0.23 A 0.38% 

Voc 0.7% 0.02 V 0.02 V -0.57% 

Pmp 2.66% 0.54 W 0.47 W 0.28% 

FF 1.2% 0.01 0.01 0.46% 

Table 27: Summary of errors between simulated and measured Isc, Voc, Pmp, FF and input DNI. 

 

The errors of the electrical parameters' estimation based on the Tcell calculated by the 

Voc-Isc method are presented in Table 28. It can be seen that Voc-Isc method results in 

lower errors on the Pmp and Voc estimations while the method proposed in this thesis 

results in lower errors on the Isc and FF estimations. Overall, the differences in errors 

between the two methods are very low (compare Tables 27 and 28), and therefore the 

proposed method can be considered acceptable for the Tcell calculation at both maximum 

power point and open-circuit conditions. 

 

Parameter NRMSE ARMSE MAE MBE 

Isc 2.97% 0.3 A 0.25 A 0.39% 

Voc 0.55% 0.02 V 0.02 V -0.54% 

Pmp 2.37% 0.48 W 0.4 W 0.33% 

FF 1.27% 0.01 0.01 0.48% 

Table 28: Summary of errors between simulated and measured Isc, Voc, Pmp, FF for Tcell calculated using the 

Voc-Isc method. 

 

5.3. Summary 

 

A 3D numerical model for the DDM-1090× monomodule has been developed in order 

to validate the accuracy of the numerical models presented earlier. A mesh 

independency analysis has also been presented.  

 

The modelling procedure has been validated independently in terms of the irradiance 

simulation and temperature prediction and also integrated in terms of the electrical 

behaviour prediction using the aforementioned as inputs. It has been shown that 

SMARTS2 predicts well the spectral DNI input, especially for AM < 2 

(NRMSE = 2.8%).  
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Moreover, the Tdiode and THS have been compared with measured data and the simulated 

Tcell with the Voc-Isc method. Good agreement has been achieved in all cases with 

NRMSE between 3.03% and 5.68%. It is important to highlight that the proposed Tcell 

estimation method can be used at both maximum power point and open-circuit 

conditions. It has been concluded that in order to improve the temperature prediction, 

the tracker position and wind speed direction should be taken into account in future 

studies. 

 

The electrical model has been validated in terms of the Isc, Voc, Pmp and FF with NRMSE 

of 2.84%, 0.7%, 2.66% and 1.2% respectively. As expected, the error of the spectral 

DNI input propagates into the prediction of the electrical characteristics and therefore, 

an improvement on the measurement and/or calculation of spectral irradiance may 

reduce the errors further. The model was also simulated based on Tcell inputs calculated 

by the Voc-Isc method. It was shown that the differences between the two models were 

very low and therefore the proposed Tcell calculation is acceptable. 

 

In summary, it was demonstrated that when adequate high-quality atmospheric data are 

available for a specific location, it is possible to satisfactorily predict the spectral, 

electrical and thermal behaviour of HCPV systems based on the proposed integrated 

modelling procedure. Moreover, the models can be used by HCPV designers in order to 

calculate the cooling requirements and avoid any possible over-sizing related to 

increased material usage, weight and cost, or under-sizing risking the system's 

reliability. 
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Chapter 6: The impact of atmospheric parameters on the spectral, 

electrical and thermal performance of a concentrating III-V triple-

junction solar cell: case studies  

 

The spectral sensitivity and cooling requirements of a concentrating 3J solar cell under 

variable AM has been investigated in Chapter 4. However, the atmospheric parameters 

such as the AOD and PW also change the distribution of the solar spectrum in a way that 

the spectral, electrical and thermal performance of a 3J solar cell is affected. In this 

chapter, the influence of the spectral changes on the performance of each subcell and 

whole cell has been analysed. It is shown that increasing the AM and AOD have a 

negative impact on the spectral and electrical performance of 3J solar cells while 

increasing the PW has a positive effect, although, to a lesser degree. A three-

dimensional finite element analysis model is used to quantify the effect of each 

atmospheric parameter on the thermal performance for a range of heat transfer 

coefficients from the back-plate to the ambient air and also ambient temperature. It is 

shown that a heat transfer coefficient greater than 1300 W/(m
2
∙K) is required to keep the 

solar cell under 100°C at all times. In order to get a more realistic assessment and also 

to investigate the effect of heat transfer coefficient on the annual energy yield, the 

methodology is applied for four US locations using data from a typical meteorological 

year (TMY3). 

 

This chapter contains material from Theristis et al. [205-207]: 

M. Theristis, C. Stark, and T. S. O'Donovan, "Determination of the cooling 

requirements for single cell photovoltaic receivers under variable atmospheric 

parameters," in Photovoltaic Specialist Conference (PVSC), 2015 IEEE 42nd, 2015. 

M. Theristis, E. F. Fernández, C. Stark and T. S. O’Donovan, "A theoretical analysis of 

the impact of atmospheric parameters on the spectral, electrical and thermal 

performance of a concentrating III–V triple-junction solar cells," Energy Conversion 

and Management, vol. 117, pp.218-227, 2016. 

M. Theristis, E. F. Fernández, J. P. Ferrer-Rodríguez, C. Stark, and T. S. O'Donovan, 

"Energy Yield Assessment of a High Concentration Photovoltaic Receiver Based on 

Simulated Spectra from Typical Meteorological Year Datasets", in 12
th

 International 

Conference on Concentrator Photovoltaic Systems (CPV-12), Freiburg, Germany, 2016. 
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6.1. Introduction 

 

HCPV systems use refractive or reflective optics to concentrate sunlight onto a smaller 

area made of high efficiency MJ solar cells. Currently triple-junction (3J) solar cells 

made of GaInP/GaInAs/Ge are available in the market with an efficiency of up to 42% 

[208]. The in-series connection of such cells and the different energy band-gap of each 

subcell causes a high spectral sensitivity. It is therefore necessary to model the effect of 

changing spectrum on the spectral, electrical and thermal performance of such devices. 

The HCPV performance is predominantly affected by the incident DNI [209] which in 

turn, is mainly determined by cloud cover [210], but also by changes in spectrum by 

variations of AM, AOD and PW.  

 

As mentioned earlier in Chapter 2, HCPV modules can be either rated indoors and 

outdoors [115] under CSTC, i.e. AM1.5D, DNI = 1000 W/m
2
 and cell temperature 

Tcell = 25°C or outdoors under Concentrator Standard Operating Conditions (CSOC, i.e. 

AM1.5D, DNI = 900 W/m
2
, Tamb = 20°C and wind speed WS = 2 m/s). The spectral 

conditions during the CSOC or outdoor I-V measurements for translation to CSTC [115] 

vary significantly compared to the standard ratings depending on the location and time 

of year because of the different atmospheric characteristics. According to Muller et al. 

[115], the spectral filtering criteria have not yet been agreed within the International 

Electrotechnical Commission (IEC). It is important therefore, to develop models or 

methods to identify the effects of each atmospheric parameter on the spectral and hence, 

the electrical and thermal performance of HCPV systems. Integrated modelling is 

necessary to enable the quantification of the spectral mismatch that will decrease the 

solar cell's electrical conversion efficiency resulting in an increase in heat, hence higher 

operating temperatures which will further reduce the electrical efficiency [178]. 

 

The passive heat exchangers can be different in terms of their area and geometry 

depending on the application [211]. In order to achieve a Tcell below safe operating 

limits and to avoid long-term reliability issues, the incident DNI needs to be quantified 

because it is the dominant factor which contributes to the heat power production. Due to 

the MJ solar cell's spectral sensitivity, analytical modelling is required to estimate the 

cooling requirements taking into consideration the ambient and atmospheric conditions. 

Moreover, although the temperature dependence of MJ solar cells is lower than silicon 

cells [212], it is crucial to design a robust cooling device to avoid elevated temperatures 
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and therefore possible degradation issues or even the cause of fire [197, 213]. 

Oversizing the heat exchanger however will result in increasing the system's cost 

needlessly. Hence, a trade-off between reliability and cost must be achieved. 

 

This chapter focuses on the accurate quantification of heat and therefore the cooling 

requirements using the hconv (or the inverse Rth) from the back-plate of the CCA to the 

ambient air as a criterion. It extends on Chapter 4 where the impact of solar geometry 

(air mass) on the electrical and thermal performance of 3J solar cells was investigated. 

The same model is used here to assess the effect of AM, AOD and PW on the spectral, 

electrical and thermal behaviour of 3J solar cells.  

 

6.2. Modelling procedure 

 

Similarly to Chapter 4, three models are integrated: the spectral irradiance is generated 

by the NREL SMARTS2 [100], an EM uses a single-diode model to simulate the 

electrical characteristics and heat power of a 3J solar cell at MPP and a FETM uses the 

heat power as an input from the electrical model in order to predict the temperature and 

the cooling requirements. The equations used for the EM and FETM models are 

presented in Chapter 3 [148, 149]. The spectral performance is evaluated using the SF 

and SMR1 (defined in Chapter 2) indices as criteria. 

 

6.2.1. Impact of atmospheric parameters on spectral and electrical 

performance 

 

Firstly, the impact of AM, AOD and PW on the spectral and electrical performance of a 

triple-junction solar cell has been investigated for a given cell temperature. In order to 

achieve this, an algorithm was developed to vary each parameter while keeping all 

others constant at the reference conditions of ASTM G173-03 [152]. The simulation 

algorithm is illustrated in Figure 74. 
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Figure 74: Simulation algorithm for the evaluation of the impact of AM (Flowchart A), AOD (Flowchart B) 

and PW (Flowchart C) on the spectral and electrical performance of a 3J solar cell. One atmospheric 

parameter is varied at a time while keeping the rest according to the reference conditions of AM1.5 ASTM 

G173-03. 

 

6.2.2. Cooling requirements under worst-case conditions 

 

In order to quantify the CCA's cooling requirements (or hconv), the EM and FETM have 

been simulated iteratively for given solar spectra generated in SMARTS2 (Figure 75). 

As concluded from Chapter 4, HCPV cooling requirements should be designed for 

AM < 1.5 because of the current mismatch between the top and middle subcells, which 

subsequently contributes to greater heat, and also because of the higher irradiance 

intensity [148]. Assuming an initial temperature Tcell(s) = 25°C the EM ran the single-

diode model which calculated the electrical characteristics and hence, the heat generated 

within the solar cell by [123]: 

( ) (1 )heat cell opt cellq CR DNI A         
(77) 

 

The heat power was then imported to the FETM as a boundary condition on the solar 

cell's surface to model it as a heat source and hence, to predict the temperature 

distribution. The predicted volumetric solar cell temperature was then imported back to 

the EM and the integrated models ran iteratively until a steady state was reached 

between them i.e. when |Tcell(s+1)-Tcell(s)| ≤ 0.002°C. 
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Figure 75: Simulation algorithm for the quantification of cooling requirements under worst-case conditions. 

 

6.2.3. Case studies using TMY3 data and regression analysis 

 

Case studies have been performed to determine the spectral and electrical performance 

and also to quantify the optimum hconv at four USA locations with relatively high annual 

direct normal irradiation; Albuquerque (New Mexico), El Paso (Texas), Las Vegas 

(Nevada) and Tucson (Arizona). Bulk spectra that use atmospheric data from a TMY3 

(generated by C. Stark, Fraunhofer USA [205, 214]) were imported to the simulation 

algorithm (see Figure 76). It is worth mentioning that the use of high-quality observed 

data of the main atmospheric parameters in conjunction with the SMARTS2 model has 

been widely used by the scientific community and proven to be valid for the evaluation 

of HCPV and PV performance [121, 215-217]. Moreover, in a study performed by 
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Kinsey et al. [218] using TMY3 data, it was shown that the predicted cumulative energy 

production of a CPV power plant was within 2% of the actual energy production, after 9 

months of operation. To ensure clear-sky conditions, the spectral global normal 

irradiance GNI(λ) generated by SMARTS2 was integrated over the whole range of 

wavelengths and a filter has been applied on TMY3 for DNI/GNI > 0.8. This filter is 

also included in the draft of IEC 62670-3 [115]. Furthermore, to avoid high 

computational time, regression analysis has been used to predict the Tcell as a function of 

qheat, Tamb and hconv. 

 

Figure 76: Simulation algorithm for the case studies using TMY3 data of four USA locations. 
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6.3. Results and analysis 

 

The CCA reported in Chapter 4 [179] is also used in this chapter with the same EQE 

data at 25°C, 45°C, 65°C and 75°C which were taken from Kinsey and Edmondson 

[94]. As in Chapter 4, the results below correspond to a CR = 500× and an ηopt = 80%. 

All the inputs and boundary conditions to the EM and FETM are listed in Tables 14 to 

18 [148] unless otherwise stated. 

 

6.3.1. Impact of individual atmospheric parameters on spectral and electrical 

performance 

 

This section assesses the impact of individual atmospheric parameters (AM, AOD, PW) 

on the spectral and electrical performance of the Spectrolab C1MJ CCA at 25°C. 

Realistic ranges were selected (1 ≤ AM ≤ 10, 0 ≤ AOD ≤1, 0 cm ≤ PW ≤ 5 cm) for 

each atmospheric parameter. Although a similar approach has been reported by 

Fernández et al. [53] (using only the whole cell's SF as a criterion), it is also presented 

here in order to get a better understanding of which (and to what extent) parameters 

contribute to the heat generated on the CCA and therefore the cooling requirements and 

electrical energy performance of such devices for a range of conditions. For this reason, 

it is necessary to model the SF (whole cell and individual subcell), normalised electrical 

power (Pel,norm) and normalised heat power (qheat,norm) as a function of each atmospheric 

parameter by varying each one (from low to high values) at a time while keeping the 

rest at the reference conditions of ASTM G173-03 as previously considered [53, 219, 

220] (see also Figure 74). 

 

6.3.1.1. Impact of air mass 

 

To reiterate, Figure 34 in Chapter 4, shows the impact of AM on the spectral DNI 

distribution. The significant drop of the spectral intensity is obvious with increasing 

AM. It can also be noticed that there is a shift toward the longer wavelengths. The 

impact of changing spectrum due to variation of AM on the electrical performance is 

also shown in Figure 77; the SF1 of the top subcell shows spectral gains up to 2.1% for 

AM < 1.5 while the middle (SF2) and bottom (SF3) subcells show the opposite 

behaviour (-3.7% (middle subcell), -3% (bottom subcell) losses for AM < 1.5 and gains 
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for AM > 1.5). The whole solar cell's spectral factor (SF) follows the top subcell for 

AM > 1.5 while is close to SF2 for AM < 1.5. The reason for this is that at CSTC 

conditions the middle subcell limits the current by a 1.6% difference from the top's 

current. Furthermore, Figure 77 shows the impact of AM on the Pel,norm and qheat,norm; the 

Pel,norm losses are ≤ 1% up to AM1.9D while for AM > 2 the losses increase 

significantly (6.7% at AM3D, 20.1% at AM5D and 50.3% at AM10D). The qheat,norm 

increases with the excess current mismatch (4.1% at AM3D, 12.2% at AM5D and 

30.4% at AM10D) and therefore it is always greater than 0% except when the top and 

middle subcells are current matched; i.e. when it operates at the reference conditions. 

Only the AM values up to AM = 3 have been illustrated in Figure 77 for clarity purposes 

and also due to the significantly higher solar intensity, which in turn affects the thermal 

performance and cooling requirements of HCPV systems. Moreover, low AM values 

predominantly occur during the summer months at locations with a high annual direct 

solar irradiation. 

 

  

Figure 77: The impact of AM on the spectral and electrical performance of C1MJ CCA. 

 

6.3.1.2. Impact of aerosol optical depth 

 

Increasing AOD reduces the spectral irradiance in the short wavelengths region (visible 

light) and to a much lesser degree in the near-infrared light (Figure 78); this will have a 

significant influence on the current generation of the top subcell. From Figure 79 it can 

be seen that the middle subcell is almost unaffected by AOD (maximum losses of 1% on 
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SF2) while the top subcell shows losses of up to 36.3% at AOD = 1. However, for AOD 

lower than the reference value (AODref = 0.084) the SF1 shows spectral gains up to 

3.5%. SF3 has the opposite trend from SF1; spectral losses are down by 3.95% for AOD 

below reference conditions and gains up by 40.86% for AOD > 0.084. The SF for the 

whole solar cell shows the same behaviour as in the variable AM following the SF1 for 

values higher than the reference, since the limiting subcell is the top one. The effect of 

the current mismatch which was just described is evident when the qheat,norm and Pel,norm 

are assessed; when the current mismatch between the subcells increases, the qheat,norm 

increases by up to 21.1% while the Pel,norm is reduced by 34.9% when AOD is equal to 1. 

 

  

Figure 78: Effect of AOD on the spectral irradiance. The rest of the parameters are kept constant according to 

the ASTMG173-03. 

  



 

110 

 

 
Figure 79: The impact of AOD variation on the spectral and electrical characteristics. 

 

6.3.1.2. Impact of precipitable water 

 

In a similar manner to Figure 78, Figure 80 shows the impact of PW on the spectral 

DNI; in contrast to AOD, increased PW has a minimal effect in the short wavelengths, 

however the longer wavelengths show a reduction. Hence, the bottom subcell that 

corresponds to the infrared region will have higher spectral losses with increasing PW. 

The middle subcell which converts the near-infrared region will also be affected but to a 

lesser extent. As can be seen from Figure 81, for PW values lower than 1.42 cm 

(reference conditions), SF1, SF2 and hence, SF show losses due to the current mismatch 

between the top (-14.6%) and middle (-11.5%) subcells, however the SF3 shows gains 

of up to 21.1% and therefore increases in qheat,norm occur up to 7.8% with a significant 

drop (12.9%) in Pel,norm. For PW values higher than 1.42 cm, the drop in the infrared 

region causes significant losses (down by 10.2%) on the bottom subcell which 

corresponds to the infrared proportion of the solar spectrum, hence a higher 

performance is noticed with Pel,norm and SF gains up to 4.3%. This is due to the 

significant reduction of the excess current of the germanium subcell, therefore lower 

qheat,norm by 2.6% at PW = 5 cm and a higher electrical conversion efficiency.  

 

Overall, as discussed also by Fernández et al. [53], the dominant atmospheric 

parameters that affect the performance of 3J solar cells are the AM and AOD with losses 

on the Pel,norm down by 50.3% at AM10D and 34.9% at AOD = 1.  
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Figure 80: Effect of PW on the spectral irradiance. The rest of the parameters are kept constant according to 

the ASTMG173-03.  

 

 

Figure 81: The impact of PW variation on the spectral and electrical characteristics. 

 

6.3.2. Cooling requirements under extreme conditions 

 

This section evaluates the cooling requirements of the C1MJ CCA. The AM is fixed to 

AM = 1 and the AOD and PW have been varied for specific ranges that would trigger 

relatively high thermal stresses on the CCA due to additional current mismatch between 

the subcells and also due to higher solar irradiance intensities. Moreover, in the summer 
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months and for latitudes lower than 40°N, the AM is lower than AM = 2 for most of the 

day [56]. Therefore, AM1D is considered under variable AOD and PW, for the 

estimation of the required hconv from the back plate to the ambient air with an ambient 

temperature of 45°C. Also, the ranges of AOD (0.05 ≤ AOD ≤ 0.2) and PW 

(0.5 cm ≤ PW ≤ 1.5 cm) were chosen to simulate the thermal behaviour of CCA at 

relatively hot (high Tamb), clear (low AOD) and dry (low PW) conditions. Any cooling 

device designed to dissipate heat under these conditions, will be adequate for higher 

AM, AOD and PW values. A range of heat transfer coefficients 

1200 W/(m
2
∙K) ≤ hconv ≤ 1600 W/(m

2
∙K) are used as a boundary condition on the back 

surface of the CCA. Higher heat transfer coefficients were not considered in order to 

stay within passive cooling limits [190]. The cell's temperature is then predicted by the 

FETM and the integrated volumetric temperature is then imported back to the EM. The 

procedure is repeated until a steady state is reached between the EM and FETM; i.e. 

solar cell temperature difference lower than 0.002°C. The solutions converge in all 

cases after the 3
rd

 iteration. The solver and mesh resolution are detailed in Chapter 4. 

 

The temperature distribution of the C1MJ CCA is shown in Figure 82 for AM1D, 

PW = 1.42 cm, AOD = 0.084, hconv = 1600 W/(m
2
∙K) (i.e. 1.22 K/W, area of 

5.13 × 10
-4

 m
2
) and Tamb = 45°C. A maximum temperature of 89.84°C is observed at the 

centre of the cell while the temperature of the top layer of the DBC board, which is not 

illuminated, varies from 70°C at the edges to 80°C near the cell. The integrated 

volumetric temperature of the solar cell is 86.34°C. 
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Figure 82: Temperature distribution (°C) across the C1MJ CCA for AM1D, hconv = 1600 W/(m
2
∙K) and 

Tamb = 45°C. 

 

The influence of the changing spectra on the calculated integrated volumetric cell 

temperatures are illustrated in Figure 83 for AM1D, 0.05 ≤ AOD ≤ 0.2, 

0.5 cm ≤ PW ≤ 1.5 cm, 1200 W/(m
2
∙K) ≤ hconv ≤ 1600 W/(m

2
∙K) and Tamb = 45°C. The 

reference spectrum AM1.5D ASTM G173-03 is also plotted (black line) for 

comparison. As can be seen, cooling devices designed at AM1.5D will allow higher 

operating temperatures (by up to 9.3°C) at relatively "hot and dry" sites. The elevated 

temperatures will cause long term degradation problems if kept for a prolonged time 

[183]. Therefore, at sites with low AOD and PW, the hconv should be higher than 

1300 W/(m
2
∙K) in order to operate at temperatures lower than 100°C.  

 

From Figure 83, it is important to highlight the temperature difference (of up to 9.3°C) 

when reference conditions are assumed for the selection of an appropriate heat 

exchanger. Such assumptions can lead to a significant underestimation of the cooling 

requirements causing a suboptimal performance of the HCPV system and also, as 

mentioned in the previous paragraph, running the risk of a system failure.  
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Figure 83: Integrated volumetric solar cell temperature as a function of heat transfer coefficient, aerosol 

optical depth (blue AOD = 0.05, green AOD = 0.1, red AOD = 0.2) and precipitable water (straight lines 

PW = 0.5 cm, dash lines PW = 1 cm, dot lines PW = 1.5 cm). The air mass is kept constant at AM1D. The 

AM1.5D ASTM G173-03 is also shown with black colour. 

 

6.3.3. Case Studies 

 

Locations offering relatively high annual direct solar irradiation and hence applicable 

for HCPV applications were selected to investigate the effect of the heat transfer 

coefficient on temperature and therefore, the electrical power production. Class I 

(lowest uncertainty data) TMY3 hourly data have been used for four locations in the 

USA (Albuquerque, El Paso, Las Vegas and Tucson). The location characteristics are 

shown in Table 29. Since these data are typical, they do not offer a real representation of 

the system's operation under extreme conditions (i.e. worst-case scenarios) [221]; 

nevertheless, they are useful for the assessment of the electrical performance of PV 

systems and for this work in particular, it can also offer an estimate of the operating cell 

temperature.  

 

Location Latitude Longitude Elevation (m) 

Albuquerque 35.04°N 106.62°W 1619 

El Paso 31.77°N 106.50°W 1186 

Las Vegas 36.08°N 115.15°W 648 

Tucson 32.13°N 110.95°W 777 

Table 29: Sites used for the simulation along with the coordinates and elevation 
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The filtering criterion resulted in 3089 hourly spectra for Albuquerque (Figure 84), 

3180 for El Paso, 3320 for Las Vegas and 3300 for Tucson. Monthly average values of 

the filtered data are illustrated below in Figures 85 (absolute AM), 86 (DNI), 87 

(DNI/GNI ratio), 88 (AOD), 89 (PW) and 90 (Tamb) for all the locations. 

 

 

Figure 84: Hourly modelled spectra for Albuquerque, NM using SMARTS2 (Figure courtesy of C. Stark, 

Fraunhofer USA). 

 

 

Figure 85: Monthly average values of absolute AM for all locations. 
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Figure 86: Monthly average values of simulated DNI for all locations. 

 

 

Figure 87: Monthly average values of clearness ratio (DNI/GNI) for all locations. 
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Figure 88: Monthly average values of AOD for all locations. 

 

 

Figure 89: Monthly average values of PW for all locations. 
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Figure 90: Monthly average values of Tamb for all locations. 

 

Due to the high volume of data (>11.5x10
6
 lines of generated spectra in addition to the 

TMY3 data), regression analysis has been performed for the calculation of cell 

temperature. Initially a parametric study was simulated in the FETM for 

20 W ≤ qheat ≤ 30 W, 1200 W/(m
2
∙K) ≤ hconv ≤ 1600 W/(m

2
∙K), 15°C ≤ Tamb ≤ 45°C 

and the cell temperature could then be calculated using the following equation: 

cell heat conv ambT q h T           
(78) 

 

where the intercept and linear coefficients are α = 35.12°C, β = 1.80°C/W, 

γ = -0.02°C/(W∙m-2
K

-1
), δ = 1.00. The R

2
 between modelled (in FETM) and predicted 

(regression) data was 0.9975 (Figure 91). It is important to mention that the effect of 

wind speed, WS, was not taken into consideration in equation (78) however, 

experimental results have proven that the effect of WS on the estimation of Tcell is low, 

and therefore it can be neglected in a first approximation [120]. 

 

As mentioned in Chapter 2, the normalised short-circuit current or spectral factor (SF) is 

a useful index to evaluate the spectral performance of a solar cell; Figure 92 illustrates 

the SF for all locations. It can be seen that spectral gains occur in July and August for 

Albuquerque (0.6% and 1% respectively) and Tucson (1.7% and 1.6% respectively) 

while El Paso shows spectral gains only occur in July (1.9%). Las Vegas has spectral 

losses during all months of the year with the lowest during December (a decrease of 

12.2%). The SMR1 follows a similar trend to SF in Figure 93 and this is because both 

parameters are a function of the short-circuit current; the top subcell seems to be the 
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current limiter for the whole year except when SF is above 1. This indicates that spectral 

gains occur when the incident spectrum is blue rich. The SF was plotted against the 

SMR1 in Figure 94; the SF increases with increasing SMR1 until a maximum is reached, 

at approximately SMR1 = 1.02, where the SF decreases almost linearly. 

 

 

Figure 91: Linear regression analysis of Tcell between simulated (in 3D FETM) and predicted data for the 

C1MJ solar cell. 

 

 

Figure 92: Monthly average spectral factor for all locations. 
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Figure 93: Monthly average spectral matching ratio of top to middle subcell for all locations. 

 

 

Figure 94: Spectral factor against spectral matching ratio of top to middle subcell for all locations. 

 

In Figures 95 and 96 the normalised heat and electrical powers are shown respectively 

where, as expected, they exhibit the opposite behaviour. All locations show Pel,norm 

losses all year round (as compared to the reference conditions) and therefore the 

qheat,norm shows gains; this is another indication that AM1.5D is not an appropriate 

reference for the cooling requirements estimation [148].  
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Finally, as expected, the calculated Tcell (Figure 97) peaks during the summer months 

for all locations; this is mainly due to the higher ambient temperatures. The monthly 

averages show temperatures of up to 88°C which are relatively high, if long term 

degradation issues are considered [183]. The heat generated on the solar cell is mainly 

influenced by the system's characteristics (i.e. CR, Acell, ηopt), the electrical conversion 

efficiency and of course the incident DNI which in turn, is affected by the changes in 

the solar spectrum (i.e. AM, AOD, PW, etc.) (equation (77)). The qheat, hconv and Tamb are 

the parameters affecting the Tcell (equation (78)). Since the cooling mechanism for all 

locations is assumed to be the same, the cell temperature difference between locations is 

dependent on qheat and Tamb. Tucson exhibits the highest Tcell during the year except the 

months from June to September where the Tcell is higher in Las Vegas. When Las Vegas 

and Tucson are compared, it can be noticed that the Tcell follows the trend of Tamb except 

in June where although the Tamb is higher in Tucson, the Tcell is higher in Las Vegas by 

1°C. This can be attributed to the higher DNI in Las Vegas (by 4.2%) in combination 

with the higher PW (by 29.9%) in Tucson, which reduces the excess current on the 

bottom subcell and therefore contributes to the heat reduction. In July, August and 

September the Tamb is higher in Las Vegas (by 1.5°C, 1.6°C and 1°C respectively) and 

also the PW values are much higher in Tucson (by 71.6% in July, 63.3% in August and 

76.8% in September) and therefore the Tcell is higher in Las Vegas by 1.3°C, 1.8°C and 

3°C. Although Albuquerque exhibits higher DNI than El Paso during the year (except in 

May), it shows the lowest Tcell (except in July and August) due to the lower Tamb. In 

July, the monthly average Tcell in Albuquerque is 1.6°C higher than El Paso due to lower 

Tamb difference (0.64°C) between them and also due to the higher PW (by 0.5 cm or 

17.8%) and AOD (by 39.6%) in El Paso. In August the SMR1 value for Albuquerque is 

1.03 whereas for El Paso is 0.99; this indicates a clearer atmosphere (lower AOD values 

by 43.9%) in Albuquerque and therefore higher DNI and hence higher Tcell even if Tamb 

is lower by 1.78°C as compared to El Paso. 
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Figure 95: Monthly average normalised heat power for all locations. 

 

 

Figure 96: Monthly average normalised electrical power for all locations. 
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Figure 97: Monthly average solar cell temperature for all locations. 

 

Annual average inputs and outputs for all locations can be seen in Tables 30 and 31 

respectively. Due to the relatively similar atmospheric inputs, all locations exhibit 

similar annual average outputs; the SF ranges from 0.95 to 0.97, the Pel,norm from 0.86 to 

0.87 and the qheat,norm from 1.08 to 1.09. The Tcell however, ranges from 70.3°C to 77°C 

and follows the trend of the Tamb inputs. Las Vegas has the highest spectral and 

electrical power losses of 5% and 14% respectively and the highest gains in qheat,norm of 

9%; it exhibits the second highest annual average Tcell. The highest annual average Tcell 

of Tucson can be attributed to the higher annual average Tamb which is 1.37°C (5.6%) 

higher than the one in Las Vegas. Moreover, although the higher annual average PW in 

Tucson shows a relatively better SF (and hence lower heat) it is shown that the 

dominant parameter for this temperature difference between locations with similar 

location characteristics is influenced by the Tamb. This can also be noticed when 

Albuquerque and El Paso are compared; although the SF, Pel,norm and qheat,norm values are 

the same, the annual average Tcell is 2.7°C higher in El Paso because of the higher Tamb.  

 

Location DNI (W/m
2
) Tamb (°C) AMabs AOD PW (cm) 

Albuquerque 874.25 17.21 2.16 0.07 1.10 

El Paso 847.71 21.08 2.10 0.09 1.35 

Las Vegas 847.37 22.97 2.39 0.07 1.11 

Tucson 858.42 24.34 2.27 0.06 1.47 

Table 30: Annual average inputs for all locations. 
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Location SF Pel,norm qheat,norm Tcell (°C) 

Albuquerque 0.96 0.87 1.08 70.3 

El Paso 0.96 0.87 1.08 73.0 

Las Vegas 0.95 0.86 1.09 75.2 

Tucson 0.97 0.87 1.08 77.0 

Table 31: Annual average outputs for all locations. 

 

Additional simulations were conducted in order to assess the impact of hconv on the 

energy yield at each location using a range of hconv within the passive cooling limits (i.e. 

1000 W/(m
2
∙K) ≤ hconv ≤ 1600 W/(m

2
∙K) with a step of 200 W/(m

2
∙K)). The results are 

shown in Figure 98 and Table 32 for the following annual direct normal irradiation 

values: 2696 kWh/m
2
 in Albuquerque, 2698.3 kWh/m

2
 in El Paso, 2812.1 kWh/m

2
 in 

Las Vegas and 2830.2 kWh/m
2
 in Tucson. 

 

Figure 98 shows the annual energy yield (Eyield) in kWh/kWp as a function of hconv for 

all the locations; as expected, the Eyield increases with the annual direct normal 

irradiation, since the DNI is the main driver for the energy output. The Eyield also 

increases linearly with hconv with the slopes of the linear fit at 0.14 for Albuquerque and 

El Paso and 0.15 for Las Vegas and Tucson. Table 32 shows the annual maximum Tcell 

for four values of hconv and also the annual average Tcell in parenthesis. It can be seen 

that the cell temperature exceeds 100°C in Las Vegas and Tucson for 

hconv = 1000 W/(m
2
∙K). If the temperature limit is set at 90°C, the cooling requirements 

for Albuquerque and El Paso would be hconv > 1250 W/(m
2
∙K); for Las Vegas 

hconv > 1450 W/(m
2
∙K) and for Tucson a hconv > 1350 W/(m

2
∙K). The annual average Tcell 

reduction per W/(m
2
∙K) increase is 0.027 for all four locations. 
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Figure 98: Annual values of energy yield as a function of the heat transfer coefficient. 

 

Location hconv (W/(m
2
∙K)) 

1000 1200 1400 1600 

Albuquerque 96.5°C (71.4°C) 90.9°C (65.9°C) 85.4°C (60.5°C) 79.8°C (55°C) 

El Paso 97.1°C (74.1°C) 91.5°C (68.6°C) 86°C (63.2°C) 80.4°C (57.7°C) 

Las Vegas 102.5°C (77°C) 96.9°C (71.5°C) 91.4°C (66.1°C) 85.8°C (60.6°C) 

Tucson 100°C (78°C) 94.5°C (72.5°C) 88.9°C (67.1°C) 83.3°C (61.6°C) 

Table 32: Annual maximum and average (in parenthesis) Tcell as a function of hconv. 

 

6.4. Discussion and conclusion 

 

An integrated modelling procedure has been presented in order to evaluate the impact of 

atmospheric parameters on the spectral, electrical and thermal performance of a 

concentrating III-V triple-junction solar cell under a CR of 500×. The results show that 

such solar cells are mainly influenced by changes in AM and AOD with spectral losses 

of 51.3% at AM10D and 36.3% when AOD = 1. The effect of PW however showed 

spectral gains of up to 4.3% when PW = 5 cm; this is attributed to the reduction of the 

infrared portion of spectrum. Moreover, the Pel,norm losses are < 1% up to AM1.9D 

while for AM values greater than AM2D the losses increase significantly (up to 50.3% 

at AM10D). The qheat,norm increases with the excess current mismatch between the 

subcells and therefore it is always greater than 0%, except when the top and middle 

subcells are current matched; i.e. when it operates at the reference conditions. Similarly 
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with increasing AOD, the Pel,norm is reduced by 34.9% when AOD = 1 while for PW = 5 

cm it is increased by 4.3% and therefore the qheat,norm is decreased by 2.6%. 

 

A method was also presented in order to evaluate the cooling requirements under worst-

case conditions; i.e. AM1D, Tamb = 45°C and a relatively clear (low AOD) and dry (low 

PW) atmosphere. It has been shown that in order to operate at a maximum Tcell lower 

than 100°C, the hconv should be greater than 1300 W/(m
2
∙K).  

 

Finally, the procedure was simplified in order to handle bulk spectra. Instead of using 

the 3D FETM model, regression analysis has been performed for the calculation of Tcell 

using equation (78). Class I TMY3 data have been used for four US locations with 

relatively high annual DNI (Albuquerque, El Paso, Las Vegas and Tucson) in order to 

evaluate the performance of a CCA. It was shown that Las Vegas and Tucson exhibited 

the highest annual average spectral losses and Tcell respectively. Pel,norm is always 

underperforming in Las Vegas while for Albuquerque and El Paso gains were visible 

for a hconv > 1200 W/(m
2
∙K); Tucson exhibited Pel,norm gains for hconv ≥ 1600 W/(m

2
∙K). 

By varying the hconv at each location, its influence on Eyield could then be determined. 

Because the TMY3 represent average values, a stricter Tcell limit was assumed 

suggesting a different hconv at each location; 1250 W/(m
2
∙K) for Albuquerque and El 

Paso, 1450 W/(m
2
∙K) for Las Vegas and 1350 W/(m

2
∙K) for Tucson. Future work 

should incorporate costs in order to optimise the electrical and thermal performance at 

the lowest heat sink cost. 
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Chapter 7: Outdoor testing of a HCPV monomodule in 

Albuquerque, NM 

 

This chapter evaluates the outdoor characterisation of the Suncore HCPV monomodule 

in Albuquerque, NM. The monomodule has been electrically characterised based on 

spectral changes. The diurnal electrical characteristics and temperature of the 

monomodule as a function of spectral, irradiance and ambient conditions have also been 

analysed. A CSOC and CSTC estimation is performed using different scenarios and are 

compared with indoor CSTC measurements. 

 

7.1. Introduction 

 

For the evolution and competitiveness of CPV, it is crucial to understand the behaviour 

of such systems under a variety of different atmospheric conditions. Although the 

indoor testing of CPV [77, 222, 223] in laboratory (controlled) conditions can provide 

valuable information about their behaviour or optimisation, the real conditions in the 

field can vary significantly, in terms of the spectral irradiance, alignment or tracker 

errors, soiling, etc [224]. 

 

Therefore, the outdoor testing of CPV modules is important for their performance and 

rating evaluation that can also lead to design improvements. Moreover, it provides 

information about the sensitivity of the electrical parameters to the ambient conditions, 

irradiance and spectral variations. As discussed earlier the spectrum varies with cloud 

cover and changing AM, AOD, PW. The understanding of the module's performance as 

a function of these parameters is significant in order to interpret any inconsistencies or 

anomalies in the measurements due to seasonal or diurnal variation. In addition, the 

effect of temperature on the electrical performance is also an important issue to 

evaluate.  

 

7.2. Performance of HCPV monomodule 

 

The monomodule's characteristics have been described earlier in Chapters 3 and 5. The 

equipment used have also been described in Chapter 3. The frequency distribution of 



 

128 

 

the irradiance and ambient conditions from 25/06/2015 to 21/08/2015 in Albuquerque, 

NM are shown in Figures 99, 100, 101 for DNI, Tamb and WS respectively. The 

distribution of AM is also given in Figure 102. It has to be noted that these figures 

contain raw data (i.e. no filtering) and that during rainy and cloudy (i.e. DNI ≈ 0 W/m
2
) 

instances or days, no measurements were taken. 

 

 

Figure 99: DNI distribution over the period that the experiments were conducted in Albuquerque, NM. 

 

 

Figure 100: Tamb distribution over the period that the experiments were conducted in Albuquerque, NM. 
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Figure 101: WS distribution over the period that the experiments were conducted in Albuquerque, NM. 

 

 

Figure 102: AM distribution over the period that the experiments were conducted in Albuquerque, NM. 

 

New Mexico is affected by the North American Monsoon System every Summer [225] 

and therefore during the measurement periods, most mornings were characterised by a 

relatively clear-sky, while most of the afternoons were characterised by heavy clouds 

and rain or/and thunderstorms. In order to capture the effects of spectrum changes over 

a course of a day, only three relatively clear-sky days occurred and therefore have been 

selected for the evaluation of the outdoor testing; these days were: 03/08/2015, 

13/08/2015 and 19/08/2015. The data were filtered for 1-minute DNI variation < 2%; 
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this resulted to 1735 datapoints out of 1781 (raw datapoints), i.e. 614, 600, 521 

datapoints for 03/08/2015, 13/08/2015 and 19/08/2015 respectively. 

 

7.2.1. Spectral performance 

 

Figure 103 shows the AM diurnal variation during the three selected days; an increase in 

AM can be noticed with each passing day since the measurements were taken after the 

Summer solstice. The sunphotometer measurements are given in Figures 104 and 105 

for AOD and PW respectively. The maximum AOD change during a single day was 

0.02, 0.05, 0.09 on 03/08/2015, 13/08/2015, 19/08/2015 respectively. Similarly, the 

maximum PW change during a single day was 0.75 cm, 0.23 cm, 0.26 cm on 

03/08/2015, 13/08/2015, 19/08/2015 respectively. The average values are given in 

Table 33. It can be seen that on 03/08/2015 the lowest average AOD and highest 

average PW occurred while on the 19/08/2015 the highest AOD and lowest PW 

occurred. 

 

 

Figure 103: AM variation over a course of the day on the 03/08/2015, 13/08/2015, 19/08/2015 in Albuquerque, 

NM. 

 



 

131 

 

 

Figure 104: AOD variation over a course of the day on the 03/08/2015, 13/08/2015, 19/08/2015 in Albuquerque, 

NM. 

 

 

Figure 105: PW variation over a course of the day on the 03/08/2015, 13/08/2015, 19/08/2015 in Albuquerque, 

NM. 

 

Date AOD PW (cm) 

03/08/2015 0.06 1.59 

13/08/2015 0.13 1.09 

19/08/2015 0.18 0.94 

Table 33: Average daily values of AOD and PW for 3
rd

, 13
th

, 19
th

 of August 2015 in Albuquerque, NM. 
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The diurnal DNI variation is shown in Figure 106; since the DNI is affected by AM and 

AOD in a higher degree than PW (see Chapter 6), it can be seen that the DNI is higher 

on 03/08/2015 because of the lower AM and AOD values. In addition, it can be noticed 

that on the 13/08/2015 and 19/08/2015 the diurnal variation of DNI is similar until 

around noon, where AOD are also similar (see Figure 104), and that during the 

afternoon the DNI is lower on 19/08/2015 because of the increase in AOD. 

 

 

Figure 106: Diurnal variation of DNI on the 03/08/2015, 13/08/2015, 19/08/2015 in Albuquerque, NM. 

 

The DNI decreases with increasing AM as expected and as illustrated in Figure 107. 

However, it can be noticed that the AM influence on DNI during the morning hours is 

different than the afternoon hours and that is mainly due to the AOD content in the 

atmosphere. While on 03/08/2015 and 13/08/2015, the DNI is lower during the morning 

hours, on 19/08/2015 the trend is different exhibiting higher DNI during the morning as 

compared to the DNI measured in the afternoon. This can be explained, again, by 

comparing Figures 104, 106 and 107 where it can be seen that on 03/08/2015 (although 

not enough data, the trend can be assumed to decrease around noon) and 13/08/2015 the 

AOD is reduced in the afternoon while on 19/08/2015 the AOD is increased. 
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Figure 107: DNI as a function of AM on the 03/08/2015, 13/08/2015, 19/08/2015 in Albuquerque, NM. 

 

The SF variation as a function of AM is shown in Figure 108. On the 03/08/2015, the 

diurnal variation of SF is roughly divided into three areas: morning, afternoon, sunset 

(see also Figure 109). In the morning hours, for AM < 2.5, the SF ≈ 1.05 at 7.37 am 

(AM  = 2.3, AOD ≈ 0.06 and PW ≈ 1.9 cm) and decreases below SF = 1 at around 

10 am (AM < 1.25, AOD ≈ 0.06 and PW ≈ 1.65 cm) down to SF = 0.98 at around 12.15 

pm (AM ≈ 1.05, AOD ≈ 0.06 and PW ≈ 1.4 cm). During the afternoon, the SF slowly 

increases with increasing AM up to SF ≈ 1.03 at around 17.30 pm (AM ≈ 3.2, no 

atmospheric data available) where it decreases again almost linearly (for approximately 

AM > 4) during the rapid increase of AM (i.e. sunset). The lower peak in Figure 109 

between morning and afternoon hours can be explained by the decrease of the PW 

during the day (see Figure 105). Similar behaviours, but to a lesser extent, are noticed 

on the 13/08/2015 and 19/08/2015; this is mainly due to the higher AOD and lower PW 

during those days (see Table 33). By comparing these two days, it can be seen that 

spectral gains (i.e. SF > 1) occurred only during the morning of 13/08/2015 (until 

8.20 am approximately). On the 19/08/2015, the SF < 1 during the day, due to the lower 

PW and the increased AOD after around noon (see Figure 104); this can explain the 

"collapse" in Figures 108 and 109. In addition, the arrow in Figure 108 indicates the 

decreasing AOD and increasing PW similar to results presented by Muller et al. [226], 

where the Isc/DNI change was used as a criterion. More details explaining the behaviour 

can be found in Chapter 6. 
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Figure 108: SF as a function of AM on the 03/08/2015, 13/08/2015, 19/08/2015 in Albuquerque, NM. The arrow 

indicates decreasing AOD and increasing PW. 

 

 

Figure 109: Diurnal variation of SF on the 03/08/2015, 13/08/2015, 19/08/2015 in Albuquerque, NM. 

 

As mentioned in Chapters 2 and 3, BPI isotype (or component) cells were used to 

characterise the spectral solar irradiance. Such devices have the same composition as 3J 

III-V solar cells but with only one active p-n junction [84]. Therefore, they can provide 

information about the current generation at each subcell of a 3J III-V solar cell which in 

turn can be used to characterise the spectrum through the SMR index, described in 

Chapter 2. For reminder purposes, the SMR1 (i.e. top to middle) indicates a blue rich 

spectrum when > 1, a red rich spectrum when < 1 and a similar to reference conditions 
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spectrum when equal to 1. On the other hand, the SMR2 (i.e. middle to bottom) is not 

described quantitatively in the literature, but in general terms, the higher the SMR2, the 

higher the PW (i.e. wetter atmosphere) [80].  

 

SMR1 and SMR2 were plotted against AM in Figures 110 and 111 respectively. Similar 

to the earlier discussion, the SMR indices on the 03/08/2015 are also higher than for the 

other days in both cases (SMR1 and SMR2) due to the lower AOD and higher PW. The 

SMR1 on the 03/08/2015 is slightly higher (by up to ~ 0.002) in the morning due to the 

higher compared to the afternoon PW; similarly SMR2 during the morning of the same 

day is higher (by up to ~ 0.05). On the 13/08/2015 however, the SMR1 starts lower 

(= 0.94) and increases during the afternoon for AM < 2, due to the reduction in AOD. In 

Figure 112, the diurnal variations of SMR1 and SMR2 are shown; overall, it is obvious 

that the highest SMR1 and SMR2 occur during the 03/08/2015 due to the lowest AOD 

and highest PW. Also, similar to the SF, it can be noticed that the SMR2 during the 

afternoon (see also Figure 110) is lower than the beginning of the day because of the 

PW reduction. The same effects as in Figure 106 can be noticed on the 13/08/2015 and 

19/08/2015; after around 12 pm the SMR1 is higher on the 13/08/2015 compared to the 

19/08/2015, because of the increase in AOD on the 19/08/2015. A sudden drop was 

observed in SMR2 similar to SF (Figure 109), due to the increase in AOD after the noon 

of the 19/08/2015. In addition, the spectrum can be considered blue rich for the largest 

part of the day. 

 

 

Figure 110: SMR1 as a function of AM on the 03/08/2015, 13/08/2015, 19/08/2015 in Albuquerque, NM 
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Figure 111: SMR2 as a function of AM on the 03/08/2015, 13/08/2015, 19/08/2015 in Albuquerque, NM 

 

 

Figure 112: Diurnal variation of SMR1 (dash lines) and SMR2 (solid lines) on the 03/08/2015 (black colour), 

13/08/2015 (red colour), 19/08/2015 (blue colour) in Albuquerque, NM. 

 

The influence of SMR1 on SF is shown in Figure 113. Overall, the trend is similar to the 

modelled data in Figure 94; the SF increases with increasing SMR1 until it reaches the 

maximum and then it decreases. On the 03/08/2015, the SF presents gains up to 5% for 

the majority of the day while the spectrum is blue-rich. On the 13/08/2015 spectral 

gains up to 1% occur while spectrum is on the "boundary" between blue- and red-rich; 

on the 19/08/2015 no spectral gains occur even when the solar spectrum is blue-rich. 
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Figure 113: SF as a function of SMR1 on the 03/08/2015, 13/08/2015, 19/08/2015 in Albuquerque, NM. 

 

7.2.2. Electrical and thermal performance 

 

The irradiance and ambient conditions during the selected days are shown in Figure 114 

for DNI, DNI/GNI ratio, Tamb and WS. For comparison purposes the DNI figure is 

repeated; on the 03/08/2015, the highest DNI was measured at 1022 W/m
2
 mainly due 

to the lowest AOD and PW, as explained earlier. The DNI/GNI ratio shows that on the 

03/08/2015, some "light" clouds introduced some spikes, although the ratio was still 

above 0.8 (i.e. less than 20% diffused irradiance). The highest Tamb was 34.8°C and was 

recorded on the 13/08/2015 while the minimum was 21.2°C during the early morning of 

03/08/2015. The WS on the 03/08/2015 and 13/08/2015 was similar, while on the 

19/08/2015 the morning was windy with a maximum WS of 6.5 m/s. 

 

Figure 115 shows the diurnal variation of measured electrical parameters Pmp, Isc, Voc 

and FF. As expected, since DNI is the dominant parameter that affects the electrical 

performance, the Isc and hence the Pmp follows the same trend as the DNI. The 

maximum Pmp, Isc, Voc and FF were 23.1 W, 11.58 A, 2.98 V and 83% respectively. Voc 

and FF exhibit their lowest values during midday to afternoon due to the higher 

temperatures. During the morning of the 19/08/2015 the Voc and FF is higher due to the 

higher WS and lower Tamb.  
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Figure 114: Diurnal variation of DNI (top left), DNI/GNI ratio (top right), Tamb (bottom left) and WS (bottom 

right) on the 03/08/2015, 13/08/2015, 19/08/2015 in Albuquerque, NM. The top left DNI figure is repeated for 

comparison purposes. 

 

 

Figure 115: Diurnal variation of Pmp (top left), Isc (top right), Voc (bottom left) and FF (bottom right) on the 

03/08/2015, 13/08/2015, 19/08/2015 in Albuquerque, NM. 
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In addition, the Tdiode and THS are illustrated in Figure 116; the highest average 

temperatures were measured on the 13/08/2015 with Tdiode = 61.7°C and THS = 57.36°C; 

this can be attributed to the Tamb, because although the DNI is lower (compared to the 

03/08/2015), the Tamb is much higher (by an average of 3°C) and therefore contributes to 

the higher temperatures. On the same day the maximum Tdiode = 70.32°C and 

THS = 67.56°C. Minimum, maximum and average Tdiode and THS are given in Tables 34 

and 35 respectively. 

 

 

Figure 116: Diurnal variation of Tdiode (top figure) and THS (bottom figure) on the 03/08/2015, 13/08/2015, 

19/08/2015 in Albuquerque, NM. 

 

Tdiode (°C) Minimum Maximum Average 

03/08/2015 46.00 64.49 57.35 

13/08/2015 51.04 70.32 61.71 

19/08/2015 45.63 65.50 57.27 

Table 34: Minimum, maximum and average Tdiode measured on the 03/08/2015, 13/08/2015, 19/08/2015 in 

Albuquerque, NM. 

 

THS (°C) Minimum Maximum Average 

03/08/2015 41.97 61.88 53.01 

13/08/2015 45.05 67.56 57.36 

19/08/2015 41.70 62.78 53.81 

Table 35: Minimum, maximum and average THS measured on the 03/08/2015, 13/08/2015, 19/08/2015 in 

Albuquerque, NM. 
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The linear relation between Isc and DNI is shown in Figure 117 for all three days for a 

DNI between approximately 500 W/m
2
 to approximately 1050 W/m

2
. The R

2
 values 

of the linear fits for each day and all together are given in Table 36 and it ranges 

between 0.967 to 0.992. Although Figure 117 shows that the Isc is predominantly 

affected linearly by the DNI as a first approximation [209], it is also important to 

evaluate the spectral sensitivity of MJ solar cells [226]. This was the aim of the 

investigation presented earlier in section 7.2.1. using the SF and SMR indices.  

 

 

Figure 117: Isc as a function of DNI on the 03/08/2015, 13/08/2015, 19/08/2015 in Albuquerque, NM. 

 

Day 03/08/2015 13/08/2015 19/08/2015 All 

R
2
 0.967 0.989 0.992 0.974 

Table 36: R
2
 values obtained by linear fit of Isc Vs DNI for each day and all three together. 

 

Similarly, the influence of DNI on Pmp is shown in Figure 118. Again, the relation is 

described linearly and the R
2
 values were 0.932, 0.9304, 0.959, 0.920 for 03/08/2015, 

13/08/2015, 19/08/2015 and all days together respectively (Table 37). Although the 

linear fit is considered good (range from 0.92 to 0.959), it can be seen that, on the 

19/08/2015 the fit is higher than the rest days, probably because the rapid changes in 

AM during the late afternoon were not measured during that day. This statement 

however, needs further investigation comparing measured data from other locations and 

also during different seasons. 
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Figure 118: Pmp as a function of DNI on the 03/08/2015, 13/08/2015, 19/08/2015 in Albuquerque, NM. 

 

Day 03/08/2015 13/08/2015 19/08/2015 All 

R
2
 0.932 0.9304 0.959 0.920 

Table 37: R
2
 values obtained by linear fit of Pmp Vs DNI for each day and all three together. 

 

Figures 119 and 120 show the diurnal variation of electrical conversion efficiency 

during the selected days and the influence of AM on the efficiency respectively. 

Qualitatively, the trend is similar to the SF (Figure 109) with peak efficiencies during 

the early morning (23.2% at 07:37 am) and late afternoon hours (23.1% at 17:59 pm) on 

the 03/08/2015. The average efficiencies measured were 21.4%, 20.9%, 21% and the 

maximum 23.2%, 22.6%, 22.15% on the 03/08/2015, 13/08/2015, 19/08/2015 

respectively. When the effect of AM on the electrical conversion efficiency is compared, 

it can be seen that the trend is similar to SF again (Figure 108), but to a lesser extent due 

to the other electrical parameters that affect the efficiency (i.e. voltage). It can be seen 

that on the 03/08/2015 the efficiency peaks when the AM ≈ 2 but only during the 

morning hours where the PWmorning > PWafternoon (also discussed earlier). Again, the 

arrow in Figure 120 indicates the decreasing AOD and increasing PW; the combination 

of which, affects the performance in a positive manner (as described thoroughly earlier 

in this chapter and also in Chapter 6). 
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Figure 119: Diurnal variation of electrical conversion efficiency on the 03/08/2015, 13/08/2015, 19/08/2015 in 

Albuquerque, NM. 

 

 

Figure 120: Influence of AM on electrical conversion efficiency on the 03/08/2015, 13/08/2015, 19/08/2015 in 

Albuquerque, NM. The arrow indicates the decreasing AOD and increasing PW. 

 

The influence of Tamb on the Voc/Voc,ref is illustrated in Figure 121; as expected the ratio 

is decreasing with increasing Tamb due to its effect on Tcell. The maximum value 

recorded was 0.945 (on the 19/08/2015 at Tamb = 22.1°C) while the minimum was 0.904 

(on the 19/08/2015 at Tamb = 33.8°C), for a range of Tamb = 21.2°C to 34.8°C. Hence, the 

Tamb has a relatively low impact on the Voc although longer datasets are required to 

verify the observation. 
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Figure 121: Ratio of Voc/Voc,ref as a function of Tamb on the 03/08/2015, 13/08/2015, 19/08/2015 in Albuquerque, 

NM. 

 

Similarly the Isc/DNI is plotted in Figure 122; although the ratio was expected to 

increase with increasing Tamb (since the Tdiode is increasing with Tamb, see Figure 123) 

this was not observed during the measurements. This could be caused by two effects: 

spectral or/and Fresnel lens thermal expansion. The spectral analysis presented earlier 

has shown how the performance varies during the day and the peaks observed in Figure 

122 are similar to the ones of SF; this can be an indication that the spectral performance 

balances out the effect of Tamb on the Isc/DNI. Therefore, the ratio is higher when 

spectral gains occur and lower when losses occur. On the other hand, research has 

shown that the increasing temperatures can modify the optical efficiency due to the 

temperature dependence of the refractive index and also due to surface deformation of 

the Fresnel lens [111, 121, 208, 227, 228]. The effect was also noticed by García-

Domingo et al. [81]. Further investigations are required to quantify the effect of 

changing Fresnel lens temperature on the optical, spectral and electrical performance of 

CPV systems. 
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Figure 122: Ratio of Isc/DNI as a function of Tamb on the 03/08/2015, 13/08/2015, 19/08/2015 in Albuquerque, 

NM. 

 

 

Figure 123: Tdiode against Tamb on the 03/08/2015, 13/08/2015, 19/08/2015 in Albuquerque, NM. 

 

7.3. CSOC and CSTC calculations of monomodule 

 

Although, the DDM-1090× monomodule is only used for research purposes, it was 

evaluated outdoors in terms of the standarised procedures of CSOC and CSTC in order 

to gain a better understanding and detect possible deviations using different procedures 

and/or filtering criteria. The CSOC and CSTC have been described in Chapter 2. 
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7.3.1. CSOC 

 

The filtering criteria were adopted from Muller et al. [115] and the range of WS from 

Steiner et al.[145]; these are given in Table 38. The criteria ensure stability on the 

outdoor conditions in terms of irradiance, spectral characteristics in terms of SMR1 and 

SMR2 and not extreme ambient conditions in terms of wind speed and temperature. In 

addition, filters regarding the tracker's accuracy are also included.  

 

Filtering parameter Acceptable range 

DNI 700 - 1100 W/m
2
 

DNI/GNI > 0.8 

10 min DNI variation prior to I-V curve < 10% 

DNI variation during I-V sweep < 1% 

SMR1 within X% of unity* 

SMR2 within X% of unity* 

Instantaneous azimuth pointing error < 0.2 times the acceptance angle 

Instantaneous elevation pointing error < 0.2 times the acceptance angle 

Tamb 0 - 40°C 

WS 0 - 6 m/s** 

* The SMR1 and SMR2 ranges have not yet been agreed by the IEC group.  

** The WS has not yet been agreed either but the range reported in [145] was used. 
Table 38: Filtering criteria for CSOC and CSTC per the draft of IEC 62670-03, directly adopted from Muller 

et al. [115].  

 

The methods described by the equations (40) to (42) (see Chapter 2), were considered 

for the CSOC estimation. The same filters were applied to all methods, for the three 

days described earlier and also for all measurements from 25/06/2015 to 21/08/2015 in 

Albuquerque, NM. The SMR1 was considered to be SMR1 = 1±1% and the SMR2 was 

varied according to the ranges used by Fraunhofer ISE (SMR2 = 1±5%), NREL 

(SMR2 = 1±2.5%) [115] and UPM (SMR2 = 1±1%) [80]. From the three days dataset, 

out of 1735 datapoints, the data were reduced to 85, 48, 45 with "tighter" SMR2, while 

with for all measurements from 25/06/2015 to 21/08/2015, out of 14082 datapoints, the 

data were reduced to 224, 146, 91 with "tighter" SMR2. The results of the CSOC 

estimations are given in Tables 39 and 40 for the three relatively clear-sky days and also 

for all measurements, respectively. In parenthesis the R
2
 values of the regression are 

shown. In the case of the three clear-sky days, the PCSOC range was found to vary from 

20.74 W to 21.53 W between all methods and SMR2 filters; this is a difference of 3.7%. 
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When all measurements were considered the PCSOC range was found to vary from 

21.08 W to 21.54 W, a maximum 2.2% difference. By comparing the R
2
 values of the 

ASTM E2527-09 method between the two scenarios, it can be seen that the larger 

dataset has significantly lower R
2
.  

 

SMR2 Filter Eq. 40 (W) Eq. 41 (W) Eq. 42 (W) No. of data 

SMR2 = 1±5% 21.51 (0.94) 20.97 20.74 85 

SMR2 = 1±2.5% 21.49 (0.93) 21.02 21.11 48 

SMR2 = 1±1% 21.53 (0.94) 21.01 21.09 45 

Table 39: PCSOC estimations during the three selected days using equations (40) to (42) along with the number 

of remaining datapoints after filtering of SMR2 and Table 38. In parenthesis is the R
2
 value of the regression. 

 

SMR2 Filter Eq. 40 (W) Eq. 41 (W) Eq. 42 (W) No. of data 

SMR2 = 1±5% 21.32 (0.81) 21.22 21.08 224 

SMR2 = 1±2.5% 21.54 (0.73) 21.11 21.30 146 

SMR2 = 1±1% 21.45 (0.72) 21.21 21.30 91 

Table 40: PCSOC estimations for all measurements from 25/06/2015 to 21/08/2015 in Albuquerque, NM using 

equations (40) to (42) along with the number of remaining datapoints after filtering of SMR2 and Table 38. In 

parenthesis is the R
2
 value of the regression. 

 

Figure 124 shows a contour plot of SMR1 against SMR2 for DNI ≥ 750 W/m
2
. The bold 

horizontal lines filter the SMR1 = 1±1% and the vertical ones SMR2 = 1±5%; these 

correspond to a DNI range between 850 W/m
2
 to 900 W/m

2
. Higher intensities occur 

during blue-rich skies, i.e. when the AM or/and the AOD are low and hence, higher 

SMR1. Having in mind the seasonal variations, the SMR distributions will vary, and 

therefore the CSOC estimations will be affected. Therefore, for an accurate CSOC 

evaluation, the rating has to be compared with data in different locations, during 

different times of the year in both hemispheres. Although a lower range SMR2 can 

avoid the seasonal or location dependencies, the "tighter" filtering can cause a 

significant reduction in the amount of data, introducing a higher uncertainty in the 

CSOC estimation. It also has to be noted that the differences of 3.7% and 2.2% between 

methods can be considered satisfactorily.  
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Figure 124: SMR1 and SMR2 contour plot for DNI ≥ 750 W/m
2
 during the three selected days in 

Albuquerque, NM. The bold horizontal lines filter the SMR1 = 1±1% and the vertical ones SMR2 = 1±5%. 

 

7.3.2. CSTC 

 

As mentioned in Chapter 2, the CSTC can be evaluated using the method described by 

Muller et al. [115], i.e. by the translation of outdoor I-V measurements. Knowledge of 

the operating Tcell is therefore necessary in order to correct to standard test conditions. 

Hence, the Voc-Isc method given in the procedure was used (see equation (25)).  

 

Although the procedure suggests the calculation of reference conditions through thermal 

transient measurements (TTM), here it is assumed that the CSTC data from the 

manufacturer are accurate and therefore the Isc,ref, Voc,ref and temperature coefficients 

will be taken from the available datasheet. 

 

The same filters as in the CSOC evaluation have been applied, and the SMR2 was 

varied in a similar way. The results of the CSTC estimations are summarised in Tables 

41 and 42. It can be seen that the PCSTC ranges from 25.38 W to 25.73 W, depending on 

the SMR2 filter and the amount of data considered (after filtering). This translates to 

only 1.37% difference and can be concluded that three clear days of measurements can 
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be adequate for the CSTC estimation, independent of the SMR2 range although this 

might be different for other locations. When the outdoor PCSTC estimation is compared 

with another monomodule CSTC tested indoors (with a solar simulator), the difference 

jumps up to 8.9%, for an indoor PCSTC of 27.74 W. This can be attributed again, to the 

effect of the Fresnel lens temperature since the indoors test is flash (so the impact of the 

temperature dependence of the Fresnel lens is negligible). In addition, since the trackers 

present errors (even very low; see filtering criteria), they can contribute to the difference 

between indoors and outdoors CSTC. 

 

SMR2 Filter ηCSTC,avg (%) PCSTC (W) No. of data 

SMR2 = 1±5% 23.34 25.44 85 

SMR2 = 1±2.5% 23.28 25.38 48 

SMR2 = 1±1% 23.29 25.38 45 

Table 41: PCSTC and ηCSTC,avg estimations during the three selected days along with the number of remaining 

datapoints after filtering of SMR2 and Table 38.  

 

SMR2 Filter ηCSTC,avg (%) PCSTC (W) No. of data 

SMR2 = 1±5% 23.60 25.73 224 

SMR2 = 1±2.5% 23.43 25.53 146 

SMR2 = 1±1% 23.45 25.56 91 

Table 42: PCSTC and ηCSTC,avg estimations for all measurements from 25/06/2015 to 21/08/2015 in Albuquerque, 

NM along with the number of remaining datapoints after filtering of SMR2 and Table 38.  

 

7.4. Summary and conclusions 

 

The outdoor spectral, electrical and thermal performance of a HCPV monomodule has 

been described in this chapter. Initially, the frequency distributions of the irradiance and 

ambient conditions have been described. In order to reduce the noise in the 

characterisation, three relatively clear-sky days have been selected for the evaluation. 

 

The influence of the solar geometry and atmospheric parameters has been found to be of 

great importance when the spectral gains were compared between the three selected 

days. In particular, it was shown that on the 03/08/2015 spectral gains up to 5% were 

observed due to the lower AOD (i.e. relatively clear atmosphere) and higher PW (i.e. 

relatively wet atmosphere). This was also observed on the diurnal variation of DNI 

where on 03/08/2015 DNI was higher at all times, and that during the afternoon hours, 
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the DNI on the 19/08/2015 was at the lowest because of the increase in AOD. 

Significant differences were found in DNI, SF, SMR during the morning and afternoon 

hours, mainly because of the variation in AOD and PW. 

 

The electrical characterisation showed a similar behaviour as the spectral, verifying the 

importance of the spectrum variations on CPV performance. The Isc and Pmp exhibited a 

linear relation against the DNI, however it was agreed that the spectral sensitivity of III-

V 3J solar cells also plays a significant role. This was noticed when diurnal variation of 

the electrical conversion efficiency was plotted and also against the AM; the peaks were 

measured during the early morning and late afternoon due to the spectrum changes (also 

mentioned in the previous paragraph). In terms of the thermal behaviour, and as 

expected, the measured temperatures on heat sink and diode peaked during the 

afternoon, i.e. when DNI and Tamb were also high. Maximum temperatures of 70.32°C 

and 67.56°C were observed on the diode and heat sink respectively. The Voc and Isc did 

not exhibit a dependence on Tamb; this was attributed to the temperature dependence of 

the Fresnel lens and that future work should try to quantify the effect based on measured 

data so a correction factor can be proposed. 

 

CSOC and CSTC ratings were evaluated, based on the procedures described in literature 

and are currently in the draft stage and also the ASTME2527-09. In terms of CSOC, the 

proposed methods were compared using a different SMR2 range as a filter (in addition 

to the filters that have been agreed within the IEC subgroup). Differences of 3.7% and 

2.2% have been found depending on the number of data considered (i.e. the filters 

applied) and the method used. The estimation of CSTC power was within 1.37% 

between SMR2 ranges however, when the outdoor CSTC was compared to an indoor 

one, a maximum of 8.9% was found (using a different monomodule). The extent of this 

difference was attributed to the Fresnel lens dependence on temperature and also the 

tracker errors that occur when operated in the field. 
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Chapter 8: Conclusions & recommendations for future work 

 

In this research, a spectral dependent electrical and thermal model has been developed 

for 3J HCPV receivers. While other traditional models predict the cooling requirements 

and thermal behaviour using constant parameters (e.g. AM1.5D, constant electrical 

efficiency or even Tamb = 25°C), the model described in this study quantified the cooling 

requirements based on the solar spectrum taking into account the mismatch between 

individual subcells and also the ambient and atmospheric characteristics. Other models 

are not applicable to systems operating in "hot and dry" climates (i.e. with high Tamb, 

low AM, low AOD and low PW) because the cooling requirements are usually 

underestimated. In addition, when the electrical performance and energy yield are 

evaluated, the integrated modelling approach is simulated iteratively taking into account 

the generated heat based on the spectral variations, resulting in a more realistic 

approximation. In summary, when high-quality atmospheric data are available for a 

given location, it is possible to predict the spectral, electrical and thermal performance 

of HCPV systems based on the proposed integrated modelling procedure. Moreover, 

these models can also be used by HCPV designers in order to calculate the cooling 

requirements and avoid any unnecessary increased material usage (by oversizing and 

increasing the weight and cost), or undersizing and risking the system's long-term 

reliability. 

 

8.1. Conclusions  

 

The mathematical formulation of the electrical and thermal models was presented in 

Chapter 3. A schematic explaining the integrated modelling process was also presented 

along with the experimental setup and equipment used to carry out the validation and 

outdoor characterisation. In Chapter 4, the integrated solar spectrum dependent 

electrical and thermal model was described for 3J solar cells under concentration 

followed by an application for the C1MJ CCA. Input ranges and boundary conditions 

were also given. The model examined the electrical and thermal behaviour of 3J solar 

cells under variable air mass and ambient temperature conditions. The electrical 

parameters were characterised as a function of the spectrum and Tcell. The heat power 

due to current mismatch was also quantified. It was found that CPV single cell 

configurations of 1 cm
2
 area, can be adequately cooled passively with a heat sink 
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thermal resistance below 1.63 K/W while for locations with extreme ambient conditions 

(i.e. low AM and high Tamb), a thermal resistance less than 1.4 K/W is needed to keep 

the CCA operating below 90°C. Solar cells with lower area can withstand higher 

concentrations for the same thermal resistance values or higher thermal resistance at CR 

of 500×. It was also concluded that since the solar spectrum is transient during the day, 

the AM1.5D does not offer representative results of the realistic operation of the solar 

cell in the field. Instead, designing the cooling or heat sinking requirements at 

AM < AM1.5D is more preferable because the 3J solar cell is not current matched and 

also because the heat is higher, due to higher solar radiation intensity. 

 

In Chapter 5, a 3D FEA model for the DDM-1090× monomodule has been developed in 

order to validate the accuracy of the numerical process presented in Chapters 4 and 6. 

The boundary conditions and a mesh independency analysis were also presented. The 

models were validated independently and as an integrated model. The errors between 

measurements and simulations were considered to be acceptable. The SMARTS2 

predicted well spectral DNI input well, especially for AM < 2 (NRMSE = 2.8%). The 

Tdiode and THS were compared with measured data and the simulated Tcell with the Voc-Isc 

method with a good agreement in all cases (NRMSE between 3.03% and 5.68%). It is 

important to highlight that the proposed Tcell estimation method can be used at both 

maximum power point and open-circuit conditions. The electrical model has been 

validated in terms of the Isc, Voc, Pmp and FF with NRMSE of 2.84%, 0.7%, 2.66% and 

1.2% respectively.  

 

The model presented and validated in Chapters 4 and 5 was extended in Chapter 6 in 

order to assess the influence of AM, AOD and PW on the spectral, electrical and thermal 

behaviour of 3J solar cells. The results showed that such solar cells exhibited spectral 

losses with increasing AM and AOD while with increasing PW they showed spectral 

gains; this was attributed to the irradiance reduction at the longer wavelengths of the 

solar spectrum. The normalised electrical power losses increased significantly for AM 

values greater than AM = 2 (up to 50.3% at AM = 10). The procedure was then 

simplified in order to handle bulk spectra, introducing a cell temperature estimation 

based on regression analysis. Class I TMY3 data have been used for four US locations 

with relatively high annual DNI (Albuquerque, El Paso, Las Vegas and Tucson) in order 

to evaluate the performance of a CCA. By varying the hconv at each location, its 

influence on Eyield could then be determined. Different hconv were suggested for each 



 

152 

 

location; 1250 W/(m
2
∙K) for Albuquerque and El Paso, 1450 W/(m

2
∙K) for Las Vegas 

and 1350 W/(m
2
∙K) for Tucson. In order to quantify the hconv under extreme conditions, 

a method was presented in order to evaluate the cooling requirements under worst-case 

scenarios; i.e. AM1D, Tamb = 45°C and a relatively clear (low AOD) and dry (low PW) 

atmosphere. It has been shown that in order to operate at maximum Tcell lower than 

100°C, the hconv should be greater than 1300 W/(m
2
∙K). Moreover, the results were 

compared with the ASTM G173-03 and a ΔΤcell up to 9.3°C was observed.  

 

Finally in Chapter 7, the outdoor spectral, electrical and thermal performance of a 

HCPV monomodule were described. Three relatively clear-sky days have been selected 

for the evaluation and the influence of the AM, AOD, PW which have been found to be 

of great importance when the spectral gains were compared between the three selected 

days. In particular, it was shown that the day with the lowest AOD and highest PW 

exhibited a better spectral and electrical performance. The DNI was also found to vary 

with the changes in AOD and PW; a similar effect was observed on SF, SMR and 

electrical conversion efficiency. As expected, the Isc and Pmp exhibited a linear relation 

against the DNI, however it was agreed that the spectral sensitivity of III-V 3J solar 

cells also plays a significant role. CSOC and CSTC ratings were evaluated for different 

datasets and SMR2 filter. Differences were observed depending on the number of data 

considered, the method used and the SMR2 filter. Suggestions and recommendations 

were drafted in order to improve the rating procedures.  

 

8.2. Recommendations for future work 

 

Although in this work, a spectral distribution validation was not performed due to the 

lack of an accurate spectroradiometer, it can be suggested for a future study. As 

expected, the error of the spectral DNI input influences the prediction of the electrical 

prediction and therefore, an improvement on the measurement and/or calculation of 

spectral irradiance may reduce the errors further. The integrated modelling procedure 

could also benefit if the following recommendations were included: 

 

1) The non-uniformity of irradiance on the solar cell's surface needs to be 

considered. One suggestion to achieve this is by dividing the solar cell's area 

into regions with different corresponding spectral irradiances; this will also take 
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into account the chromatic aberrations that take place when refractive optical 

components are used to concentrate the direct sunlight. 

 

2) The concentrator optics need to be modelled in terms of their spectral 

transmittance or reflectivity as a function of temperature. Increasing 

temperatures on refractive optics will result in a change in the refractive index of 

the lens due to thermal expansion; this will lead to an increase in the focal length 

and therefore change the overall system power generation [121]. The effect of 

lens temperature was also observed during the outdoor characterisation (see 

Chapter 7).  

 

3) In order to improve the cell temperature prediction, the tracker position and 

wind speed and direction should be taken into account. 

 

4) Future work should incorporate costs in order to optimise the electrical and 

thermal performance at the lowest heat sink cost. 

 

5) The complexity of the model can be significantly reduced if analytical equations 

are established to quantify the SF at each subcell and whole cell. This will 

significantly reduce the simulation time and complexity since bulk spectra will 

not be required as input. The analytical equations of SF could potentially be 

used to calculate the effective irradiance and also other spectral indices such as 

the SMR.  

 

6) The modelling procedure presented in this thesis was based on steady-state 

models that were simulated iteratively. The system's behaviour however is 

dynamic especially during transient irradiance or/and wind. Therefore, dynamic 

modelling would be beneficial for the integrated model's accuracy. 
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