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We consider finite difference methods for solving nonlinear fractional differential equations in the
Caputo fractional derivative sense with non-uniform meshes. Under the assumption that the Caputo
derivative of the solution of the fractional differential equation is suitably smooth, Li et al. “Finite
difference methods with non-uniform meshes for nonlinear fractional differential equations”, Journal of
Computational Physics, 316(2016), 614-631, obtained the error estimates of finite difference methods
with non-uniform meshes. However the Caputo derivative of the solution of the fractional differential
equation in general has a weak singularity near the initial time. In this paper, we obtain the error
estimates of finite difference methods with non-uniform meshes when the Caputo fractional derivative
of the solution of the fractional differential equation has lower smoothness. The convergence result
shows clearly how the regularity of the Caputo fractional derivative of the solution affect the order
of convergence of the finite difference methods. Numerical results are presented that confirm the
sharpness of the error analysis.
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1. Introduction

In this paper, we will consider finite difference methods for solving the following fractional
nonlinear differential equation, with α > 0,

C
0 D

α
t y(t) = f(t, y(t)), t > 0, y(k)(0) = y

(k)
0 , k = 0, 1, . . . , dαe − 1, (1)

where the y
(k)
0 may be arbitrary real numbers and C

0 D
α
t y(t) denotes the Caputo fractional

derivative defined by

C
0 D

α
t y(t) =

1

Γ(dαe − α)

∫ t

0
(t− s)dαe−α−1ydαe(s) ds, (2)

where dαe is the smallest integer ≥ α. As usual we demand that the function f is
continuous and fulfills a Lipschitz condition with respect to its second argument with
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Lipschitz constant L on a suitable set G. Under these assumptions, Diethelm et al. [? ,
Theorems 2.1, 2.2] showed that (??) has a unique solution y on some interval [0, T ].

It is well-known that (??) is equivalent to, [? , Lemma 2.3]

y(t) =

dαe−1∑
ν=0

y
(ν)
0

tν

ν!
+

1

Γ(α)

∫ t

0
(t− s)α−1f(s, y(s)) ds. (3)

Equations of this type arise in a number of applications where models based on frac-
tional calculus are used, such as viscoelastic materials, anomalous diffusion, signal pro-
cessing and control theory, etc., see Oldham and Spanier [? ], Kilbas et al. [? ], Podlubny
[? ].

It is not possible to find the analytic solution of (??) for the general f . Therefore we
have to apply some numerical methods for solving (??). Stability and convergence of
such numerical methods are analyzed under certain smoothness assumptions about the
solutions or data for (??), see, for example, [? ], [? ], [? ], [? ], [? ], [? ], [? ], [? ], [? ], [? ].

Most analysis of the numerical methods for solving (??) is deduced under the assump-
tions that the meshes are uniform, see, for example, [? ], [? ], [? ], [? ], [? ], [? ]. To
obtain a higher order numerical method with uniform meshes, the solutions or data of
(??) are required to be suitably smooth, for example, C

0 D
α
t y ∈ Cm[0, T ],m ≥ 2 in [? ,

Theorem 3.2]. However, as stated in [? , Theorem 2.2], although y ∈ Cm[0, T ] for some
m ∈ N, 0 < α < m, the Caputo fractional derivative C

0 D
α
t y behaves as tdαe−α when

ydαe(0) 6= 0, α > 0. Therefore it is interesting to design some numerical methods which
have the optimal convergence orders when C

0 D
α
t y has the lower smoothness. One way is

to use the numerical methods with non-uniform meshes. In this paper, we will assume
that C

0 D
α
t y satisfies the following smooth assumption. For simplicity of the notations, we

only consider the case with 0 < α < 2. Similarly one may consider the case with α ≥ 2.

Assumption 1 Let 0 < σ < 1 and let g(t) := C
0 D

α
t y(t) with 0 < α < 2. There exists a

constant c > 0 such that

|g′(t)| ≤ ctσ−1, |g′′(t)| ≤ ctσ−2.

Here g′(t), g′′(t) denote the first and second derivatives of g, respectively.

It is obvious that the smoothness of g in Assumption ?? is weaker than g ∈ C2[0, T ].
In other words, the Assumption ?? has less requirements for the smoothness of g than
g ∈ C2[0, T ]. Further we note that the Assumption ?? is reasonable in the application.
Below we show some cases where g(t) := C

0 D
α
t y(t) satisfies the Assumption ??.

• By [? , Lubich, 1983, Theorem 2.1], assume that f ∈ Cm(G),m ≥ 2 and α ∈ (0, 1),
then, with some constants c1, c2, . . . , cν̂ ∈ R,

y = c1t
α + c2t

2α + · · ·+ cν̂t
ν̂α + smoother terms,

which implies that, with some constants d1, d2, . . . , dν̂ ∈ R,

g : = C
0 D

α
t y = d1t

α−α + d2t
2α−α + · · ·+ dν̂t

ν̂α−α + smoother terms

= d1 + d2t
α + · · ·+ dν̂t

(ν̂−1)α + smoother terms.

2
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Thus we see g := C
0 D

α
t y behaves as c + ctα which implies that |g′(t)| ≤ ctα−1 and

|g′′(t)| ≤ ctα−2. Hence we may apply Assumption ?? with σ = α in this case.
• By [? , Theorem 2.2], although the solution y is very smooth, the Caputo derivative

of the solution C
0 D

α
t y may not be smooth. For example y(t) = t ∈ C∞[0, T ], but

C
0 D

α
t y = ct1−α /∈ C2[0, T ]. We may apply the Assumption ?? with σ = 1 − α in this

case.
• It is very common that both y and the Caputo derivative C

0 D
α
t y have lower smoothness

in the fractional differential equation. For example, the fractional differential equation,
with 0 < α < 1,

C
0 D

α
t y(t) + y(t) = 0, t ∈ (0, T ], y(0) = 1,

has the exact solution y(t) = Eα,1(−tα), where Eα,γ(z) is the Mittag-Leffler function

defined by Eα,γ(z) =
∑∞

k=0
zk

Γ(αk+γ) , α, γ > 0. Hence we have

C
0 D

α
t y(t) = −Eα,1(−tα) = −1− (−tα)

Γ(α+ 1)
− (−tα)2

Γ(2α+ 1)
− . . . ,

which implies that the regularity of C
0 D

α
t y(t) behaves as c + ctα, 0 < α < 1. Thus we

may apply the Assumption ?? with σ = α in this case.

Recently Li et al. [? ] considered the error estimates of the rectangle formula, trapezoid
formula and the predictor-corrector scheme for solving (??) with non-uniform meshes
when the solution is suitably smooth, see also [? ], [? ], [? ], [? ]. Under the Assumption
??, we shall consider in this paper the error estimates of the finite difference methods
introduced in Li et al. [? ] with the non-uniform meshes. We show that the optimal con-
vergence orders of the numerical methods may be recovered when the Caputo derivative
of the solution of the fractional differential equation has lower smoothness. Our analysis
is based on the excellent work in Stynes et al. [? ], [? ], where the authors applied the
graded meshes to recover the convergence order of the finite difference method for solving
time-fractional diffusion equation when the solution is not sufficiently smooth.

The paper is organized as follows. In Section 2 we introduce three numerical schemes
for solving (??) with non-uniform meshes, i.e., the rectangle formula, the trapezoid for-
mula and the predictor-corrector scheme. In section 3, we prove the error estimates of
these three numerical methods under the Assumption ??. Finally in Section 4, we give
some numerical examples which show that the numerical results are consistent with the
theoretical results.

Throughout, the notations C and c, with or without a subscript, denote generic con-
stants, which may differ at different occurrences, but are always independent of the mesh
size.

2. Numerical methods

In this section, we will introduce the different numerical methods for solving (??), see Li
et al. [? ], Diethelm [? ].

Let N ≥ 1 be a positive integer and let 0 = t0 < t1 < · · · < tN = T be the non-uniform
meshes on [0, T ]. For simplicity, we assume that T = 1. Let µ = 2T

N(N+1) . Assume that

3
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the non-uniform meshes satisfy, [? ]

τj = tj+1 − tj = (j + 1)µ, j = 0, 1, 2, . . . , N − 1. (4)

Let us consider the following integral, with n = 0, 1, 2, . . . , N − 1,

In+1 =

∫ tn+1

0
(tn+1 − s)α−1f(s, y(s)) ds =

n∑
j=0

∫ tj+1

tj

(tn+1 − s)α−1f(s, y(s)) ds.

It can be approximated by the following approach

In+1 ≈
n∑
j=0

∫ tj+1

tj

(tn+1 − s)α−1f̃j(s, y(s)) ds,

where f̃j(s, y(s)), j = 0, 1, 2, . . . , n is the approximation of f(s, y(s)) on the interval
[tj , tj+1].

It will lead to different scheme by choosing different f̃j(s, y(s)). Here we choose three

kinds of f̃j(s, y(s)) to derive the fractional rectangle, trapezoid, and predictor-corrector
methods respectively, see Li et al. [? ]. Let yn ≈ y(tn), n = 0, 1, 2, . . . , N denote the
approximate solution of y(tn).

(i). By choosing f̃j(s, y(s)) as

f̃j(s, y(s)) = f(tj , y(tj)), on [tj , tj+1], j = 0, 1, 2, . . . , n,

the fractional rectangle method for solving (??) is derived as, with 0 < α < 2,

yn+1 = y(0) + y′(0)tn+1 +

n∑
j=0

wj,n+1f(tj , yj), (5)

where, with j = 0, 1, 2, . . . , n,

wj,n+1 =
1

Γ(α)

∫ tj+1

tj

(tn+1 − s)α−1 ds =
(tn+1 − tj)α − (tn+1 − tj+1)α

Γ(α+ 1)
. (6)

We remark that when 0 < α < 1, there is no term y′(0)tn+1 at the right hand of (??).
We will not repeat this remark below for 0 < α < 1.

(ii). If f̃j(s, y(s)) is selected as, with j = 0, 1, 2, . . . , n,

f̃j(s, y(s)) =
s− tj+1

tj − tj+1
f(tj , y(tj)) +

s− tj
tj+1 − tj

f(tj+1, y(tj+1)), on [tj , tj+1],

the fractional trapezoid method is derived as, with 0 < α < 2,

yn+1 = y(0) + y′(0)tn+1 +

n+1∑
j=0

w̃j,n+1f(tj , yj), (7)

4
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where

w̃j,n+1 =
1

Γ(α+ 2)


1
t1
A0, if j = 0,

1
tj+1−tjAj + 1

tj−1−tjBj , if j = 1, 2, . . . , n,

(tn+1 − tn)α, if j = n+ 1,

(8)

and

A0 = (tn+1 − t1)α+1 − tα+1
n+1 + (α+ 1)t1t

α
n+1,

Aj = (tn+1 − tj+1)α+1 − (tn+1 − tj)α+1 + (α+ 1)(tj+1 − tj)(tn+1 − tj)α,
Bj = (tn+1 − tj)α+1 − (tn+1 − tj−1)α+1 + (α+ 1)(tj − tj−1)(tn+1 − tj)α.

Note that (??) is an implicit scheme. In order to decrease computational complexity,
it is natural to introduce the following predictor-corrector method.

(iii) The predictor-corrector method

yPn+1 = y(0) + y′(0)tn+1 +

n∑
j=0

wj,n+1f(tj , yj),

yn+1 = y(0) + y′(0)tn+1 +
( n∑
j=0

w̃j,n+1f(tj , yj) + w̃n+1,n+1f(tn+1, y
P
n+1)

)
, (9)

where wj,n+1 and w̃j,n+1 are defined in (??) and (??), respectively.

3. Error estimates

In this section, under the Assumption ?? we shall consider the error estimates for the
rectangle formula, trapezoid formula and predictor-corrector scheme introduced in Sec-
tion 2 with non-uniform meshes.

3.1 Rectangle formula

In this subsection we will consider the error estimates of the rectangle formula (??) for
solving (??). Assume that C

0 D
α
t y ∈ C1[0, T ], α > 0, Li et al. [? ] proved the following

theorem

Theorem 3.1 ([? , Theorem 4.1] ) Let α > 0. If C
0 D

α
t y ∈ C1[0, T ] and the non-

equidistant stepsize is non-decreasing, then the rectangle formula (??) for equation (??)
has the following error estimates

max
0≤j≤N

|yj − y(tj)| ≤ Cτmax,

where τmax denotes the maximum of the step sizes, i.e.,

τmax = max
0≤j≤N−1

(tj+1 − tj). (10)

5
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We will show the following result:

Theorem 3.2 Let 0 < α < 2 and assume that g := C
0 D

α
t y satisfies Assumption ??. Let

τj , j = 0, 1, 2, . . . , N − 1 be the non-uniform meshes defined in (??). Assume that y(tj)
and yj are the solutions of (??) and (??), respectively.

(1) If 0 < α ≤ 1, then we have

max
0≤j≤N

|y(tj)− yj | ≤


CN−2(α+σ), if 0 < 2(α+ σ) < 1,

CN−2(α+σ) ln(N), if 2(α+ σ) = 1,

CN−1, if 2(α+ σ) > 1.

(2) If 1 < α < 2, then we have

max
0≤j≤N

|y(tj)− yj | ≤ CN−1.

To prove Theorem ??, we need some preliminary lemmas.

Lemma 3.3 Let 0 < α < 2 and assume that g := C
0 D

α
t y satisfies Assumption ??. Let

τj , j = 0, 1, 2, . . . , N − 1 be the non-uniform meshes defined in (??).

• If 0 < α ≤ 1, then we have, with n = 0, 1, 2, . . . , N − 1, N ≥ 1,

∣∣∣ 1

Γ(α)

n∑
j=0

∫ tj+1

tj

(tn+1−s)α−1g(s) ds−
n∑
j=0

wj,n+1g(tj)
∣∣∣ ≤


CN−2(α+σ), if 0 < 2(α+ σ) < 1,

CN−2(α+σ) ln(N), if 2(α+ σ) = 1,

CN−1, if 2(α+ σ) > 1.

• If 1 < α < 2, then we have, with n = 0, 1, 2, . . . , N − 1, N ≥ 1,

∣∣∣ 1

Γ(α)

n∑
j=0

∫ tj+1

tj

(tn+1 − s)α−1g(s) ds−
n∑
j=0

wj,n+1g(tj)
∣∣∣ ≤ CN−1.

Proof. Note that, with n = 2, 3, . . . , N − 1, N ≥ 3, (it is easy to consider the cases for
N = 1, 2, we omit these cases here)

∣∣∣ 1

Γ(α)

n∑
j=0

∫ tj+1

tj

(tn+1 − s)α−1g(s) ds−
n∑
j=0

wj,n+1g(tj)
∣∣∣

=
1

Γ(α)

∣∣∣ n∑
j=0

∫ tj+1

tj

(tn+1 − s)α−1(g(s)− g(tj)) ds
∣∣∣

≤ 1

Γ(α)

∣∣∣ ∫ t1

0
(tn+1 − s)α−1

(
g(s)− g(t0)

)
ds
∣∣∣+

1

Γ(α)

∣∣∣ n−1∑
j=1

∫ tj+1

tj

(tn+1 − s)α−1
(
g(s)− g(tj)

)
ds
∣∣∣

+
1

Γ(α)

∣∣∣ ∫ tn+1

tn

(tn+1 − s)α−1
(
g(s)− g(tn)

)
ds
∣∣∣

= I1 + I2 + I3.

6
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For I1, we have, by Assumption ??,

I1 ≤ C
∣∣∣ ∫ t1

0
(tn+1 − s)α−1

∫ s

0
g′(τ) dτ ds

∣∣∣ ≤ C ∫ t1

0
(tn+1 − s)α−1

∫ s

0
τσ−1 dτ ds

≤ C
∫ t1

0
(tn+1 − s)α−1sσ ds.

If 0 < α ≤ 1, then we have, by Assumption ?? and (??),

I1 ≤ C(tn+1 − t1)α−1

∫ t1

0
sσ ds ≤ C(tn+1 − t1)α−1(t1)σ+1

= C
( n(n+ 3)

N(N + 1)

)α−1( 2

N(N + 1)

)σ+1 ≤ CN−2(α−1)n2(α−1)N−2(σ+1) ≤ CN−2(α+σ).

(11)

If 1 < α < 2, then we have,

I1 ≤ Ctα−1
n+1t

σ+1
1 = C

((n+ 1)(n+ 2)

N(N + 1)

)α−1( 2

N(N + 1)

)σ+1

≤ Cn2(α−1)N−2(α−1)N−2(σ+1) ≤ C
(
n/N

)2(α−1)
N−2σ−2 ≤ CN−2σ−2 ≤ CN−1. (12)

For I2, we have, with ξj ∈ (tj , tj+1), j = 1, 2, . . . , n− 1 and n = 2, 3, . . . , N − 1,

I2 =
1

Γ(α)

∣∣∣ n−1∑
j=1

∫ tj+1

tj

(tn+1 − s)α−1g′(ξj)(s− tj) ds
∣∣∣.

By Assumption ??, we have, see Stynes et al. [? ], with n ≥ 4, i.e., N ≥ 5, ( the case for
n < 4 is easy to consider and we omit this case below),

I2 ≤ C
∣∣∣ n−1∑
j=1

(tj+1 − tj)tσ−1
j

∫ tj+1

tj

(tn+1 − s)α−1 ds
∣∣∣

≤ C
∣∣∣ dn−1

2
e−1∑

j=1

(tj+1 − tj)tσ−1
j

∫ tj+1

tj

(tn+1 − s)α−1 ds
∣∣∣

+ C
∣∣∣ n−1∑
j=dn−1

2
e

(tj+1 − tj)tσ−1
j

∫ tj+1

tj

(tn+1 − s)α−1 ds
∣∣∣

= I21 + I22,

where dn−1
2 e is the smallest integer ≥ n−1

2 with n = 4, 5, . . . , N − 1, N ≥ 5.
We first consider the estimates for I21. We have, with n ≥ 4,

I21 ≤ C
dn−1

2
e−1∑

j=1

(tj+1 − tj)2tσ−1
j (tn+1 − tj+1)α−1

7
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Note that

tσ−1
j =

( j(j + 1)

N(N + 1)

)σ−1
≤ C(j/N)2(σ−1), (13)

tj+1 − tj =
2(j + 1)

N(N + 1)
≤ CjN−2, (14)

and, since 1 ≤ j ≤ dn−1
2 e − 1, n ≥ 4,

(tn+1 − tj+1)α−1 =
((n− j)(n+ j + 3)

N(N + 1)

)α−1

≤ C(n/2)α−1nα−1N−2(α−1) ≤ C(n/N)2(α−1). (15)

Thus, by (??), (??) and (??), we have, with n ≥ 4,

I21 ≤ C
dn−1

2
e−1∑

j=1

(
jN−2

)2
(j/N)2(σ−1)(n/N)2(α−1). (16)

If 0 < α ≤ 1, we have, by (??) and noting that (j/n)2(1−α) ≤ C in this case,

I21 ≤ C
dn−1

2
e−1∑

j=1

j2(α+σ)−2N−2(σ+α)(j/n)2(1−α) ≤ CN−2(σ+α)

dn−1

2
e−1∑

j=1

j2(α+σ)−2

≤


CN−2(α+σ), if 0 < 2(α+ σ) < 1,

CN−2(α+σ) ln(N), if 2(α+ σ) = 1,

CN−1, if 2(α+ σ) > 1,

where the last inequality for 2(α+ σ) > 1 follows from

CN−2(σ+α)

dn−1

2
e−1∑

j=1

j2(α+σ)−2 ≤ CN−2(σ+α)

∫ N

0
x2(α+σ)−2 dx ≤ CN−1.

If 1 < α < 2, then we have, by (??) and noting that (n/N)2(α−1) ≤ C in this case,

I21 ≤ CN−2σ−2

[n−1

2
]−1∑

j=1

j2σ ≤ CN−2σ−2

∫ N

0
x2σ dx ≤ CN−1.

For I22, noting that, with dn−1
2 e ≤ j ≤ n− 1, n ≥ 4,

tσ−1
j =

( j(j + 1)

N(N + 1)

)σ−1 ≤ C(j/N)2(σ−1) ≤ C(n/N)2(σ−1), (17)

and

tj+1 − tj =
2(j + 1)

N(N + 1)
≤ CjN−2 ≤ CnN−2, (18)

8
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we have

I22 ≤ C
∣∣∣ n−1∑
j=dn−1

2
e

(nN−2)(n/N)2(σ−1)

∫ tj+1

tj

(tn+1 − s)α−1 ds
∣∣∣

≤ Cn2σ−1N−2σ

∫ tn

tdn−1
2
e

(tn+1 − s)α−1 ds.

Further we note that∫ tn

tdn−1
2
e

(tn+1 − s)α−1 ds =
1

α

[
(tn+1 − tdn−1

2
e)
α − (tn+1 − tn)α

]
≤ 1

α
(tn+1 − tdn−1

2
e)
α ≤ 1

α
tαn+1 =

1

α

(
(n+ 1)(n+ 2)/N(N + 1)

)α ≤ C(n/N)2α. (19)

Thus we have, by (??), (??) and (??), with dn−1
2 e ≤ j ≤ n− 1, n ≥ 4,

I22 = Cn2σ−1N−2σ(n/N)2α = CN−2(σ+α)n2(σ+α)−1.

If 0 < α ≤ 1, then we have

I22 ≤

{
CN−2(σ+α), if 0 < 2(σ + α) ≤ 1,

CN−1, if 2(σ + α) > 1,

where the last inequality follows from, with 2(σ + α) > 1,

I22 ≤ CN−2(σ+α)(n/N)2(σ+α)−1N2(σ+α)−1 ≤ CN−1. (20)

If 1 < α < 2, then we have, by (??), since α ∈ (1, 2) implies 2(σ + α) > 1,

I22 ≤ CN−1.

For I3, we have, with ξn ∈ (tn, tn+1), n = 1, 2, . . . , N − 1,

I3 ≤ C
∣∣∣ ∫ tn+1

tn

(tn+1 − s)α−1g′(ξn)(s− tn) ds
∣∣∣.

By Assumption ??, we have, with 0 < α < 2

I3 ≤ C(tn+1 − tn)tσ−1
n

∫ tn+1

tn

(tn+1 − s)α−1 ds

= C(tn+1 − tn)tσ−1
n

1

α
(tn+1 − tn)α ≤ C(tn+1 − tn)1+αtσ−1

n

≤ C(nN−2)1+α(n/N)2(σ−1) = Cnα+2σ−1N−2(α+σ)

≤

{
CN−2(σ+α), if 2(α+ σ) ≤ 1 + α,

CN−(1+α), if 2(α+ σ) > 1 + α,

9
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where the last inequality follows from, with 2(α+ σ) ≥ 1 + α,

Cnα+2σ−1N−2(α+σ) ≤ C(n/N)α+2σ−1Nα+2σ−1N−2(α+σ) ≤ CN−(1+α).

Obviously the bound for I3 is stronger than the bound for I21.
Together these estimates complete the proof of Lemma ??.

�

We also need the following lemmas.

Lemma 3.4 ([? , Lemma 3.1]) If α > 0, n is a nonnegative integer, τj ≤ τj+1 j =
0, 1, . . . , n − 1, then wj,n+1 and w̃j,n+1 defined by (??) and (??) respectively have the
following estimates

wj,n+1 ≤ Cατj(tn+1 − tj)α−1, j = 0, 1, . . . , n,

and

w̃j,n+1 ≤ Cα

{
τ0t

α−1
n+1, j = 0,

τj(tn+1 − tj)α−1 + τj−1(tn+1 − tj−1)α−1, j = 1, 2, . . . , n+ 1,

where Cα = max{2,α}
Γ(α+1) .

Lemma 3.5 ([? , Lemma 3.3]) Assume that α,C0, T > 0 and bj,n = C0τj(tn−tj)α−1, j =
0, 1, 2, . . . , n− 1 for 0 = t0 < t1 < · · · < tn < · · · < tN = T, n = 1, 2, . . . , N where N is a
positive integer and τj = tj+1 − tj. Let g0 be positive and the sequence {ψk} meet{

ψ0 ≤ g0,

ψn ≤
∑n−1

j=1 bj,nψj + g0,

then

ψn ≤ Cg0, n = 1, 2, . . . , N.

Lemma 3.6 Let α > 0. We have

(1) wj,n+1 > 0, j = 0, 1, 2, . . . , n, where wj,n+1 are the weights defined in (??).
(2) w̃j,n+1 > 0, j = 0, 1, 2, . . . , n+ 1, where w̃j,n+1 are the weights defined in (??).

Proof. It is obvious that wj,n+1 > 0, j = 0, 1, . . . , n. Let us now consider w̃j,n+1 > 0, j =
0, 1, 2, . . . , n+ 1. For j = 0, 1, 2, . . . , n, we have

w̃j,n+1 =
1

Γ(α)

∫ tj+1

tj

(tn+1 − s)α−1 s− tj+1

tj − tj+1
ds+

1

Γ(α)

∫ tj+1

tj

(tn+1 − s)α−1 s− tj
tj+1 − tj

ds,

which is also positive obviously. Further, by (??), we have w̃n+1,n+1 > 0.
The proof of Lemma ?? is complete. �

10
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Proof of Theorem ??. For n = 0, 1, 2, . . . , N − 1, we have

|y(tn+1)− yn+1| =
∣∣∣ 1

Γ(α)

∫ tn+1

0
(tn+1 − s)α−1g(s) ds−

n∑
j=0

wj,n+1f(tj , yj)
∣∣∣

≤ 1

Γ(α)

∣∣∣ n∑
j=0

∫ tj+1

tj

(tn+1 − s)α−1(g(s)− g(tj)) ds
∣∣∣

+
∣∣∣ n∑
j=0

wj,n+1(g(tj)− f(tj , yj))
∣∣∣ = I + II.

The term I is estimated by Lemma ??. For II, we have, by Lemma ?? and the Lipschitz
condition of f ,

II =
∣∣∣ n∑
j=0

wj,n+1(g(tj)− f(tj , yj))
∣∣∣ ≤ L n∑

j=0

wj,n+1|y(tj)− yj |.

Thus we obtain

|y(tn+1)− yn+1| ≤ I + L

n∑
j=0

wj,n+1|y(tj)− yj |.

By Lemma ??, we get

|y(tn+1)− yn+1| ≤ CI.

Together these estimates complete the proof of Theorem ??.
�

3.2 Trapezoid formula

In this section we will consider the error estimates of the trapezoid method (??) for
solving (??). Assume that C

0 D
α
t y ∈ C2[0, T ], Li et al. [? ] proved the following theorem

Theorem 3.7 ([? , Theorem 4.2 ]) If C
0 D

α
t y ∈ C2[0, T ] and the non-equidistant step

size is non-decreasing, then the trapezoid scheme (??) for solving (??) has the following
error estimates

max
0≤j≤N

|yj − y(tj)| ≤ Cτ2
max,

where τmax is defined by (??).

We shall prove the following theorem.

Theorem 3.8 Let 0 < α < 2 and assume that g := C
0 D

α
t y satisfies Assumption ??. Let

τj , j = 0, 1, 2, . . . , N − 1 be the non-uniform meshes defined in (??). Assume that y(tj)
and yj are the solutions of (??) and (??), respectively.

11
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(1) If 0 < α < 1, then we have

max
0≤j≤N

|y(tj)− yj | ≤


CN−2(α+σ), if 0 < 2(α+ σ) < 2,

CN−2(α+σ) ln(N), if 2(α+ σ) = 2,

CN−2, if 2(α+ σ) > 2.

(2) If 1 < α < 2, then we have

max
0≤j≤N

|y(tj)− yj | ≤ CN−2.

To prove Theorem ??, we need the following lemma.

Lemma 3.9 Let 0 < α < 2. Assume that g satisfies Assumption ??.

• If 0 < α ≤ 1, then

∣∣∣ 1

Γ(α)

∫ tn+1

0
(tn+1−s)α−1g(s) ds−

n+1∑
j=0

w̃j,n+1g(tj)
∣∣∣ ≤


CN−2(α+σ), if 0 < 2(α+ σ) < 2,

CN−2(α+σ) ln(N), if 2(α+ σ) = 2,

CN−2, if 2(α+ σ) > 2.

• If 1 < α < 2, then

∣∣∣ 1

Γ(α)

∫ tn+1

0
(tn+1 − s)α−1g(s) ds−

n+1∑
j=0

w̃j,n+1g(tj)
∣∣∣ ≤ CN−2.

Proof. Note that, with n = 2, 3, . . . , N − 1, N ≥ 3,

∣∣∣ 1

Γ(α)

∫ tn+1

0
(tn+1 − s)α−1g(s) ds−

n+1∑
j=0

w̃j,n+1g(tj)
∣∣∣

=
1

Γ(α)

∣∣∣ n∑
j=0

∫ tj+1

tj

(tn+1 − s)α−1
(
g(s)− s− tj+1

tj − tj+1
g(tj)−

s− tj
tj+1 − tj

g(tj+1)
)
ds
∣∣∣

=
1

Γ(α)

∣∣∣ ∫ t1

0
(tn+1 − s)α−1

(
g(s)− s− t1

−t1
g(t0)− s

t1
g(t1)

)
ds
∣∣∣

+
1

Γ(α)

∣∣∣ n−1∑
j=1

∫ tj+1

tj

(tn+1 − s)α−1
(
g(s)− s− tj+1

tj − tj+1
g(tj)−

s− tj
tj+1 − tj

g(tj+1)
)
ds
∣∣∣

+
1

Γ(α)

∣∣∣ ∫ tn+1

tn

(tn+1 − s)α−1
(
g(s)− s− tn+1

tn − tn+1
g(tn)− s− tn

tn+1 − tn
g(tn+1)

)
ds
∣∣∣

= I1 + I2 + I3.

12
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For I1, we have, by Assumption ??,

I1 =
1

Γ(α)

∣∣∣ ∫ t1

0
(tn+1 − s)α−1

[s− t1
−t1

∫ s

0
g′(τ) dτ − s

t1

∫ t1

s
g′(τ) dτ

]
ds
∣∣∣

≤ C
∫ t1

0
(tn+1 − s)α−1sσ ds+ C

∫ t1

0
(tn+1 − s)α−1tσ1 ds. (21)

If 0 < α ≤ 1, we have, by (??)

I1 ≤ C(tn+1 − t1)α−1(t1)σ+1 ≤ CN−2(α+σ). (22)

If 1 < α < 2, then we have, by (??)

I1 ≤ Ctα−1
n+1

∫ t1

0
sσ ds+ Ctα−1

n+1t
σ+1
1 ≤ Ctα−1

n+1t
σ+1
1 ≤ CN−2σ−2 ≤ CN−2. (23)

For I2, we have, with ξj ∈ (tj , tj+1), j = 1, 2, . . . , n− 1 and n = 2, 3, . . . , N − 1,

I2 ≤ C
∣∣∣ n−1∑
j=1

∫ tj+1

tj

(tn+1 − s)α−1g′′(ξj)(s− tj)(s− tj+1) ds
∣∣∣.

By Assumption ??, we have, with n ≥ 4,

I2 ≤ C
n−1∑
j=1

(tj+1 − tj)2tσ−2
j

∫ tj+1

tj

(tn+1 − s)α−1 ds

≤ C
dn−1

2
e−1∑

j=1

(tj+1 − tj)2tσ−2
j

∫ tj+1

tj

(tn+1 − s)α−1 ds

+ C

n−1∑
j=dn−1

2
e

(tj+1 − tj)2tσ−2
j

∫ tj+1

tj

(tn+1 − s)α−1 ds = I21 + I22.

Following the similar arguments as in the estimates for I21 in lemma ??, we can show,
for 0 < α ≤ 1,

I21 ≤


CN−2(α+σ), if 0 < 2(α+ σ) < 2,

CN−2(α+σ) ln(N), if 2(α+ σ) = 2,

CN−2, if 2(α+ σ) > 2,

and I21 ≤ CN−2, for 1 < α < 2.
Following the similar arguments as in the estimates for I22 in lemma ??, we can show,

for 0 < α ≤ 1,

I22 ≤

{
CN−2(α+σ), if 0 < 2(α+ σ) ≤ 2,

CN−2, if 2(α+ σ) > 2,

13
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and I22 ≤ CN−2, for 1 < α < 2.
Following the similar arguments as in the estimates for I3 in lemma ??, we can show,

for 0 < α < 2,

I3 ≤

{
CN−2(α+σ), if 0 < 2(α+ σ) < 1 + α,

CN−(2+α), if 2(α+ σ) > 1 + α.

Together these estimates complete the proof of Lemma ??.
�

Proof of Theorem ??. For n = 0, 1, 2, . . . , N − 1,we have

|y(tn+1)− yn+1| =
∣∣∣ 1

Γ(α)

∫ tn+1

0
(tn+1 − s)α−1g(s) ds−

n+1∑
j=0

w̃j,n+1f(tj , yj)
∣∣∣

≤ 1

Γ(α)

∣∣∣ n∑
j=0

∫ tj+1

tj

(tn+1 − s)α−1
(
g(s)− s− tj+1

tj − tj+1
g(tj)−

s− tj
tj+1 − tj

g(tj+1)
)
ds
∣∣∣

+
∣∣∣ n+1∑
j=0

w̃j,n+1

(
g(tj)− f(tj , yj)

)∣∣∣
= I + II.

The term I is estimated by Lemma ??. For II, we have, by Lemma ?? and the Lipschitz
condition of f ,

II =
∣∣∣ n+1∑
j=0

w̃j,n+1

(
g(tj)− f(tj , yj)

)∣∣∣ ≤ L n+1∑
j=0

w̃j,n+1|y(tj)− yj |.

Thus we obtain

|y(tn+1)− yn+1| ≤ I + L

n+1∑
j=0

w̃j,n+1|y(tj)− yj |.

By using the corresponding Gronwall Lemma similar as Lemma ??, see Li et al. [? ,
Theorem 4.2], we have |y(tn+1)− yn+1| ≤ CI, which completes the proof of Theorem ??.

�

We remark that for 0 < α ≤ 1, we may prove Theorem ?? by using the argument in
[? , Lemma 4.3]. However this argument does not work for proving Theorem ?? with
α ∈ (1, 2).

3.3 Predictor-corrector scheme

In this subsection we will consider the error estimates of the predictor-corrector method
(??) for solving (??). Assume that C

0 D
α
t y ∈ C2[0, T ], Li et al. [? ] proved the following

theorem

14
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Theorem 3.10 ([? , Theorem 4.3]). If C
0 D

α
t y ∈ C2[0, T ] and the non-equidistant step

size is non-decreasing, then the predictor-corrector scheme (??) for solving (??) has the
following error estimates

max
0≤j≤N

|yj − y(tj)| ≤ Cτ qmax, k = 0, 1, 2, . . . , N − 1,

where q = min{2, 1 + α} and τmax is defined by (??).

We have the following Theorem.

Theorem 3.11 Let 0 < α < 2 and assume that g := C
0 D

α
t y satisfies Assumption ??.

Let τj , j = 0, 1, 2, . . . , N − 1 be the non-uniform meshes defined in (??). Assume that
y(tj) and yj are the solutions of (??) and (??), respectively.

(1) If 0 < α ≤ 1, then we have

max
0≤j≤N

|y(tj)− yj | ≤


CN−2(α+σ), if 2(α+ σ) < 1 + α,

CN−2(α+σ) ln(N), if 2(α+ σ) = 1 + α,

CN−1−α, if 2(α+ σ) > 1 + α.

(2) If 1 < α < 2, then we have

max
0≤j≤N

|y(tj)− yj | ≤ CN−2.

To prove Theorem ??, we need the following lemma.

Lemma 3.12 Let 0 < α < 2. Assume that g(t) satisfies Assumption ??.

• If 0 < α ≤ 1, then we have

∣∣∣w̃n+1,n+1

n∑
j=0

∫ tj+1

tj

(tn+1−s)α−1
(
g(s)−g(tj)

)
ds
∣∣∣ ≤


CN−2(α+σ), if 2(α+ σ) < 1 + α,

CN−2(α+σ) ln(N), if 2(α+ σ) = 1 + α,

CN−1−α, if 2(α+ σ) > 1 + α.

• If 1 < α < 2, then we have

∣∣∣w̃n+1,n+1

n∑
j=0

∫ tj+1

tj

(tn+1 − s)α−1
(
g(s)− g(tj)

)
ds
∣∣∣ ≤ CN−2.

Proof. The proof is similar to the proof of Lemma ??. We omit the proof here. �

Proof of Theorem ??. Following the argument of the proof of [? , Lemma 3.1] and using
the estimates in Lemma ??, we may prove this theorem. We omit the proof here.

�

4. Numerical examples

In this section, we will give some numerical examples to illustrate the convergence orders
of the numerical methods introduced in the previous sections under the different smooth-

15
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ness assumptions of C
0 D

α
t y in (??). In Example ?? we consider the rectangle formula and

in Example ?? we consider the trapezoid formula. In Examples ?? and ?? we consider
the predictor-corrector method. We only show the numerical results for α ∈ (0, 1) here.
Similarly we may obtain the numerical results for α ∈ (1, 2).

Example 1 Consider, with 0 < α < 1,

C
0 D

α
t y(t) = f(t, y(t)), t ∈ (0, T ], (24)

y(0) = 1, (25)

where

f(t, y) =
2

Γ(3− α)
t2−α − 1

Γ(2− α)
t1−α − y2 + (t2 − t+ 1)2.

The exact solution is y(t) = t2 − t + 1, and C
0 D

α
t y(t) = 2

Γ(3−α) t
2−α − 1

Γ(2−α) t
1−α. It is

easy to see that C
0 D

α
t y(t) /∈ C2[0, T ] and satisfies Assumption ?? with σ = 1− α.

Let N ≥ 1 be a positive integer. Let 0 = t0 < t1 < · · · < tN = T be the non-
uniform meshes defined in (??). For simplicity, we choose T = 1. Assume that y(tj) and
yj , j = 0, 1, 2, . . . N are the solutions of (??) and (??), respectively. By Theorem ??, we
have, with σ = 1− α,

‖eN‖∞ := max
0≤j≤N

|y(tj)− yj | ≤ CN−1. (26)

In Table ??, for the different α ∈ (0, 1), we choose the different N = 20 × 2l, l =
1, 2, 3, 4, 5. We obtain the maximum nodal errors ‖eN‖∞ defined in (??) with respect
to the different N . We also calculate the experimental order of convergence (EOC) by

log 2
(
‖eN‖∞
‖e2N‖∞

)
. We observe that the experimental order of convergence is consistent with

our theoretical result in (??), i.e, log 2
(
‖eN‖∞
‖e2N‖∞

)
≈ 1. In this case, the Caputo fractional

derivative C
0 D

α
t y(t) behaves as t1−α, 0 < α < 1, by using the rectangle formula with

uniform meshes, the experimental order of convergence (EOC) is almost the same as the
order obtained by using the rectangle formula with non-uniform meshes.

Meshes N α = 0.3 EOC α = 0.6 EOC α = 0.8 EOC
Non-uniform 40 1.51E-02 1.52E-02 1.66E-02

80 7.10E-03 1.09 7.33E-03 1.06 8.10E-03 1.03
160 3.39E-03 1.07 3.58E-03 1.04 4.00E-03 1.02
320 1.63E-03 1.06 1.76E-03 1.02 1.99E-03 1.01
640 7.89E-04 1.05 8.71E-04 1.01 9.90E-04 1.01

Uniform 40 2.44E-02 2.44E-02 2.44E-02
80 1.23E-02 0.98 1.23E-02 0.98 1.23E-02 0.98
160 6.21E-03 0.99 6.21E-03 0.99 6.21E-03 0.99
320 3.12E-03 0.99 3.12E-03 0.99 3.12E-03 0.99
640 1.56E-03 0.99 1.56E-03 0.99 1.56E-03 0.99

Table 1. Maximum nodal errors at T = 1 for Example ?? using rectangle formula (??)

16



August 10, 2017 10:34 International Journal of Computer Mathematics liurobertsyan˙2017˙06˙21

Example 2 In this example, we consider the trapezoid formula for (??)-(??). Assume
that y(tj) and yj , j = 0, 1, 2, . . . N are the solutions of (??) and (??), respectively. By
Theorem ??, we have, with σ = 1− α,

‖eN‖∞ := max
0≤j≤N

|y(tj)− yj | ≤ CN−2 ln(N). (27)

In Table ??, for the different α ∈ (0, 1) we choose the different N = 20×2l, l = 1, 2, 3, 4, 5.
We obtain the maximum nodal errors ‖eN‖∞ defined in (??) with respect to the different
N . We also calculate the experimental order of convergence (EOC).

Meshes N α = 0.3 EOC α = 0.6 EOC α = 0.8 EOC
Non-uniform 40 1.03E-04 1.30E-04 2.18E-04

80 2.70E-05 1.94 3.28E-05 1.99 5.47E-05 2.00
160 6.97E-06 1.95 8.24E-06 1.99 1.37E-05 2.00
320 1.79E-06 1.96 2.06E-06 2.00 3.42E-06 2.00
640 4.56E-07 1.97 5.16E-07 2.00 8.55E-07 2.00

Uniform 40 9.57E-04 4.67E-03 8.30E-03
80 4.99E-04 0.94 2.42E-03 0.95 4.24E-03 0.97
160 2.62E-04 0.93 1.25E-03 0.96 2.15E-03 0.98
320 1.37E-04 0.93 6.35E-04 0.97 1.08E-03 0.99
640 7.13E-05 0.94 3.22E-04 0.98 5.44E-04 0.99

Table 2. Maximum nodal errors at T = 1 for Example ?? using trapezoid formula (??)

We see that the experimental order of convergence (EOC) of the trapezoid method (??)
with non-uniform meshes is almost O(N−2) as we expected. However the experimental
order of convergence (EOC) of the trapezoid method (??) with uniform meshes is only
about O(N−1)

Example 3 Consider, with 0 < α < 1, 0 < β < 1 and α < β,

C
0 D

α
t y(t) =

Γ(1 + β)

Γ(1 + β − α)
tβ−α + t2β − y2, t ∈ (0, T ], (28)

y(0) = y0, (29)

where y0 = 0, and the exact solution is y(t) = tβ, and C
0 D

α
t y(t) = Γ(1+β)

Γ(1+β−α) t
β−α, which

implies that the regularity of C
0 D

α
t y(t) behaves as tβ−α. Thus we see that C

0 D
α
t y(t) sat-

isfies the Assumption 1 with σ = β − α.
We shall use the same notations as in Example ??. We have, by Theorem ?? with

σ = β − α,

‖eN‖ := max
0≤j≤N

|y(tj)− yj | ≤


CN−2β, if 2β < 1 + α,

CN−2β ln(N), if 2β = 1 + α,

CN−(1+α), if 2β > 1 + α.

In Table ??, we choose β = 0.9 and we obtain the experimental orders of convergence
(EOC) and the maximum nodal errors with respect to the different N . In Table ??, we
have 2β ≥ 1+α, the experimental order of convergence (EOC) of (??) with non-uniform
meshes is almost 1 + α as we expected.
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Meshes N α = 0.3 EOC α = 0.6 EOC α = 0.8 EOC
Non-uniform 40 1.74E-02 1.53E-03 5.19E-04

80 5.36E-03 1.70 4.57E-04 1.75 1.49E-04 1.80
160 1.73E-03 1.63 1.41E-04 1.70 4.28E-05 1.80
320 5.90E-04 1.55 4.46E-05 1.66 1.23E-05 1.80
640 2.10E-04 1.49 1.43E-05 1.64 3.53E-06 1.80

Uniform 40 7.39E-02 8.95E-03 1.43E-02
80 2.37E-02 0.85 4.83E-03 0.89 7.68E-03 0.90
160 7.08E-03 0.88 2.59E-03 0.90 4.12E-03 0.90
320 2.24E-03 0.89 1.39E-03 0.90 2.21E-03 0.90
640 7.62E-04 0.90 7.46E-04 0.90 1.18E-03 0.90

Table 3. Maximum nodal errors at T = 1 for Example ?? using predictor-corrector scheme (??) with β = 0.9

In Table ??, we choose β = 0.4 and we obtain the experimental orders of convergence
(EOC) and the maximum nodal errors with respect to the different N . In Table ??,
we have 2β < 1 + α, the experimental order of convergence (EOC) of (??) with non-
uniform meshes is indeed almost 2β = 0.8 as we expected for α = 0.2, 0.3. For α = 0.1,
the experimental order of convergence (EOC) of (??) with non-uniform meshes is less
than 2β = 0.8. If we choose α > 0.5 in this case, we could not get any numerical results,
the solutions blow up.

Meshes N α = 0.3 EOC α = 0.2 EOC α = 0.1 EOC
Non-uniform 40 6.06E-03 3.21E-02 4.63E-01

80 2.15E-03 1.49 7.68E-03 2.06 4.09E-01 0.18
160 1.08E-03 0.99 2.08E-03 1.88 3.48E-01 0.23
320 5.40E-04 0.99 1.21E-03 0.78 2.76E-01 0.33
640 2.70E-04 0.99 6.97E-04 0.79 1.76E-01 0.65

Uniform 40 2.02E-02 1.14E-02 4.02E-01
80 1.64E-02 0.30 9.96E-03 0.20 3.41E-01 0.23
160 1.25E-02 0.40 1.05E-02 -0.07 2.70E-01 0.34
320 9.18E-03 0.44 9.40E-03 0.16 1.77E-01 0.61
640 6.63E-03 0.47 7.86E-03 0.26 1.14E-02 0.96

Table 4. Maximum nodal errors at T = 1 for Example ?? using predictor-corrector scheme (??) with β = 0.4

Example 4 Consider, with 0 < α < 1,

C
0 D

α
t y(t) + y(t) = 0, t ∈ (0, T ], (30)

y(0) = y0, (31)

where y0 = 1. The exact solution is y(t) = Eα,1(−tα), and C
0 D

α
t y(t) = −Eα,1(−tα),

where Eα,γ(z) is the Mittag-Leffler function defined by

Eα,γ(z) =

∞∑
k=0

zk

Γ(αk + γ)
, α, γ > 0.
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Hence we have

C
0 D

α
t y(t) = −1− (−tα)

Γ(α+ 1)
− (−tα)2

Γ(2α+ 1)
− . . . ,

which implies that the regularity of C
0 D

α
t y(t) behaves as c+ ctα, 0 < α < 1. By Theorem

?? with σ = α, we have

‖eN‖∞ := max
0≤j≤N

|y(tj)− yj | ≤


CN−4α, if α < 1/3,

CN−4α ln(N), if α = 1/3,

CN−(1+α), if α > 1/3.

In Table ?? we obtain the experimental orders of convergence (EOC) and the maximum
nodal errors with respect to the different N . When α = 0.3 which is less than 1/3,
the convergence order should be O(N−4α) = O(N−1.2). When α = 0.6, 0.8 which are
greater than 1/3, the convergence orders should be 1 + α. We see that the numerical
results are perfectly consistent with the theoretical results for α = 0.6, 0.8. For α =
0.3, the experimental orders of convergence (EOC) is slightly lower than the theoretical
convergence order O(N−1.2).

Meshes N α = 0.3 EOC α = 0.6 EOC α = 0.8 EOC
Non-uniform 40 9.50E-04 4.26E-04 2.53E-04

80 4.87E-04 0.96 1.35E-04 1.66 7.23E-05 1.81
160 2.64E-04 0.88 4.37E-05 1.63 2.08E-05 1.80
320 1.31E-04 1.02 1.42E-05 1.62 6.01E-06 1.79
640 6.14E-04 1.09 4.66E-06 1.61 1.74E-06 1.79

Uniform 40 1.11E-02 7.57E-04 1.14E-04
80 4.47E-03 1.32 4.34E-04 0.80 4.43E-05 1.37
160 1.24E-03 1.84 2.19E-04 0.98 1.59E-05 1.48
320 5.54E-04 1.17 1.05E-04 1.07 5.47E-06 1.54
640 6.48E-04 -0.22 4.83E-05 1.12 1.85E-06 1.56

Table 5. Maximum nodal errors at T = 1 for Example ?? using predictor-corrector scheme (??)

4.1 Conclusion

In this paper, we consider the error estimates of three kinds of fractional numerical
methods for solving nonlinear fractional differential equations with non-uniform meshes.
Under the assumption that the fractional derivative of the solution of the fractional
differential equation has lower smoothness, we obtain the error bounds which depend
on the fractional order α and the smoothness of the Caputo fractional derivative of the
solution of the fractional differential equation. We may extend this idea to consider other
numerical methods for solving fractional ordinary or partial differential equations with
non-uniform meshes.
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