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ABSTRACT

Expert finding is a key task in enterprise search and has recently attracted lots of attention from both research and industry
communities. The Text REtrieval Conference > (TREC) has organized an expert search task for 2005, 2006, and 2007. Given a
search topic, a prominent existing approach is to apply some information retrieval (IR) system to retrieve top ranking documents,
which will then be used to derive associations between experts and the search topic based on co-occurrences. However, we argue
that expert finding is more sensitive to multiple document features that current expert finding systems insufficiently address,
including: (1) multiple levels of associations between experts and search topics, (2) document internal structure and (3)
document authority. We propose a novel approach which integrates the above three aspects as well as a query expansion
technique in a two-stage model for expert finding. A systematic evaluation is conducted on the TREC2006 and TREC2005
expert search collections to test the performance of our approach and the effects of different aspects of document features and
query expansion. These experimental results show that query expansion can dramatically improve expert finding performance.
Both document internal structure and our novel multiple window based approach for taking into account multiple levels of
associations improve expert finding over the direct use of a number of well-known IR models for both with and without query

expansion.
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1. INTRODUCTION

Expert finding is a key task in enterprise seancti has recently attracted lots of attention. Adgpiuser scenario is that one
needs to learn about a subject and wants to taiomoeone who knows about it as the first step. Weotse case is that a
project manager is trying to assemble a projeehig&ccordingly, Yimam-seid and Kobsa (2003) ideatftwo main motives
for expert finding, namely, as a source of inforimato answer the question “who knows about toffit and as someone who
can perform a given organizational or social dotamswer the questions such as “how well does wlatmut topic x?”, “what
else does y know?”, “how does y compare with otlertopic x?” etc. They argued that manually depetbexpertise databases
are labor intensive and often quickly out of da@n the other hand, much valuable and up-to-dgteréigze information often
exists implicitly or explicitly in documents prodert within the organization, e.g., emails, blogs] aeb pages of individuals or
groups, etc. Automating expert finding from theseuments will provide a much cheaper way to gatiseful and up-to-date
expertise information.

The TREC enterprise track (Bailey et al. 2007; @edket al. 2006; Soboroff et al. 2007) has been rtiajor forum for
empirically comparing expertise modeling techniqugimce 2005, tremendous progress has been maeenis of expertise
modeling, algorithms, and evaluation strategie® gbal of expert finding is to identify a list of@ple who are knowledgeable
about a given topic. In contrary to traditional #igstems, the target of expert finding is peoplem@d entity) instead of
documents. This task is usually addressed by umitgyvessociations between people and topics (Cth®teal. 2006);
commonly, co-occurrences of a person’s name witictterms in the same context are assumed to lerwe of expertise.
Essentially, the two most popular and well-perfargntypes of approaches in TREC expert search taskrafile-centric and
document-centric approaches (Bailey et al. 200@s®well et al. 2006; Soboroff et al. 2007).

A prominent language modeling approach has beepogea by Balog et al. (2006). They distinguish leetwv“Model 17,
which directly represents the knowledge of an exfrem associated documents, and “Model 2", whicét focates documents
on the topic and then finds the associated expeetkova and Croft [18] have further improved thewdels by proposing a
proximity-based document representation for incoapog sequential information in text. Serdyukow atiemstra [19] propose
a novel expert-centric language model for expeatcde

However, all these language modeling approaches hat sufficiently considered the effect of docaitrfeatures in expert

finding. As rich document features exist in an migational intranet environment and are shown tefbective for document



retrieval [8], it is timely to study the effect dbcument features in expert finding. We discussfialewing document features
that expert finding is potentially sensitive to.

1. Document internal structure. A document’s internal structure can often be @i determining whether a person
mentioned in the document is an expert on a td@tis also mentioned. For example, in a techiiegler, the occurrence of a
person’s name in the author, content, referencegc&nowledgement section of the paper has diffeimaptications of the
person’s expertise on a topic. In a co-occurrenodah we can give different weights to text windanside different sections
of a document, e.g., give higher weight to textdews in the author section of a technical paper.

2. Multiple levels of associations in documentsn a co-occurrence model, the distance betweeanrpaces of an expert
and topic terms is a strong indicator of the expedlevance to the topic. In traditional windowskd association methods, a
text window is set to measure the co-occurrenceth®fexpert and query terms. Once the window sizeet, it is fixed.
However, in expert finding, there are associatibeveen an expert and query terms on multiple $\ed., from phrase,
sentence, paragraph, etc., up to document levdishdse levels of associations need to be coreitlér the co-occurrence
model. In selecting window sizes, small window sinften lead to high precision but low recall inding experts, while large
window sizes lead to high recall but low precisitmcreased window sizes often lead to more coveddigessociations while
introducing noise. We can generally give higherghits to smaller windows than larger windows. Irs thaper, we propose to
adopt a novel weighted multiple-sized-window baapgroach in the association discovery model.

3. Document authority. Some documents are more authoritative than thereth identifying people’s expertise on a topic.
Thus giving higher weights to these authoritiesnttize other ordinary documents can potentially mmprexpert finding. We
hypothesize that these authorities typically ankdd more often by other documents and authorgatoecuments. We have used
the PageRanks (Page et al. 1998; Brin & Page 1&fA®)cuments to measure their authority.

In this paper, we propose to consider the aboweethspects for more effective expert finding. Qapraach is novel in the
following aspects:

Firstly, to the best of our knowledge, this is flist attempt to use a weighted multiple-window aggeh in an information
retrieval model for association discovery. We wilry out a systematic investigation of the effedftsvindow combination in
expert finding.

Secondly, we propose a novel approach which integnaultiple document features and query exparsi@unified way.
We will study how different document features, apgbry expansion in combination with different IR diets affect the expert

finding performance.



Thirdly, although the effects of different retriéwaodels in document based retrieval have beemsixtely studied, little has
been studied about the effects of these retrievadlats in expert finding. In this paper, we will cet a systematic
investigation into the effects of different IR méslan expert finding

Fourthly, we propose a novel query expansion teglnifor expert finding based on a well-known cagaitmodel called
HAL (Hyperspace to Analogue Language) (Burgesd.et%8). Query expansion is integrated with midtidocument features
in our unified expert finding approach.

Our experiments on the TREC W3C dataset show thatqoery expansion technique can dramatically imprexpert
finding performance, and the incorporation of doenmminternal structure and multiple levels of assiians out-performs the
direct use of a number of well-regarded IR modemizined with fix-sized-window-based associationcdigry. It is also
worthy noting that our approach produces a betefopmance than our own runs, which are also trst performing runs, in
the TREC2006 expert search task.

The remainder of the paper is organized as folldwsSection 2, we review the related work. We thiscuss query
expansion in Section 3. Our novel two stage modgdgrating three document features is presente8eiction 4. The

experimental results are reported in Section Sallinwe conclude and propose future work in Sec@o
2. RELATED WORK

Previous work related to our expert finding cardhéded into the following four categories.

2.1 Corpus statistics based approaches

Given a search query, the Expert Finder (Mayburgle2001) works based on evidence such as frequehdocuments

published by an expert on the topic, contents sfimees, and co-occurrence of the expert and quanstsm documents. The
XperNet (Maybury et al. 2001) clusters experts wgithilar skills to form expert networks. Conrad duid (1994) used corpus-
wise mutual information and phi-squared measurelsttover associations between named entitiesoddth co-occurrences or
corpus statistics carry useful information aboutelirentity associations, they can suffer from tdpatependence, i.e.,

insensitivity to document relevance to the seaogiict

2.2 Link-analysis-based approaches

Campbell et al. (2003) used email content to fieldted emails to a given topic, from which theystaicted a graph consisting

of email senders and receivers. They applied thESHHyperlink-Induced Topic Search) algorithm (Klleérg 1998) to the



graph in order to identify experts with high auibhom an organization. However, this approachnsted only to datasets with
explicit linkage information. Kolla and Vechtomoya007) only used the email part of the TREC 2006skt for expert
finding. Similar to Campbell et al. (2003)’s appebathey constructed a graph based on the emalkesemd receiver relations.
However, their experimental results in terms of MARI other performance measures based on outdegfregperts and the
HITS algorithm, respectively, are significantly lesthan those of the other participants’ systemishvbhsed the other parts of
the TREC2006 dataset (Soboroff et al. 2007). Chexh. €2007)’s work in TREC 2006 also shows thawva-stage model based
on the whole dataset significantly outperforms BageRank and HITS algorithm based on the emailgiahte whole dataset,
respectively. We think the reason is that in aranizational environment, expertise information rbaycontained in documents
of various format, the email dataset alone mayamer all expertise information for the domain. Hwer, the above link

analysis based approach can be integrated with e#pert finding methods that exploit data othemtemails.

2.3 Lexical-pattern-based approaches

Etzioni et al. (2004) used lexical patterns to oigr relationships between terms from web documeg@isavegna 2001,

Craven et al. 2000) used machine learning techsitpéearn patterns from documents. Nenadic & Aadmil (2006) proposed
a hybrid method for identifying semantically relhtentities from biomedical literature based on deki syntactic, and

contextual similarities between these entities. Blwantage of these approaches is that it is destibgive a semantic
interpretation to the relation which has been disced between two entities. However a major disathge is that entity
associations, for example, associations betweeplpemd areas of expertise, are often only expdeissplicitly. For instance,

if we search in Google for the terms “Tim Berneeel and “Semantic Web” we find tens of thousandgaiies where both
terms appear, denoting a strong correlation betwleese two terms and suggesting the likelihood Thiat Berners-Lee is an
expert in this topic. However, this does not neaglysmean that anybody has actually explicititaththat Tim Berners-Lee is
an expert on the semantic web in a form that israfple to an approach based on lexical patterngthar words these
associations can often be implicit and can onlydbeved by statistical means. Furthermore manycixpatterns used in the
aforementioned approaches are confined to a spatifinain and therefore have limited applicabil®n the other hand, the

two-stage model in expert search is generic todamyain.

2.4 Information-retrieval-based approaches

The two most popular and well-performing types ppmaches in TREC expert search task are basipedffle-centric and

document-centric approaches (Bailey et al. 200@s®well et al. 2006; Soboroff et al. 2007).



Profile centric approaches build the profile ofexpert as a pseudo document by aggregating terieseg relevant to the
expert, e.g., context text windows of the expertiatuments (Fu et al. 2006a; 2006b). Traditionaludeent based retrieval
models can be directly used for indexing and seaggbrofiles of experts. The advantages of theilgrakentric approaches are
that profiles can be significantly smaller than tinginal corpus, making retrieval of experts affitt, and these approaches can
be integrated with expert profiling approaches ¢(8a8 de Rijke 2007b).

Document-centric approaches are typically basettautitional document retrieval techniques, and loargeneralized as a
two-stage model. Firstly, in document relevance modeve estimate the conditional probabilityg|d), of the query topig
given a documentl. Secondly, in arassociation discovery moddiased on the assumption that terms co-occurritly an
expert in the same context describe the expégid)is used to weight the evidence of co-occurrencexperts with terms ig
in documents. The conditional probabilffc|g) of an expert candidategiven a query can be estimated by aggregating all the
evidences in all the documents whereand terms ingq co-occur. Query expansion techniques can be mtegrwith the
document-centric approaches by firstly expandirggdtiginal queryq for the expanded quexy, secondly associating experts
with terms inge, and finally weighting these co-occurrencestg|q.).

Document-centric approaches normally outperfornfileroentric approaches (Soboroff et al. 2007) las latter achieve
efficiency at the expense of useful informatiortdrms of internal document structure and high-lémeguage features (Petkova
& Croft 2006). Balog et al. (2006)'s work also st®that the document centric model outperforms #maiclate centric model
on the TREC dataset.

In contrast to the models by Balog et al. (200@tkBwa and Croft (2007) and Serdyukov and Hiem@888), which were
discussed in the introduction, Cao et al. (200@ppsed a two-stage language model combining a deruralevance and co-
occurrence model. Fang et al (2007) derived a gémer probabilistic model from the probabilisticnking principle and
extended it with query expansion and non-uniformdédate priors. We first proposed a novel multiwiadow based approach
for integrating multiple levels of associationsveetn experts and query topic in expert finding (hal. 2007).

A number of query expansion techniques are appbedxpert finding (Balog et al. 2007a; MacdonaldQ&nis 2007a;
Petkova & Croft 2006). Information fusion techniqueave also been applied to expert finding. Chudllaet al. (2007)
effectively used multiple agents for expert findimgnd Maconald and Ounis (2007) presented a Bayésikef network model
for taking into account various types of evidentexpert finding.

In addition to the use of language models as tleeimient relevance model in expert finding, other el®duch as the BM25

(Robertson et al. 1995), DFR (Divergence From Ramtss) (Amati & van Rijsbergen 2002), and TF/IDBEI{& et al. 1983;



Salton & Buckley 1988) models etc. have also bessd {Hu et al. 2006; Macdonald & Ounis 2006; Zhabus2007; Yao et al.
2006; Zhu et al. 2007). Little has been studieduatize effects of different document relevance noaeexpert finding, which
is a research problem we will address in this paper

Expert finding can be generalized to retrieval ofitees of other types in documents. The introduttof Entity Ranking
Track in INEX 2007 on the Wikipedia dataset progideplatform for entity search evaluation (de Veesl. 2007). Cheng et
al. (2007) proposed an EntityRank algorithm intéiggalocal co-occurrence and global access infoomebr entity search into
a probabilistic estimation of entity and query a$stion, which is quite similar to the above twags expert finding

approaches.
3. QUERY EXPANSION

A TREC expert finding topic looks like the follows:
<top>
<title>relationship cardinalities</title>
<description>A relevant expert will have knowledge in relationship cardinalities between roles in different
choreographies.</description>
<narrative>In the context of semantic web, the relationships between entities can have different cardinalities and roles.
The relevant expert will have an explicit knowledge of such choreographies. Experts in Semantic Web are not relevant
without explicit knowledge in choreographies.</narrative>
</top>
However, ordinary search engines users tend to amghort queries regardless of their target tasiforimational,
navigational, or transactional) (Silverstein et#99). Since an expert finding task is in somessdroth informational (who
knows about something) and navigational (where/liosvsearcher could find the experts), we have osdyl the title part,
which normally consists of two to four terms, oésle TREC expert finding topics to emulate real dvaiders’ expert finding
queries.
As query expansion techniques have been successfdid in expert finding (Balog et al. 2007a; Mawald & Ounis
2007a; Petkova & Croft 2006), we will also expldhe effects of an automatic query expansion tectmigamely, the HAL
(Hyperspace to Analogue Language) based informdtom model (Song & Bruza 2003), in expert findingle chose this

model is due to the reasons that HAL is cognitivebynpatible with human processing of text (Burgessal. 1998), can

effectively improve document retrieval on largelsadatasets (Song & Bruza 2003), provides weighterms that can be used



in expert finding, and is able to weight terms bkig into account other sources of knowledge, sagtweighting terms
appearing in the description and narrative pag ©®REC topic higher in query expansion.

We employed implicit relevance feedback in HAL lthsgiery expansion. We took the top 30 relevant oeeus returned
by a document relevance model and removed HTML opmland stopwords from these 30 documents. A HAwhasgic space
(Burgess et al. 1998) is automatically construdigdnoving a text window over these 30 document®iby term increment
ignoring punctuation, sentence, and paragraph kaviexd All words within the window are consideredarcurring with each
other with strengths inversely proportional to tlistance between them. After traversing the doctsnem accumulated co-
occurrence matrix for all words in these documéntsoduced. An example of a normalized HAL vedtor‘cardinalities” is:

Cardinalities = < choreographies:0.13 relationship:0.12 semantic:0.11 web:0.11 services:0.09 roles:0.09 w3c:0.07....>

Based on the heuristic concept combination on tAé kpace (Song & Bruza 2003), we obtain the comibiHAL vector
for the query title, e.g., “relationship cardini@g’. After normalization, an example of a combind@lL vector for “relationship
cardinalities” is:

Relationship [] cardinalities = < choreographies:0.16 roles:0.14 semantic:0.09 services:0.08 web:0.05 w3c:0.02 ....>

We can observe how the weights of some dimensiame bhanged appropriately with respect to assoctielevant to
“cardinalities” in the context of “relationship”. ®ights for “choreographies” and “roles” increasesile weights of dimensions
dealing with “cardinalities” in the general contestg., “semantic”, “services”, and “web”, decrease

We adapt the HAL space model to consider descriptind narrative parts of a topic by weighting disiens of the
combined vector, which appear in the descriptiomarrative parts of the topic, higher. For examphes weights of the
dimensions of the above combined vector appearingd description or narrative parts of the topi multiplied with a factor
of 1.5 as:

Relationship [] cardinalities = < choreographies:0.24 roles:0.21 semantic:0.135 services:0.08 web:0.075 w3c:0.02 ....>

Top 10 terms with the highest weights in the combirHAL vector of the query are used for query espam e.g.,
“relationship cardinalities” is expanded to “retatship cardinalities choreographies roles semaséingces web .".

In the co-occurrence model for expert finding, wenstimes cannot expect that all the terms in thpaeded query co-occur
with a candidate in a text window of a documenterEffore, we may treat this as a query subset nmgtqirioblem (Charikar et
al. 2002). Given each text window, if a candidateoccurs with a term in the query, we recursivelg another term in the

query and check whether the new query term alsarsedn the text window. In this way, we will fintld maximum subset of the

query that co-occurs with the candidate in the vartlow. We assume that it is more likely for a diglate to be an expert when



he/she co-occurs with more highly weighted termghia query in text windows. Based on this assumptiee weight the
evidence for the co-occurrence of a candidate agdeay term in a text window by the weight of theegy term, where we
specify the weight for each original query termlas, and the weight for an expanded query ternhagdrm'’s weight in the

combined HAL vector of the original query.
4. INTEGRATING DOCUMENT FEATURES

In this section, we present our novel two stageehodegrating multiple document features. Firstlg introduce the basic two
stage model. Secondly, we propose our model fokimgnsupporting documents of each candidate. Thirdke discuss the
document relevance model. Fourthly, we integrateudent authority with document relevance. Fiftg propose a novel
multiple window approach for taking into accountltiple levels of associations in the co-occurrenealel. Finally, the effect

of document structure and window size in the cadoence model is analyzed.

4.1 Two stage model

Our models are instances of document-centric gémerkanguage modeling approaches to rank exp€hs.two-stage model
consists of a document relevance model and a conaswe model. Formally, given a set of documdbdisa queryg, and a set
of candidatesC, we state the expert finding problem as “whahis probability of a candidatein C being an expert given a
queryg?”. Sincec may co-occur with some but not all of the termg in a text windoww, we give credit to the co-occurrence
based on the importance of these termg. iBuppose thaj consists of a number of unique termdtds i[1(0, N)andN is the

length ofg. We assume th#, t, , ..., ty are independent of each other, and get:

Pt ty)_ PEDP(C ). P(og ), 1P

P(q) P9 R(q

P(clg) =

SinceP(q) does not affect the ranking of candidates, thélpro reduces to the estimationPft) andP(c| t). P(t) is the
prior probability oft;. We estimatd®(t;) as the weight of in the combined HAL vector of the original query.

Therefore, the two-stage model is as follows:
P(c|t)=Y P(cd)=Y PdI)Rd dt o)
d d

whered is a documen®(d|t) is the document relevance model, &{d|d,{) is the co-occurrence model.



4.2 Supporting document model

Like in the TREC expert search task, we consideh betrieval with supporting documents and retrievdhout supporting
documents. For each expert, a number of suppodiimgments are retrieved. Experts without suppodioguments are useful
to searchers, however, as a consequence, the soggesot well founded.

When do not consider supporting documents, if éegysetrieves a candidate that is judged to bexparg the system will
receive credit regardless of whether or not anypetting documents were retrieved. On the other haviten consider
supporting documents, if a system's retrieved sdpgpdocuments are judged to contain positive supfor a true expert, the
system will receive credit for retrieving it. Howay if no positive supporting documents are regtevyor a candidate, the
candidate was considered irrelevant.

Performance is measured by mean average precisi8R), which rewards systems that retrieve relevant esgaghly
ranked. We expect that the MAP of an expert findsggtem drops when the relevance is judged by derieg supporting
documents, compared with the case without consigesupporting documents. This makes sense becausanhevaluators
often take many factors into account in relevan@ginents and their standards can often differ framat an IR relevance
model judges a document as containing supportifdeace.

A document’s support is estimated as the conditiprebability P(d|c,q)as

d, d, dl _
p(dlcq):P(d,C,q):rlP( C:t)zli_lp(d R d|t) R t) "
) P(c, 9 ¢ 9 Rcq

4.3 Document relevance model

P(d]t) consists of two parts, a content-based relevaooee Pqnen(d|t), and a query-independent-page-authority-based ,score
where we have used the PageRank (Page et al. B888 Page 1998) based score, iRhagerankd). Based on how Craswell et

al. (2005) combined BM25 and PageRank scores, timaesP(d|t) by combining the two parts as follows:
P(d]t) L) Poonten{d|t)+ Ppagerankd)
We have experimented with different document reteeamodels in calculating the content-based relsvanore. Language
model (Metzler et al. 2004), a probabilistic IR rebdalled BM25 (Robertson et al. 1995), and TF/Ibdel (Salton et al.

1983; Salton & Buckley 1988) are used.

3 AP for a topic is the average of the precisiorugabbtained after each relevant expert is retrieM&P for a set of topics is the average
value of the APs of all topics.
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For the language model based relevance, we get:

P(t [d)P(d)
P(t)

Ponen(d [ 1) =
p(t|d) is estimated by inferring a document language mégfer each document such that
P(t 16,) = p(t]6,)""” ®)
wheren(t,q) is the number of timesappears ig. We smooth the language model with the collectmdel and get:
p(t [6,) = p(t |d)+A p(t) (4)
where p(t) is the maximum likelihood estimate of the tetngiven the background model, weighted withWe smooth the
document model with the background model by settit@0.05 in Equation 4.

We used the BM25 equation of Okapi (Robertson.et395) to estimate the conditional probabilityf@kws.

P (d|t)O W(kﬁl)tf (ks +Dqtf K avdl- dl
mem' K+tf  k+aqtf avdl+ di

©)

wherew=log((N-n+0.5)/(n+0.5))is the IDF oft;; N is the number of documents in the datasés;the number of documents
wheret; appearsK is ky((1-b)+b*dl/avdl); k;, b, k andks are parametersf is the frequency df in d; gtf is the frequency df in
g; dl is the length ofl; andavdlis the average document length. Based on the stegparameter values in Okapi (Robertson et
al. 1995), we set the valueslaf b, kandksas 1.4, 0.6, 0.0, and 8.0, respectively.

The TF/IDF model is used to estimate the conditipnabability in Equation 6 as follows.

PCOntent(d | ti) O COOI’dG1+2 tfidf Ij'i(\jlldl
|

}Z df (6)
0

wherecoord is the number of query terms that are found tlivided by the total number of terms in the quenydidf is

1+log(N/(n+1).

4.4 Integrating document authority with document relevance

Craswell et al. (2005) proposed a method for combifPageRanks with BM25. Their experiments show wWigen applying a
sigmoid transformation function to PageRank, the AM#f retrieval results on TREC2004 Web Track quemas largely
increased. Their sigmoid transformation functian is

PR
PPageRanl(d) o WW (7)

11



Herew is the weight for combining witR..nent (d|t), PRis the PageRank af, anda andk are parameters. Based on the

parameter settings used by Craswell et al. (200&)xet the values &f, a, andkas 1.8, 0.6, and 1.0, respectively, in Equation 7.
4.5 Modeling multiple levels of associations via multije windows

Traditional association discovery approaches tylyiaese one fixed window size for co-occurrencesext. Vechtomova et al.
(2003) noticed the associations between terms fanauttiple levels and used these associations f@ry expansion, but they
have not combined these multiple levels of assiotiator applied them to document or entity retilev

Based on the characteristics of expertise assongatn documents, we propose a novel multiple-wiveibased approach in
the co-occurrence model, where we take a weighted &f the association scores between an experfanery term using
different window sizes, respectively. The smalléndows are given higher weights and larger windavesgiven lower weights.
This is consistent with the weighting scheme useithé HAL (Hyperspace Analogue to Language) moabére the weight of a
term in a target term’s vector is inversely projooral to the distance between them (Burgess @198I8). The difference of ours
from HAL is that we propose to use multiple sizeddwews while the latter uses a fixed sized windayoWe will show in the
experimental evaluation section that the formedpoe better results.

Suppose that, in a documeaht there areM occurrences of a candidateas{c} (k=1,..., M) We useL windows with
incremental sizes, i.e{W;} (j=1,..., L), for associating each candidate occurregc®ith termt; in d. For ¢, the smallest
window in{W}, SW, which can enable, to co-occur witft; in SW, is used to measure the association betwgandst;; if such
a window does not exist, the association score e, andt; is zero. For example, suppose that we use thnegowis{20,
40, 80} If one occurrence of a candidatg, does not co-occur with within the 20-sized window but does co-occur wjth
within the 40-sized window, we use the window sifeto measure their associations. Therefore, fiferént occurrences of
candidates, different window sizes may be use@d$spciation discovery. This gives us more flexipilhan the use of one fixed
sized window only. Thus, id, the association betweenandt; is a weighted sum of the association scores betadiethe
occurrences af with t;, respectively, as follows:

Pcld D Y P(SW g), Sectiqn )0 R ¢ .d.t SW)e  Sectigh) ®

¢, and { co- occur
SW, is the smallest

HereP(SW(g), Section(g) is based on the window size and the section wiavecurs. Assuming that they are independent,
we get:

P(SW(g), Section(g) = P(SW(g))P(Section(g) 9)
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We can use different functions to estim&éSW(g)) and P(Section(g, and compare their effects in expert finding.
Generally, the smaller the window size, the higherweight, and the weight is inversely proporticathe window size. The
effects of window size and the section whereccurs ind will be discussed in the next section.

We extend the co-occurrence model proposed by €Cab €006) to our multiple-window-based co-ocemee model and

defineP(g/d,t;,SW) as:

e 1t sunn o PESW 1mp < 1 PHe SW) ¢
GlonsWomg tow" o & & el SW

¢; and f co- occur

SW is the smallest

wherepf(c,SW) is the frequency of in window SW,, pfi.i(SW) is the total frequency of candidatesSw, df. is document

frequency ot, n. is the number of occurrencesadih d;. We use a Dirichlet prior to smooth parameger

pftotal ( SW)

U=
pftotal ( SW) TK

Here K is the average of term frequency of all occurrerafeall candidates inside all windows in the detas

4.6 Document internal structure and window size

Since documents on an organizational intranet dfilow certain templates in formatting their comi the template can be
used to segment these documents into multiplecseci(Section(g) in Equation 9 is decided by the importance of #hatien
wherec, occurs ind. Generally, the more important the section whgcurs, the larger the value B{Section(g), e.g., give
high importance value to the author section. Welube TREC2005 training topito train P(Section(g). After training, we

set P(Section(g) as 1.0, 7.5, 0.6, 0.2, 5.2, 1.2, 0.7, and 0.5 cdlandidate occurrences in the document body, author,

acknowledgements, references, email sender, eatgiver, email CC, and BCC sections, respectively.

P(SW(g) in Equation 9 is determined by the window size. &ally, the larger the window siZ&W(g), the smaller the
value ofP(SW(g)). We assume th&(SW(g)) follows a Gaussian distribution function as usgdPletkova & Croft (2007b) for

combining co-occurrence models.

4 http://trec.nist.gov/data/enterprise/05/ent05. exainingtopics
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5. EXPERIMENTAL EVALUATION

We have proposed incorporating three documentfiesiin a two stage model in expert finding. The afrour evaluation is to

test the effectiveness of different relevance nmd#ie incorporation of three document featuresnehy via PageRank,

multiple sized windows and document internal sticestand query expansion in expert finding. We wglé the basic two stage

model as our baseline. The main questions we wasydtematically investigate in our experimentsaaréollows:

1. What are the effects of query expansion?

2. Will PageRank improve expert finding with or withaquery expansion?

3. What are the effects of document relevance modei2® TF/IDF, or language model) in expert finding?

4. What are the effects of window size with or withgutry expansion?

5. What are the effects of multiple windows comparetth single window, the number of windows, and windsizes with or
without query expansion?

6. What are the effects of document internal strustwigh or without query expansion?
5.1 Data

The experiments were conducted using the TREC 20062005 enterprise track expert search task édisttions. The dataset
is a crawl of the W3C website in June 280Rable 1 illustrates the email lists (lists), wedges (www), wikis (esw), other pages
(other), and personal web pages (people) parteofittasét

The search target is 1092 W3C related people widir names and email addredsegowever, people are not always
referred to by their exact full names making idigimg occurrences of candidates a challenge. Wel@red rule based
approach for automatically generating variants ebgle’s names, e.g., given “Deborah L. McGuinne#isg, automatically
generated variants are “Deborah McGuinness”, “Mo@ess, Deborah L.”, and “McGuinness, D. L.” etal ather advanced
named entity recognition technigues such as caoerfing, correspondence between firsthames andanioks, e.g., “Michael”
and “Mike”, “Deborah” and “Deb” etc., and convemad correspondence between non-English and Enlgligirs, e.g., ©e,

g>o0e etc. Our experiments are based on the annaadiboandidate occurrences created by us for tHeCTExpert Search

® http://research.microsoft.com/users/nickcr/w3c-sary.html

® Since develop code part of the dataset mostlyisensf programming code and was not very helpfubipert finding as shown by the other
people’s expert finding experiments , we have alsduded this part from expert finding.

7 http://trec.nist.gov/data/enterprise/05/ent05. expandidates
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participantd where candidates are recognized by full name enaamiations, email addresses, and user ID, etmguhe Aho-

Corasick matching algorithm (Aho & Corasick 1976ur annotations have been widely used by the eXjpeling research
communities (Petkova & Croft 2007b; Westerveld 200 here are in total 1,662,024 occurrences of ickates in the dataset.
A small number of candidates have a huge numberycofirrences and the majority of candidates haveall sisumber of

occurrences, and the distribution of occurrenced®92 candidates follows the Zipf's law.

Table 1: W3C collection size in numbers

Corpus
Scope size(gh) Doc nums| Ave doc size(kb
lists 1.855 198,394 9.8
www 1.043 45,975 23.8
esw 0.181 19,605 9.7
other 0.047 3,538 14.1
people 0.003 1,016 3.6

In TREC 2005, 50 search topics representing W3Ckiwgrgroup names were used and experts were meaiktbese
groups. These ground-truth lists were not parthefdollection and were used for creating relevgadgments with minimum
effort (Craswell et al. 2006).

The TREC2006 expert search test collection coneistt® search topics contributed by the particiatjroups. Based on
the submitted runs, experts relevant to each tepie evaluated based on their corresponding stipgatbcuments (Soboroff
et al. 2007).

We removed HTML tags from the dataset, and usetkqat such as regular expressions to segment therdmts into
multiple section$ We used Lemur ( http://www.lemurproject.org/ Hdrucene (http:/lucene.apache.org/ ) to index seatch

the dataset.
5.2 Results

Expert finding results are compared by manipuladitgrent combinations of elements and parameiezsented above. These
elements and parameters are: QE (query expansimtyment relevance model (BM25, TF/IDF, languagedeijp PR
(PageRank), SW (single window) or MW (multiple wavas), window size, and IS (document internal sttt Results using
the TREC2006 test collection are presented in &edii2.1 to 5.2.4, and TREC2005 test collectiomltesare presented in

Section 5.2.5.

8 http:/fir.nist.goviw3c/contrib/

® Technical reports and academic papers in the efatase well-structured. For example, typical sewtioof a technical report
(http://www.w3.0rg/TR/2002/REC-xmlidsig-filter2-200208/) include title, authors and editors, abstreadtle of contents, sections of the
report, acknowledgements, references etc.

15



5.2.1 Effects of window size

The three document relevance models combined wilingle-window-based association discovery approaeh used as
baselines, i.e., without employing query expansiegeRank and internal structure. We have testedrgiow sizes (based on
the number of terms and entities) ranging from 3160Q The MAPs of the three baselines are shown in Figuré/e can

clearly see the similarity between all the threedtiaes. When window size increases, the MAPs asgresery quickly at the
beginning, then the increase slows down, and firthké MAPs reach a rather stable level at the windze of around 200.
When the window size is over around 260, the MAPallothree baselines stop increasing and even siadecrease slightly
when supporting documents are not considered, whieMAPs of all three keep roughly unchanged @anewcrease slightly
when considering supporting documents. This refléizat there are many levels of experts’ associatwith query topics, e.qg.,
sentence, paragraph, and section levels etc. Tdiease of a small window size leads to many nosgb@ations discovered
with very little noise, resulting in rapidly increag MAPs. When the window size becomes over 20€ret are less novel
associations discovered and noise slowly incregeasntially degrading MAP. On the other hand, swppg documents can
help curb the noise, thus MAPs can still incrediggtly, e.g., the BM25 baseline (with considerisigpporting documents) in
Figure 1. This further confirms that even when wiadow size is very large, there is possibility fifding novel expertise
associations.

Furthermore, from Figure 1 we can see that whenniheow size is above 200, MAPs of all the threedbaes are on a
rather stable level, respectively, when both caersahd do not consider supporting documents. Taws the robustness of our
approach and the results are not sensitive to wirglpe selection. The robustness of our approatt nrespect to window size
is evident when three document relevance modelscambined with query expansion and/or documentufeat (shown in
Figure 2, 3, 4, 5, 6, and 7) as well. For each steme model (a combination of a document relevamdel and QE, IS, and/or
PR) with or without considering supporting docunseit Figure 3 to 7, we performedtest (one-tail critical values for
significance levelsr =0.05 and 0.01, and degree of freedom =96) to coerp@ 49 APs of each run with window size over 200
of the two-stage model with the 49 APs of the lbestof the two-stage model, and found that nonta@fdecreases in MAP are
statistically significant.

In Figure 1, overall the language model based éxprting baseline performs better than the otker models in terms of
MAP at interpolated points for both with and withaupporting documents. However, when we perfortrtedt to compare the

comparative effectiveness of the three baselinesxpert finding, the differences between their MAd&s not statistically
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significant. It shows that all three document ralese models result in relative comparative expedirig results, i.e., expert

finding is not very sensitive to the underlying dont relevance model.
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Figure 1: Comparison of three baselines using three docture@vance models in terms of MAP versus wind@e si

In terms of the other standard performance measncagding R-precision, bpref, precision@5 (P@35)d @recision@10
(P@103°, both R-precision and bpref follow the same traadhe three baselines shown in Figure 1, i.ece@se quickly with
small incremental window sizes, and reach a ragtale level when the window size is above the mindize of around 200.
There is also no statistically significant diffecenbetween the R-precision and bpref values oftreee baselines, respectively.
The robustness of our approach observed on the fdAEhree document relevance models combined wikrygexpansion
and/or document features (shown in Figure 3, 4,%nd 7) also holds for both the R-precision aptebmeasures in these
settings, respectively.

The assumption for our weighted multiple window rgeh is that close range co-occurrences oftercatelimore probable
associations between candidates and query termddhger range co-occurrences. Here we re-exarhisessumption via the

two precision oriented measures, i.e., P@5 and P@itare 2 shows the P@5 values for different wimdsizes of three

10 http:/ftrec.nist.govipubs/trec15/appendices/CE. \SEIRES06. pdf
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baselines. We can see that, for each baselinewititibuit supporting documents, P@5 increases abéiginning until window
size of around 60, stays at a rather stable lewdithe window size of around 600, and decreabghbtly when the window size
increases further. Comparing Figure 1 and 2, teedtrof P@5 differs from that of MAP for three bases in the following

aspects:

In Figure 2, P@5 starts above 0.5 without suppgrtiacuments, and 0.3 with supporting documentsease to over 0.7
with supporting documents, and around 0.5 with sujipg documents, respectively. Therefore, thedase of P@5 is not as
dramatic as the increase of MAP with respect talewn sizes. P@5 reaches to a rather stable letleéatindow size of around
60 when consider supporting documents, and aro@@dwhen do not consider supporting documents, WWikd® reaches a

stable level at the window size of around 200.

We think the trend of P@5 and its differences fthat of MAP confirm our assumption that close raogeoccurrences lead
to more probably expertise associations than lamge co-occurrences. The interaction of two maitofa results in the trend
we observe for P@5 in Figure 2. The first factothis probability of associations between candidates query terms, and the
second factor is the introduction of novel assomiet between candidates and query terms. When itidow size is small, the
second factor dominates, i.e., although more n@setroduced in expertise associations, there raa@y new expertise
associations discovered. Therefore, P@5 increagessmall incremental window sizes. When the windsize is medium,
there are fewer new expertise associations disedygo an extent that the two factors compensaeeffect of each other,
leading to rather stable level of P@5. When thedain size is large, there are even fewer new exgeeassociations discovered,
and introduction of new associations may not be &blcompensate the effect of noise in associatleading to slight decrease

of P@5.

Precision @10 has similar trend as Precision @5afbthree baselines. There is no statisticallyniicant difference

between the three baselines in terms of their P@3P€0 10, respectively.

The trend of total number of relevant experts eg&t over all topics with respect to window sizes@borates our above
findings. The total number of relevant expertsiestd over all topics increases quickly when thadew size starts at 5 and

increases until around 60, and stays at a stabdé \When the window size is beyond 60.

In Section 5.2.4, we will show how our multiple wow based approach can help improve the performahtee single

window based approach.
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Figure 2: Three baselines using three document relevanceli®an terms of Precision@5 versus window size

The assumption for our weighted multiple window @@eh can be further verified by an anatomy of coworences on
different levels and their effects on expert finglife divide a window size of 340 into gap windaf®qual length of 20, i.e.,
0 to 20, 20 to 40, 40 to 60, 60 to 80, and so dd2®d to 340. We count the total number of co-o@nes of experts and query
terms for each gap window, and get performance mneasuch as MAP and P@5 etc for each gap windome Hivide these
performance measure scores by their respectivertotaber of co-occurrences of experts and quemdethe results can give
us an idea of how much each co-occurrence for angaghow contributes to the effectiveness of exfiading on average. The

higher the contribution, the more useful each couaence is in expert finding, and vice versa. fdwmults are shown in Table 2.

We can clearly see from Table 2 that the average®Mh P@5 score for each co-occurrence both with vaitigbut
supporting documents consistently decreases wreedititances between expert names and query teomreage. In particular,
when do not consider supporting documents, theageeMAP and P@5 for each co-occurrence of the gagow 320-340
decreases by around 50% from those of the gap wir@@0, respectively, and when consider supportioguments, the
average MAP and P@5 for each co-occurrence of devgndow 320-340 decreases by over 85% from tlodsthe gap

window 0-20, respectively.
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Results in Table 2 support our assumption thatctaage co-occurrences often indicate more prolzseciations between
candidates and query terms than longer range agr@ewes. Longer range co-occurrences introduce expertise association
information at the expense of more noise, thereftre average MAP or P@5 score for each co-occeerelecreases as the

distances between experts and query terms increase.

Table 2 MAP and P@5 divided by the total number of cotmoences of experts and query terms for each gtpand without

supporting docs respectively. The MAP or P@5 ghased on the 0 to 20 gap window are calculateddoh gap window

respectively.
Without supporting docs With supporting docs
Gaps Avg. MAP for each Avg. P@5 for each co{ Avg. MAP for each co- | Avg. P@5 for each co-
co-occurrenceX107) | occurrence ¥107) occurrence ¥107) occurrence ¥107)
0-20 28.010 53.676 15.120 32.675
20-40 23.779 (-15.11%) 45.359 (-15.49%) 9.923 (-34.37%) 3.238 (-28.88%)
40-60 23.463 (-16.23%) 45.182 (-15.82%) 7.668 @24%) 21.75 (-33.44%)
60-80 22.359 (-20.17%) 43.501 (-18.96%) 6.927 £S%) 20.384 (-37.62%)
80-100 20.18 (-27.95%) 40.496 (-24.55%) 5.251 @B%) 18.459 (-43.51%)
100-120 19.501 (-30.38%) 39.759 (-25.93%) 4.302.65%) 13.975 (-57.23%)
120-140 18.86 (-32.67%) 39.106 (-27.14%) 3.818.73%) 13.487 (-58.72%)
140-160 18.327 (-34.57%) 36.591 (-31.83%) 3.818.78%) 12.033 (-63.17%)
160-180 17.789 (-36.49%) 34.601 (-35.54%) 3.378.66%) 9.597 (-70.63%)
180-200 15.494 (-44.68%) 31.498 (-41.32%) 3.188.64%) 9.648 (-70.47%)
200-220 15.32 (-45.31%) 31.591 (-41.15%) 2.158 (-85.73%) 059.(-72.30%)
220-240 14.172 (-49.40%) 29.057 (-45.87%) 2.106.08%) 8.781 (-73.13%)
240-260 14.763 (-47.29%) 30.559 (-43.07%) 1.9 48%) 6.838 (-79.07%)
260-280 14.042 (-49.87%) 30.243 (-43.66%) 1.799 (-88.10%) .686-79.56%)
280-300 12.819 (-54.23%) 28.285 (-47.30%) 1.338.45%) 6.041 (-81.51%)
300-320 12.141 (-56.65%) 28.104 (-47.64%) 1.268.69%) 4.917 (-84.95%)
320-340 11.923 (-57.43%) 27.976 (-47.88%) 1.234.89%) 4.762 (-85.43%)

5.2.2 Effects of query expansion and document feats

Query expansion is added together with the thresimient features to the baseline models to see ahtthay can help improve
the performance. To judge their effectiveness, inst &pply each of them to the BM25 baseline. Igur¢ 3, all the runs
respectively enhanced by query expansion, PageRamtk document internal structures, show similandsewith the BM25
baseline in Figure 1 with respect to window siZEle incorporation of query expansion, PageRank iatetnal structure
individually in TF/IDF and language model baseligege analogous results.

Query expansion gives the biggest boost to the MfgPshoth cases of taking and not taking into actosupporting
documents, due to the fact that many of the origoygics are not very complete descriptions ofdkpert finding tasks, and the
co-occurrences of automatically expanded terms camdlidates provide additional evidences in expadirfg. Considering

internal structure also does increase the performanboth cases.
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We used the PageRanks contributed by Danil Nentsogsttp://ir.nist.gov/w3c/contrib/) and the Equati7 for combining
PageRank with the BM25 model. It is interestingpliserve that PageRank slightly increases the MAfRswot considering
supporting documents, but slightly hurts the penamce when considering supporting documents. We hagd another set of
PageRanks contributed by SJTU (http://ir.nist.g@0dieontrib/) and the transformation function in Btjon 7. Again, little

improvement is achieved in MAPs by introducing FrRayek.
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Figure 3: Effect of document features and query expansidd\25 baseline in terms of MAP versus widow size
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Figure 4: Effect of document features in query expansidmesed BM25 baseline in terms of MAP versus wind@e

PageRank was also applied to the TF/IDF and larguagdel baselines respectively where it degraded® Méghtly. In
further work, we will further study the transfornmat functions of PageRank and train the parameteisquations 7 to see
whether PageRanks can improve different baselingetao

We have seen that query expansion helps increade tdtAmatically. Now we apply one or more documeatufres to the
query expansion enhanced BM25 baseline. The reauitsshown in Figure 4. It can be seen that intestraicture can
complement the effect of query expansion by heldgurther improve the MAPs of BM25+QE. The PageRanlky slightly
helps increase the MAPs when do not consider stipgodocuments and the window size is small. Whensilering
supporting documents, the MAP scores stay roughdy ame no matter whether PageRank is taken imtouat or not.
However, the BM25 baseline integrated with querpaasion, internal structure and PageRank togetherle@ad to slightly

better results than the other two models in Figuwéhen using a fixed window size.
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Figure 5: Effect of PageRank in internal structure enhari@®®25 baseline in terms of MAP versus widow size

To verify the effect of PageRank, firstly, we compahe BM25 baseline enhanced by internal struciitie the BM25
baseline enhanced by both internal structure aggRank in Figure 5. We can see that PageRank aad®lp improve MAP
for some window sizes and only slightly help impgoMAP in the other window sizes. Secondly, we comphe BM25
baseline enhanced by query expansion with the BbE¥eline enhanced by both query expansion and RagedR Figure 6.
We can see that PageRank does not help improve Whdéh do not consider supporting documents, and buenthe MAP
when consider supporting documents.

Similar observations can be drawn from the intégnatof query expansion enhanced TF/IDF and languagdel baselines

with internal structure. However, as mentioned,eRank does not help improve MAP significantly.
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Figure 6: Effect of PageRank in query expansion enhance@BWbaseline in terms of MAP versus window size
5.2.3 Effects of document relevance models
Figure 1 shows the effects of document relevancgefsdn the baselines. The language model bagadirfermed slightly better
than both the TF/IDF and BM25 baselines. Our assessis that BM25 and TF/IDF models produce ranlsogres which are
not true probabilities while language model produttae probabilities which seem more suitable iftedr combination, since in
Equation 1 we linearly combine the ranking scoreeath document by multiplying it with the scorenfréhe co-occurrence
model and aggregating the ranking score over a euwiftrelevant documents.

In Figure 7, we compare the three document relevamadels, BM25+PageRank, TF/IDF, and language mduelgrated
with both internal structure and query expansiohictv are the best performing combinations for tire¢ document relevance
models in terms of MAP, respectively. Overall, theguage model based approach performs slighttebitan both the BM25
and TF/IDF based approaches in terms of MAP foihbeith and without supporting documents. Howevéeré is no
statistically significant difference among the jpenfiances of the three models when we tdielst to compare them on all 31

window sizes.
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Figure 7: Comparison of BM25 +PageRank+QE+IS, TF/IDF+QE-#&] language model+QE+IS in terms of MAP versus

window size

In Table 3 and 4, we summarize the performance dwgment of the three document relevance modelgritied with
document internal structure, PageRank, and/or qeepansion over a BM25 baseline for with and witheupporting
documents, respectively. We selected six windowssize., 5, 20, 80, 200, 400, and 800, to repteseange of different levels
of associations. We can see from Table 3 and 4qgtaty expansion boosts the performance of aletimedels dramatically,
document internal structure helps improve the timedels’ performance, and PageRank does not signify help improve the
three models. In addition, document internal stmectcan complement query expansion enhanced mbgdtaproving their
performance further. Language model based apprizattte overall best performing one, and closelfofe¢éd by the TF/IDF

based approach.
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Table 3: MAPs and MAP gains on the basis of the BM25 baseainodel for three models integrated with docunrgetnal

structure, PageRank, and query expansion when tdoongider supporting documents. The highest MARfaindow size is in

bold and underlined

Models 5 20 80 200 400 800
BM25 0.2220 0.3375 0.4692 0.5049 0.5123 0.5088
TF/IDF 0.2233 (0.59%) | 0.3441 (L.96%)  0.4847 (3.30%) _ 0.53297%) 0.5177 (1.05%) 0.5162 (1.45%
LM 0.2244 (1.08%) | 0.3448 (2.16%) _ 0.4854 (3.45%)  0.53358%) 0.5182 (1.15%) 0.5165 (1.51%
BM25+1S 0.2248 (1.3%) 0.3424 (1.45%) _ 0.4779 (1.85%)  0.5D626%) 0.5278 (3.03%) 0.5279 (3.75%
TF/IDF+IS 0.2273 (2.39%) 0.345 (2.22%) __ 0.4898 (4.39%)  0.5648%) 0.5391 (5.23%) 0.5333 (4.82%
LM+IS 0.2281 (2.75%) | 0.3455 (2.37%)  0.4905 (4.54%)  0.5B320%) 0.5394 (5.29%) 0.5339 (4.93%
BM25+QE 0.4047 (82.30%)|  0.504 (49.33%) _ 0.5842 (24.51)  ©@8.04%) | 0.5933 (15.81%)  0.5773 (13.46%)
TF/IDF+QE 0.4069 (83.29%) | 0.5088 (50.76%)  0.5913 (26.02p6) 90[7.65%) | 0.5922 (15.60%)]  0.5776 (13.529
LM+QE 0.4074 (83.51%)| 0.5105 (51.26%)  0.5921 (26.19p6) 962518.08%) | 0.5943 (16.01%)  0.5792 (13.849
BM25+PR 0.2226 (0.27%) 0.3414 (1.2%) _ 0.4715 (0.49%) _ 0.5U5B8%) 0.5152 (0.57%) 0.5104 (0.31%
TF/IDF+PR 0.223 (0.45%) 0.3400 (1.01%)  0.4798 (2.26%)  0.51486%) 0.5144 (0.41%) 0.5095 (0.14%
LM+PR 0.2236 (0.72%) | 0.3417 (L.24%) __ 0.4807 (2.45%) _ 0.5P524%) 0.5157 (0.66%) 0.5102 (0.28%
BM25+IS+PR 0.2237 (0.77%) | 0.3408 (0.98%) __ 0.4756 (1.36%) 0&120%) 0.5223 (1.95%) 0.5239 (2.97%
TFE/IDF+IS+PR 0.2267 (2.12%) | 0.3438 (L.87%) _ 0.4873 (3.86%) _ 0.58320%) 0.5339 (4.22%) 0.5295 (4.07%
LM+IS+PR 0.2279 (2.66%) | 0.3447 (2.13%) __ 0.4882 (4.05%) _ 0.58981%) 0.5347 (4.37%) 0.5362 (5.39%
BM25+QE+PR 0.4067 (83.20%)| 0.5071 (50.25%) 0.5851 (24.70p6) 94B17.71%) | 0.5941 (15.97% 0.575 (13.019
TF/IDF+QE+PR 0.4081 (83.83%)| 0.5112 (51.47%)  0.5921 (26.19p6) 92B17.31%) | 0.5924 (15.64%) _ 0.5754 (13.099
LM+QE+PR 0.4087(84.10%) | 0.5121 (51.73%) 0.5928 (26.34%)  0.5931 (17.47%) 9PO515.73%) | 0.5763 (13.27%
BM25+QE+IS 0.3956 (78.20%) | 0.5038 (49.27%) 0.6139(30.84%) | 0.6139 (21.59%)| 0.6108 (19.23%)  0.5921 (16.37
TF/IDF+QE+IS 0.4015 (80.86%) | 0.5133 (52.09%)  0.6097 (29.94pb) 2B1623.41%) | 0.6208 (21.18% 0.602 (18.329
LM+QE+IS 0.4021 (81.13%) | 0.5141 (52.33%)  0.6107 (30.1606)0.6236(23.51%) | 0.6214(21.30%) | 0.6102(19.93%)
BM25+QE+PR+IS 0.3986 (79.55%) | 0.5049 (49.60%)  0.5915 (26.07p6) 1RIG21.43%) | 0.6097 (19.01%)  0.5897 (15.909
TF/IDF+QE+PR+IS | 0.4033 (81.67%)| 0.5136 (52.18%) 0.6085 (29.690%) 206622.92%) | 0.6183 (20.69%)  0.5993 (17.799
LM+QE+PR+IS 0.4039 (81.94%) | 0.5142(52.36%) | 0.6087 (29.73%)| 0.6212 (23.03%)  0.6201 (21.04%) ODBH19.46%)

Table 4: MAPs and MAP gains on the basis of the BM25 baeatihodel for three models integrated with docunmgetnal

0)
6)

0)
0)

structure, PageRank, and query expansion wheridasraipporting documents. The highest MAP for adwiv size is in bold

and underlined

0)
6)
0)
0)

0)

0)

Models 5 20 80 200 400 800
BM25 0.1132 0.1763 0.2307 0.2641 0.2751 0.2856

TF/IDF 0.1189 (5.04%) 0.1849 (4.88%)  0.231 (0.13%) _ 0.28582%) | 0.2771(0.73%)|  0.2793 (-2.21%
LM 0.1186 (4.77%) 0.1852 (5.05%) _ 0.2319 (0.52%) _ 0.287A1%) | 0.2784 (1.20%)|  0.2814 (-1.47%
BM25+IS 0.1166 (3.00%) 0.1771 (0.45%)  0.2409 (4.42%)  02W53%) 0.2902 (5.49%) 0.3121 (9.28%
TF/IDF+IS 0.1251 (10.51%)|  0.1936 (9.81%) _ 0.2548 (10.45%) HB305.60%)| 0.3041 (10.54% 0.3056 (7.009
LM+IS 0.1247 (10.16%) | 0.1942 (10.15%)  0.2557 (10.84%) 1@4317.53%)| 0.3055 (11.05% 0.3067 (7.399
BM25+QE 0.183 (61.66%) | 0.2682 (52.13%) _ 0.3479 (50.80%)  (48710%) | 0.3661 (33.08%)  0.3595 (25.889
TF/IDF+QE 0.1862 (64.49%) |  0.2686 (52.35%)) _ 0.3515 (52.36%) 6@5338.81%)| 0.3655 (32.86%) _ 0.3466 (21.369
LM+QE 0.1868 (65.02%) | 0.2694 (52.819d)  0.3523 (52.71%) 6TB339.30%)| 0.3668 (33.33%)]  0.3482 (21.929
BM25+PR 0.1143 (0.97%) 0.1797 (1.93%) _ 0.2302 (-0.22%)  0268.11%) | 0.2771 (0.73%)| __ 0.2836 (-0.70%
TF/IDF+PR 0.1165 (2.92%) 0.1823 (3.40%) _ 0.2244 (-2.73%) _ O12@179%) | 0.2731-(0.73%)] _ 0.2684 (-6.02%
LM+PR 0.1173 (3.62%) 0.1831 (3.86%) _ 0.2254 (-2.30%) _ 032(#624%) | 0.2745-(0.22%)] _ 0.2703 (-5.36%
BM25+IS+PR 0.1173 (3.62%) 0.1765 (0.11%) _ 0.238 (3.16%) __ 0.2A489%) | 0.2887 (4.94%) 0.3038 (6.37%
TF/IDF+IS+PR 0.1256 (10.95%) | 0.1946 (10.38%))  0.2539 (10.06%) O®I15.52%)| 0.3024 (9.92%) 0.3003 (5.15%
LM+IS+PR 0.1263 (11.57%) | 0.1951 (10.66%)) _ 0.2547 (10.40%) O®1315.90%)| 0.3028 (10.07% 0.3018 (5.679
BM25+QE+PR 0.1844 (62.90%) | 0.2664 (51.119d)  0.3488 (51.19%) 6®4339.49%)| 0.3631 (31.09%)  0.3476 (21.719
TF/IDF+QE+PR 0.1871 (65.28%) | 0.2661 (50.94%)  0.3528 (52.93%) 641337.86%)| 0.3628 (31.88%)  0.3389 (18.669
LM+QE+PR 0.1878 (65.90%) | 0.2672 (51.56%)  0.3535 (53.23%) 6852338.28%)| 0.3642 (32.39%) _ 0.3405 (19.229
BM25+QE+IS 0.181 (59.89%) | 0.2721 (54.34%)  0.3604 (56.22%) 4B399.30%)| 0.3935 (43.04%)]  0.3863 (35.269
TF/IDF+QE+IS 0.1899 (67.76%) |  0.2836 (60.86%d)  0.3767 (63.29%) 0@b453.92%)| 0.4103 (49.15%)  0.3875 (35.689
LM+QE+IS 0.1904 (68.20%) |  0.2835 (60.81%) 0.3778(63.76%) | 0.407(54.11%) | 0.4107(49.29%) | 0.3921(37.29%)
BM25+QE+PR+IS 0.1841 (62.63%) | 0.2716 (54.06%)  0.3579 (55.14%) 985349.00%)| 0.3886 (41.26%)  0.3833 (34.219
TF/IDF+QE+PR+IS 0.191 (68.73%) | 0.2833 (60.69%)  0.3722 (61.34%) ®PAB2.67%)| 0.4054 (47.36%)]  0.3815 (33.589
LM+QE+PR+IS 0.1018(69.43%) | 0.2841(61.15%) | 0.3736 (61.94%) 0.4057 (53.62%4)  0.4063 (47.69%) 885336.03%)
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5.2.4 Effects of using multiple sized windows

Our multiple window based approach is based orafsaimption that associations between candidatesjuerg terms are of
multiple levels, and small range associations aveertikely to be accurate than long range assaciatiWe experimented with
combining multiple windows for with and without qyeexpansion, and the results are shown in Talie & We selected six
window sizes, i.e., 5, 20, 80, 200, 400, and 8A0rdble 5 to 9, we start with each individual windim a single window based
expert finding approach, and explore all its coralions with one or more of the other five windovi&ven each individual
window, we report up to three top performing conalions for the window in terms of MAP and MAP gaikie observe from
Table 5 to 9 the followings.

Firstly, it is impressive that multiple windows petform single windows in terms of all three docuateelevance models
(Table 5 to 9), query expansion enhanced modelbléTa and 6), models without query expansion (Tahl8 and 9), models
with supporting documents (Table 6 and 8), and rsod#hout supporting documents (Table 5, 7 andr®jact, our additional
experiments show that multiple windows also prodhiggner MAPs in expert finding than all the 31 d$engvindows used in
Section 5.2.1 for the above integrated models eesgely.

Secondly, three windows largely outperform two wind, and four windows outperform three windowsenms of MAP.
Most of the highest MAPs for a particular model preduced by four or five windows. However, fouvef and six windows
perform comparatively.

Thirdly, six windows produce the highest MAPs ofdy two models in Table 6, and perform comparatiwsith four and
six windows for the rest. Therefore, more windowsndt necessarily lead to better performance.

Fourthly, certain window combinations consisteqttpduce better results than other window combinatiegardless of the
document relevance model, document features, aed/ @xpansion. Our experiments on window combimatian help us find
these optimal window combinations.

Fifthly, both language model and TF/IDF based mlétiwindows outperform BM25 based multiple windoasd language
model based multiple windows slightly outperform/ITH based multiple windows.

In Table 5 and 6, the highest MAP of 0.6559 (withsupporting documents) is achieved by languageetnaith query
expansion and internal structure for the five wiwdmmbination, i.e., 5, 20, 80, 200, and 400, dmdhighest MAP of 0.4545
(with supporting documents) is achieved again mglege model with query expansion and internalcttra for the six
window combination, i.e., 5, 20, 80, 200, 400, &¥@. These two highest MAP scores are both highean those of our best

runs in TREC2006 expert search task, which were this best runs among all participating groupgeesvely. In TREC2006
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expert search task, the highest MAP of 0.6431 (witlsupporting documents) and 0.4421 were bothegeliby our best run
using the TF/IDF model, query expansion, and temda#v sizes, i.e., 10, 28, 48, 88, 160, 280, 360, 8200, and 3200. This
further confirms that more windows do not nece$ségad to better results.

In Table 7 and 8, when do not consider query expanshe highest MAP of 0.5673 (without supportidgcuments) is
achieved by language model with internal strucfarehe four window combination, i.e., 20, 80, 2@®d 800, and the highest
MAP of 0.3505 (with supporting documents) is acbkivby language model with internal structure foe five window
combination, i.e., 20, 80, 200, 400, and 800. Qesults have significantly outperformed the automatins reported by

Macdonald & Ounis (2007 and Petkova & Croft (20078) respectively.

Following our multiple window based approach (Zhuaé 2007a), Petkova and Croft (2007b) presentegerzerative
language modeling approach for expert finding whghased on estimating the joint distribution efmis and experts. Their
experimental results also show that a step functigrich is equivalent to our multiple window appecbahas produced better
retrieval results than both a triangle and Gausiaations. In our approach, the integration ofestiocument features such as
document internal structure has further improvedgarformance of the multiple-window based approach

In Table 5, BMPQI, TQI, and LMQI stand for BM25+RdRpnk, TF/IDF, and language model with query exjpans
internal structure and without supporting documengspectively.

Table 5 MAPs and MAP gains for BM25+PageRank+QE+IS, TFHHQE+IS, and language model+QE+IS with different

window combinations when do not consider supportioguments, and the highest MAP for a model isoid land underlined

Base Mode BM25+PageRank+QE+IS TF/IDF+QE+IS Language model+QEIS
window Windows MAP (MAP gain) Windows MAP (MAP gain) Windows MAP (MAP gain)
1 window 5 0.3986 5 0.4015 5 0.4021

2 windows 5, 400 0.6288 (57.8%) 5, 400 0.6407 (59.6%), 5,400 | 0.6403 (59.2%)

5, 200 0.6262 (57.1%) 5, 200 0.6379 (58.9%) 5,200 | 0.6359 (58.2%)

5, 800 0.6136 (53.9%) 5, 80 0.6182 (54.0%) 5, 80 6171 (53.5%)
3 windows | 5, 80, 400 0.6329 (58.8%) 5, 80, 400 0.6522 (62.4%) 5, 80, 400 0.6527 (62.3%)
5, 200, 400 0.6325 (58.7%) 5, 200, 400 0.6489 %).6 5, 200, 400 0.6522 (62.2%)
5 5, 20, 400 0.6296 (58.0%) 5, 80, 200 0.6432 (60.2%) 5, 20, 400 0.6483 (61.2%)
4 windows | 5,80,200,400 0.6365 (59.7%) 5,80,200,4D0 0.6536(62.8%) 5,80,200,400 0.6558 (63.1%)
5,80,200,800 0.6358 (59.5%), 5,20,80,400 0.6522406). 5,20,80,400 0.6535 (62.5%
5,20,200,400 0.6349 (59.3%), 5,20,200,400 0.6499061 5,20,200,400 0.6512 (61.9%

5 windows | 5,20,80,200, | 0.6362 (59.6%) 5,20,80,200 0.6535 (62.8%) 5,20,80,200, 0.6559(63.1%)

400 400 400
5,80,200,400, 0.6355 (59.4%) 5,80,200,400, 0.6460 (60.9%) 5,80,200,400{ 0.6503 (61.7%)
800 800 800
6 windows |  All windows 0.6360 (59.6%) All windowsg 6363 (61.0%) All windows 0.6524 (62.3%)
20 1 window 20 0.5049 20 0.5133 20 0.5141

2 windows 20, 400 0.6290 (24.6%) 20, 400 0.6424 (25.2% PO, 4 0.6421 (24.9%)

20, 200 0.6272 (24.2%) 20, 200 0.6379 (24.3% PO, 2 0.6408 (24.7%)

20, 800 0.6158 (22.0%) 20, 800 0.6197 (20.7% PO, 8 0.6232 (21.2%)

1 Their highest MAP is 0.5210 when do not considgp®rting documents.
12 Their highest MAP is 0.5016 when do not considgp®rting documents.
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1)

3 windows | 20, 80, 400 0.6342 (25.6%) 20, 80, 400 0.6508 5.8 20, 80, 400 0.6535 (27.1%)
20, 200, 400 0.6342 (25.6%) 20, 200, 400 0.64823p 20, 200, 400 0.6523 (26.9%
20, 200, 800 0.6296 (24.7%) 5, 20, 404 0.6426 @%.2 20, 200, 800 0.6436 (25.2%),
4 windows | 20,80,200, 0.6366(26.1%) 20,80,200, 0.6524 (27.1%) 20,80,200, 80P 0.6546 (27.39
800 400
20,80,200, 0.6363 (26.0%) 5,20,80,400 0.6522 (27.1%), 20,80,200 0.6545 (27.3%)
400
5,20,80, 400 0.6349 (25.7%) 5,20,200,400 0.649%02p 5,20,80, 400 0.6535 (27.1%
5 windows | 20,80,200, 0.6363 (26.0%) 5,20,80,200 0.6535 (27.3%) 5,20,80,200, 0.6559(27.6%)
400,800 400 400
5,20,80,200, | 0.6362 (26.0%) 20,80,200, 0.6450 (25.7%) 20,80,200, 0.6450 (25.5%)
400 400,800 400,800
6 windows |  All windows 0.6360 (26.0%) All windowsg 6363 (25.9%) All windows 0.6524 (26.9%)
1 window 80 0.5915 80 0.6097 80 0.6107
2 windows 80, 400 0.6345 (7.3%) 80, 400 0.6509 (6.8%) 80, 400 0.6542 (7.1%)
80, 800 0.6260 (5.8%) 80, 200 0.6409 (5.1%) 80, 800 0.6439 (5.4%)
80, 200 0.6253 (5.7%) 80, 800 0.6315 (3.6%) 80, 200/ 0.6357 (4.1%)
3 windows | 80, 200, 400 0.6365 (7.6%) 5, 80, 400 0.6522 (7.0%) 80, 200, 400 0.6550 (7.3%)
20, 80, 400 0.6342 (7.2%) 80, 200, 400 0.6511 ($.8%| 20, 80, 400 0.6535 (7.0%)
80, 200, 800 0.6327 (7.0%) 20, 80, 400 0.6508 (§.7% 5, 80, 400 0.6527 (6.9%)
4 windows | 20,80,200, 0.6366(7.6%) 5,80,200,400 0.6536(7.2%) 5,80,200,400 0.6558 (7.4%)
800
80 5,80,200,400 0.6365 (7.6%) 20,80,200, 0.6524 (7.0%) 20,80,200, 80D 0.6546 (7.2%
400
20,80,200, 0.6363 (7.6%) 5,20,80,400 0.6522 (7.0%) 20,80,200, 0.6545 (7.2%)
400
5 windows | 20,80,200, 0.6363 (7.6%) 5,20,80,200 0.6535 (7.2%) 5,20,80,200,| 0.6559(7.4%)
400,800 400 400
5,20,80,200, 0.6362 (7.6%) 5,80,200,400Q, 0.6460 (6.0%) 20,80,200, 0.6450 (5.6%)
400 800 400,800
6 windows | All windows 0.6360 (7.5%) All windows a63 (6.0%) All windows 0.6524 (6.8%)
1 window 200 0.6131 200 0.6231 200 0.6236
2 windows 200, 400 0.6310 (2.9%) 200, 400 0.6442 (3.4%) 200, 0.6447 (3.4%)
20, 200 0.6272 (2.3%) 80, 200 0.6409 (2.9%) 80, 800| 0.6439 (3.3%)
200, 800 0.6264 (2.2%) 20, 200 0.6379 (2.4%) 200, 8 0.6389 (2.5%)
3 windows | 80, 200, 400 0.6365 (3.8%) 80, 200, 400 0.6511964.5 80, 200, 400 0.655 (5.0%)
20, 200, 400 0.6342 (3.4%) 5, 200, 400 0.6495 (3.2%| 80, 200, 800 0.6524 (4.6%)
80, 200, 800 0.6327 (3.2%) 20, 200, 400 0.648244.0 20, 200, 400 0.6523 (4.6%)
4 windows |  20,80,200, 0.6366(3.8%) 5,80,200,400 0.6536(4.9%) 5,80,200,400 0.6559(5.2%)
800
200 5,80,200,400 0.6365 (3.8%) 20,80,200, 0.6524 (4.7%) 20,80,200, 40D 0.6546 (5.0%
400
20,80,200, 0.6363 (3.8%) 5,20,200,40 0.6499 (4.3%) 5,20,20D,4  0.6512 (4.4%)
400
5 windows | 20,80,200, 0.6363 (3.8%) 5,20,80,200 0.6535 (4.9%) 5,20,80,200,| 0.6559 (5.2%)
400,800 400 400
5,20,80,200, 0.6362 (3.8%) 5,80,200,40Q, 0.6460 (3.7%) 5,80,200,400| 0.6503 (4.3%)
400 800 800
6 windows | All windows 0.6360 (3.7%) All windows a63 (3.7%) All windows 0.6524 (4.6%)
1 window 400 0.6097 400 0.6208 400 0.6214
2 windows 80, 400 0.6345 (4.1%) 80, 400 0.6509 (4.8%) 80, 400| 0.6542 (5.3%)
200, 400 0.6310 (3.5%) 200, 400 0.6442 (3.8%) 200, 0.6447 (3.7%)
20, 400 0.6290 (3.2%) 20, 400 0.6424 (3.5%) 20,400 0.6421 (3.3%)
3 windows | 80, 200, 400 0.6365 (4.4%) 5, 80, 400 0.6522 (5.1% 5, 80, 400 0.6527 (5.0%)
20, 80, 400 0.6342 (4.0%) 80, 200, 400 0.6511 (3.9%| 80, 200, 400 0.6523 (5.0%)
20, 200, 400 0.6342 (4.0%) 5, 200, 400 0.6495 (3.6%| 20, 200, 400 0.6523 (5.0%)
400 4 windows | 5,80,200,400 0.6365 (4.4%) 5,80,200,400 0.6536(5.3%) 5,80,200,400 0.6558 (5.6%)
20,80,200, 0.6363 (4.4%) 5,20,80,400 0.6522 (5.1%) 5,20,80,400 0.6535 (5.2%)
400
5,20,200,400 0.6349 (4.1%) 5,20,200,400 0.64994%.7 5,20,200,400 0.6512 (4.8%)
5 windows | 20,80,200, 0.6363 (4.4%) 5,20,80,200 0.6535 (5.3%) 5,20,80,200,| 0.6559(5.6%)
400,800 400 400
5,20,80,200, 0.6362 (4.3%) 5,80,200,400, 0.6460 (4.1%) 20,80,200, 0.645 (3.8%)
400 800 400,800
6 windows | All windows 0.6360 (4.3%) All windowsg @63 (4.1%) All windows 0.6524 (5.0%)
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1 window 800 0.5897 800 0.6020 800 0.6102
2 windows 200, 800 0.6264 (6.2%) 200, 800 0.6349 (5.5%) 80, 8 0.6439 (5.5%)
80, 800 0.6260 (6.2%) 80, 800 0.6315 (4.9%) 200, 80 0.6389 (4.7%)
400, 800 0.6223 (5.5%) 400, 800 0.6295 (4.6%) 800, 0.6308 (3.4%)
3 windows | 80, 200, 800 0.6327 (7.3%) 80, 400, 800 0.63994%.3 80, 400, 800 0.6487 (6.3%)
20, 200, 800 0.6296 (6.8%) 200, 400, 8p0 0.63986. 80, 200, 800 0.6482 (6.2%)
200, 400, 800 0.6294 (6.7%) 80, 200, 800 0.6393%5. 200, 400, 800 0.6475 (6.1%)
4 windows | 20,80,200, 0.6366(8.0%) 5,80,200,800 0.6448 (7.1%) 5,80,200,800 0.64734p.1
800 800
5,80,200,800 0.6358 (7.8%) 20,80,200), 0.6438 (6.9%) 20,80,200, 80D 0.6464 (5.9%
800
5,20,200,800 0.6339 (7.5%) 5,80,400,800 0.6416/4p.6 5,20,200,800 0.6443 (5.6%)
5 windows | 20,80,200, 0.6363 (7.9%) 5,80,200,40Q, 0.6460 (7.3%) 20,80,200, 0.6450 (5.7%)
400,800 800 400,800
5,80,200,400, 0.6355 (7.8%) 20,80,200, 0.6450 (7.1%) 5,80,200,400, 0.6441 (5.6%)
800 400,800 800
6 windows |  All windows 0.6360 (7.9%) All windowsg @63 (7.4%) All windows 0.6524 (6.9%)

In Table 6, BMPQIS, TQIS, and LMQIS stand for BMZageRank, TF/IDF, and language model with queraesion,
internal structure and with supporting documergspectively.
Table 6: MAPs and MAP gains for BM25+PageRank+QE+IS, TFHHQE+IS, and language model+QE+IS with different

window combinations when consider supporting doausjeand the highest MAP for a model is in bold enderlined

Base Mode BM25+PageRank+QE+IS TF/IDF+QE+IS (support) Language model+QE+IS (suppot)
window (support)
Windows MAP (MAP gain) Windows MAP (MAP gain) Windows MAP (MAP gain)
1 window 5 0.1841 5 0.1899 5 0.1904
2 windows 5, 400 0.4180 (127.1%) 5, 400 0.4312 (127.1% B, 40 0.4317 (126.7%)
5, 200 0.4124 (124.0%) 5, 200 0.4244 (123.5% B, 20 0.4261 (123.7%)
5, 800 0.4118 (123.7%) 5, 800 0.4071 (114.4% B, 80 0.4163 (118.6%)
3 windows | 5, 200, 800 0.4316 (134.4% 5, 80, 404 0.4457 (1%4. 5, 80, 400 0.4426 (132.4%
5, 80, 800 0.4283 (132.6% 5, 200, 400 0.4384 A%). 5, 200, 400 0.4407 (131.4%)
5 5, 400, 800 0.4280 (132.5% 5, 200, 80p 0.4374.3%8) 5, 200, 800 0.4398 (131.0%
4 windows | 5,80,200,800 0.4425 (140.4% 5,80,200,8p0 0.4537.66) 5,80,200,800 0.4532 (138.0%)
5,20,200,800 0.4396 (138.8% 5,20,80,4Q0 0.4475.728) 5,20,80,400 0.4508 (136.7%)
5, 20,80,800 0.4385 (138.2% 5,20,200,8p0 0.4488.0R%6) 5,20,200,800 0.4483 (135.5%)
5 windows | 5,20,80,200, | 0.4431 (140.7%) 5,20,80,200, 0.4507 (137.3%) 5,20,80,200,| 0.4524 (137.6%)
800 800 800
5,80,200,400, 0.4412 (139.7%)| 5,80,200,400, 0.4499 (137.0%) 5,80,200,400, 0.4516 (137.2%)
800 800 800
6 windows | All windows 0.4438 (141.1% All windows  0.4527(138.4%) All windows 0.4545(138.7%)
1 window 20 0.2716 20 0.2836 20 0.2835
2 windows 20, 400 0.4223 (55.5%) 20, 400 0.4353 (53.5% PO, 4 0.4357 (53.7%)
20, 800 0.4200 (54.6%) 20, 200 0.4289 (51.2% PO, 2 0.4296 (51.5%)
20, 200 0.4181 (53.9%) 20, 800 0.4143 (46.1% PO, 8 0.4193 (47.9%)
3 windows | 20, 400, 800 0.4328 (59.4%) 20, 80, 40D 0.44623%] . 20, 80, 400 0.4483 (58.1%),
20, 200, 800 0.4322 (59.1%) 20, 200, 800 0.44160%% 20, 400, 800 0.4421 (56.0%
20, 80, 800 0.4317 (58.9%) 20, 200, 400 0.4398.%%. 20, 200, 400 0.4414 (55.7%
4 windows | 20,80,200, 0.4453(64.0%) 20,80,200, 0.4517 (59.3%) 20,80,200, 0.4529 (59.8%)
20 800 800 800
5, 20,80,800 0.4385 (61.5%) 20,80,200, 0.4477 (57.9%) 20,80,200, 40D 0.4492 (58.4%)
400
20,200,400, 0.4379 (61.2%) 5,20,80,400 0.4475 (57.8%), 5, 280, 0.4483 (58.1%)
800
5 windows | 20,80,200, 0.4431 (63.1%) 5,20,80,200 0.4507 (59.0%) 5,20,80,200,| 0.4524 (59.6%)
400,800 800 800
5,20,80,200, | 0.4431 (63.1%) 20,80,200, 0.4486 (58.2%) 20,80,200, 0.4480 (58.0%)
800 400,800 400,800
6 windows |  All windows 0.4438 (63.4%) All windows  0.4527(60.0%) All windows 0.4545(60.3%)
80 1 window 80 0.3579 80 0.3767 80 0.3778
2 windows 80, 800 0.4253 (18.8%) 80, 400 0.4436 (17.8% 80, 4 0.4448 (17.7%)
80, 400 0.4235 (18.3%) 80, 800 0.4291 (13.9% 80, 8 0.4336 (14.8%)
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80, 200 0.4095 (14.4%) 80, 200 0.4218 (12.0% 280, 0.4312 (14.1%)
3 windows | 80, 200, 800 0.4339 (21.2%) 20, 80, 40D 0.44624063. 20, 80, 400 0.4483 (18.7%)
20, 80, 800 0.4317 (20.6%) 5, 80, 400 0.4457 (13.3%9 5, 80, 400 0.4426 (17.2%)
80, 400, 800 0.4311 (20.5%) 80, 200, 800 0.4452063 20, 80, 800 0.4421 (17.0%
4 windows | 20,80,200, 0.4453(24.4%) | 5,80,200,800 0.4517 (19.9%) 5,80,200,800 0.4532¢8D
800
5,80,200,800 0.4425 (23.6%) 20,80,200, 0.4517 (19.9%) 20,80,200, | 0.4529 (19.9%)
800 800
5, 20,80,800 0.4385 (22.5%) 20,80,200, 0.4477 (18.8%) 5, 20,80,800 0.4503 (19.29
400
5 windows |  20,80,200, 0.4431 (23.8%) 5,20,80,200,  0.4507 (19.6%) 5,20,80,200,| 0.4524 (19.7%)
400,800 800 800
5,20,80,200, | 0.4431 (23.8%) 5,80,200,400, 0.4499 (19.4%) 20,80,200, 0.448 (18.6%)
800 800 400,800
6 windows |  All windows 0.4438 (24.0%) All windowg  0.4527(20.2%) All windows 0.4545(20.3%)
1 window 200 0.3935 200 0.4065 200 0.4070
2 windows 200, 800 0.4259 (8.2%) 200, 800 0.4337 (6.7%) 800, 0.4368 (7.3%)
200, 400 0.4191 (6.5%) 200, 400 0.4308 (6.0%) 200, 0.4352 (6.9%)
20, 200 0.4181 (6.3%) 20, 200 0.4289 (5.5%) 20, 200  0.4296 (5.6%)
3 windows | 80, 200, 800 0.4339 (10.3%) 80, 200, 800 0.445%9. 80, 200, 800 0.4467 (9.8%)
20, 200, 800 0.4322 (9.8%) 80, 200, 400 0.443649.1 80, 200, 400 0.4428 (8.8%)
5, 200, 800 0.4316 (9.7%) 20, 200, 800 0.4412 (8.5%| 20, 200, 800 0.4416 (8.5%)
4 windows |  20,80,200, 0.4453(13.2%) | 5,80,200,800 0.4517 (11.1%) 5,80,200,800 0.453210)
800
200 5,80,200,800 0.4425 (12.5%) 20,80,200, 0.4517 (11.1%) 20,80,200, | 0.4529 (11.3%)
800 800
5,20,200,800 0.4396 (11.7%) 20,80,200, 0.4477 (10.1%) 5,20,200,800 0.4483 (10.19
400
5 windows |  20,80,200, 0.4431 (12.6%) 5,20,80,200  0.4507 (10.9%) 5,20,80,200,| 0.4524 (11.2%)
400,800 800 800
5,20,80,200, | 0.4431 (12.6%) 5,80,200,400, 0.4499 (10.7%) 20,80,200, 0.448 (10.1%)
800 800 400,800
6 windows |  All windows 0.4438 (12.8%) All windowsg  0.4527(11.4%) All windows 0.4545(11.7%)
1 window 400 0.3886 400 0.4103 400 0.4107
2 windows 80, 400 0.4235 (9.0%) 80, 400 0.4436 (8.1%) 80, 400  0.4448 (8.3%)
20, 400 0.4223 (8.7%) 20, 400 0.4353 (6.1%) 20, 400] 0.4357 (6.1%)
400, 800 0.4209 (8.3%) 5, 400 0.4312 (5.1%) 5, 400 0.4317 (5.1%)
3 windows | 20, 400, 800 0.4328 (11.4%) 20, 80, 40D 0.446268.7 20, 80, 400 0.4483 (9.2%)
80, 400, 800 0.4311 (10.9%) 5, 80, 400 0.4457 (8.6% 5, 80, 400 0.4426 (7.8%)
200, 400, 800 0.431 (10.9%) 80, 200, 400 0.443B%3. 20, 400, 800 0.4421 (7.6%)
4 windows | 20,200,400, | 0.4379 (12.7%) 20,80,200, 0.4477 (9.1%) 5,20,80,400 0.4508 (9.8%
400 800 400
5,80,400,800 0.4367 (12.4%) 5,20,80,400 0.447%49.1 | 20,80,200, 400 0.4492 (9.4%)
20,80,400, 0.4365 (12.3%) 20,200,400 0.4472 (9.0%) 20,200,400,800 0.4477 (9.0%|
800 800
5 windows |  20,80,200, 0.4431 (14.0%) 5,80,200,400,  0.4499 (9.7%) 5,80,200,400; 0.4516 (10.0%)
400,800 800 800
5,80,200,400,| 0.4412 (13.5%) 20,80,200, 0.4486 (9.3%) 20,80,200, 0.448 (9.1%)
800 400,800 400,800
6 windows | All windows 0.4438 (14.2%) All windowg  0.4527(10.3%) All windows 0.4545(10.7%)
800 1 window 800 0.3833 800 0.3875 800 0.3921
2 windows 200, 800 0.4259 (11.1%) 200, 800 0.4337 (11.9% , 800 0.4368 (11.4%)
80, 800 0.4253 (11.0%) 80, 800 0.4291 (10.7% 80, 8 0.4336 (10.6%)
400, 800 0.4209 (9.8%) 400, 800 0.4238 (9.4%) 800, 0.4321 (10.2%)
3 windows | 80, 200, 800 0.4339 (13.2%) 80, 200, 800 0.4452000% 80, 200, 800 0.4467 (13.9%
20, 400, 800 0.4328 (12.9%) 20, 200, 800 0.44120063 20, 200, 800 0.4416 (12.6%
20, 200, 800 0.4322 (12.8%) 200, 400, 8p0 0.448670b) 200, 400, 800 0.4411 (12.5%
4 windows |  20,80,200, 0.4453(16.2%) | 5,80,200,800 0.4517 (16.6%) 5,80,200,800 0.45350p
800
5,80,200,800 0.4425 (15.4%) 20,80,200, 0.4517 (16.6%) 20,80,200, | 0.4529 (15.5%)
800 800
5,20,200,800 0.4396 (14.7%) 5,20,200,8p0 0.4462104p 5,20,200,800 0.4483 (14.3%
5 windows |  20,80,200, 0.4431 (15.6%) 5,20,80,200,  0.4507 (16.3%) 5,20,80,200,| 0.4524 (15.4%)
400,800 800 800
5,20,80,200, | 0.4431 (15.6%) 5,80,200,400, 0.4499 (16.1%) 5,80,200,400, 0.4516 (15.2%)
800 800 800
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| | 6windows| Allwindows | 0.4438 (15.8%)]  Allwindowg  0.4527(16.8%) | Allwindows | 0.4545(15.9%) |
In Table 7, BMPI, Tl, and LMI stand for BM25+PageiRaTF/IDF, and language model with internal stmuetand without

supporting documents, respectively.
Table 7. MAPs and MAP gains for BM25+PageRank+IS, TF/ID&;+hnd language model+IS with different window

combinations when do not consider supporting doctisp@nd the highest MAP for a model is in bold enderlined

Base Mode BM25+PageRank+IS TF/IDF+IS Language model+IS
window Windows MAP (MAP gain) Windows MAP (MAP gain) Windows MAP (MAP gain)
1 window 5 0.2237 5 0.2273 5 0.2281
2 windows 5, 800 0.5313 (137.5%) 5, 400 0.5476 (140.9%) B, 40 0.5469 (139.8%)
5, 400 0.529 (136.5%) 5, 200 0.5413 (138.1%) 5,800 | 0.5411 (137.2%)
5, 200 0.5149 (130.2%) 5, 800 0.5395 (137.4%) B, 20 0.5393 (136.4%)
3 windows 5, 80, 800 0.5424 (142.5% 5, 200, 800 0.5589 @%5. 5, 200, 800 0.5563 (143.9%)
5, 200, 800 0.5408 (141.8% 5, 200, 400 0.5573.0%% 5, 80, 400 0.5560 (143.7%
5 5, 400, 800 0.5386 (140.8% 5, 80, 400 0.5563 (19%4. 5, 200, 400 0.5540 (142.9%
4 windows | 5,80,200,800 0.5495 (145.6% 5,80,200,8Dp0 0.5688.6P6) 5,80,200,800 0.5654 (147.9%)
5,80,400,800 0.5458 (144.0% 5,80,200,400 0.5630.720) 5,80,200,400 0.5624 (146.6%)
5,200,400,800 0.545 (143.6% 5,20,200,8p0 0.5649.200) 5,80,400,800 0.5617 (146.2%)
5 windows | 5,80,200,400, | 0.5507 (146.2%) 5,20,80,200, 0.5658(148.9%) 5,20,80,200, | 0.5669 (148.5%)
800 800 800
5,20,80,200, 0.5483 (145.1%) 5,20,80,200, 0.5629 (147.6%) 5,80,200,400, 0.5633 (147.0%)
800 400 800
6 windows All windows 0.5504 (146.0% All windows  .5631 (147.7%) All windows 0.5646 (147.5%
1 window 20 0.3370 20 0.3450 20 0.3455
2 windows 20, 800 0.5329 (58.1%) 20, 400 0.5497 (59.3%) PO, 4 0.5507 (59.4%)
20, 400 0.5302 (57.3%) 20, 200 0.5448 (57.9%) PO, 8 0.5495 (59.0%)
20, 200 0.5185 (53.9%) 20, 800 0.5447 (57.9%) PO, 2 0.5489 (58.9%)
3 windows | 20, 200, 800 0.5426 (61.0%) 20, 200, 800 0.55972062 20, 200, 800 0.5608 (62.3%
20, 80, 800 0.5422 (60.9%) 20, 80, 400 0.5581 ).8 20, 80, 400 0.5597 (62.0%)
20, 400, 800 0.5403 (60.3%) 20, 200, 400 0.5570406) 20, 80, 800 0.5589 (61.8%
4 windows | 20,80,200,800 0.5497 (63.1% 20,80,20Q, 0.5654 (63.9%) 20,80,200, 80D 0.5673(64.2%)
800
20 20,200,400, 800 0.5474 (62.4% 20,80,200, 0.5633 (63.3%) 20,80,200, 40D 0.5648 (63.5%)
400
20,80,400,800 0.546 (62.0%) 5,20,200,800 0.561PD06p 20,200,400, 0.5633 (63.0%)
800
5 windows | 20,80,200,400,| 0.5508(63.4%) 5,20,80,200, | 0.5658(64.0%) 5,20,80,200, 0.5669 (64.1%)
800 800 800
5,20,80,200, 0.5483 (62.7%) 20,80,200,| 0.5632 (63.2%) 20,80,200, 0.5647 (63.4%)
800 400,800 400,800
6 windows All windows 0.5504 (63.3%) All windowsg 5631 (63.2%) All windows 0.5646 (63.4%)
1 window 80 0.4756 80 0.4898 80 0.4905
2 windows 80, 800 0.5436 (14.3%) 80, 400 0.5542 (13.1%) 80, 4 0.5552 (13.2%)
80, 400 0.5362 (12.7%) 80, 800 0.5496 (12.2%) 80, 8 0.5501 (12.2%)
80, 200 0.5212 (9.6%) 80, 200 0.5451 (11.3%) 80, 20 0.545 (11.1%)
3 windows | 80, 200, 800 0.5478 (15.2%) 80, 200, 800 0.564120% 80, 200, 800 0.5659 (15.4%
80, 400, 800 0.5452 (14.6%) 80, 200, 400 0.5637100% 80, 200, 400 0.5647 (15.1%
5, 80, 800 0.5424 (14.0%) 20, 80, 400 0.5581 (13.9% 80, 400, 800 0.559 (14.0%)
4 windows | 20,80,200,800 0.5497 (15.6% 20,80,20Q, 0.5654 (15.4%) 20,80,200, 80D 0.5673(15.7%)
80 800
5,80,200,800 0.5495 (15.5%), 5,80,200,800 0.56501¢0% 5,80,200,800 0.5654 (15.3%
20,80,400,800 0.546 (14.8%) 20,80,200, 0.5633 (15.0%) 20,80,200, 40D 0.5648 (15.1%)
400
5 windows | 20,80,200,400,| 0.5508(15.8%) 5,20,80,200, | 0.5658(15.5%) 5,20,80,200, 0.5654 (15.3%)
800 800 800
5,80,200,400, | 0.5507 (15.8%) 20,80,200,| 0.5632 (15.0%) 20,80,200, 0.5647 (15.1%)
800 400,800 400,800
6 windows All windows 0.5504 (15.7%) All windowsg 5631 (15.0%) All windows 0.5646 (15.1%)
200 1 window 200 0.5170 200 0.5376 200 0.5382
2 windows 200, 800 0.5419 (4.8%) 200, 400 0.5579 (3.8% 800, 0.5598 (4.0%)
200, 400 0.5371 (3.9%) 200, 800 0.5578 (3.8% 200, 0.5589 (3.8%)
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80, 200 0.5212 (0.8%) 80, 200 0.5451 (1.4% 80, 20 0.545 (1.3%)
3 windows | 80, 200, 800 0.5478 (6.0%) 80, 200, 800 0.56419%4.9 80, 200, 800 0.5659 (5.1%)
200, 400, 800 0.544 (5.2%) 80, 200, 400 0.563764.9 80, 200, 400 0.5647 (4.9%)
20, 200, 800 0.5426 (5.0%) 20, 200, 8Q0 0.559764.1 20, 200, 800 0.5608 (4.2%)
4 windows | 20,80,200,800 0.5497 (6.3%) 20,80,200, 0.5654 (5.2%) 20,80,200, 80D 0.5673(5.4%)
800
5,80,200,800 0.5495 (6.3%) 5,80,200,800 0.565045.1 | 5,80,200,800 0.5654 (5.1%)
20,200,400, 800 0.5474 (5.9%) 20,80,20Q, 0.5633 (4.8%) 20,200,400, 0.5633 (4.7%)
400 800
5 windows | 20,80,200,400,| 0.5508(6.5%) 5,20,80,200, 0.5658(5.2%) 5,20,80,200, 0.5669 (5.3%)
800 800 800
5,80,200,400, 0.5507 (6.5%) 20,80,200, 0.5632 (4.8%) 20,80,200, 0.5647 (4.9%)
800 400,800 400,800
6 windows All windows 0.5504 (6.5%) All windows ®31 (4.7%) All windows 0.5646 (4.9%)
1 window 400 0.5223 400 0.5391 400 0.5394
2 windows 200, 400 0.5371 (2.8%) 200, 400 0.5579 (3.5%) 200, 0.5589 (3.6%)
80, 400 0.5362 (2.7%) 80, 400 0.5542 (2.8% 80, 400[ 0.5552 (2.9%)
400, 800 0.5348 (2.4%) 20, 400 0.5497 (2.0% 400, 8 0.5511 (2.2%)
3 windows | 80, 400, 800 0.5452 (4.4%) 80, 200, 400 0.563764.6 80, 200, 400 0.5647 (4.7%)
200, 400, 800 0.544 (4.2%) 20, 80, 400 0.5581 (3.5% 20, 80, 400 0.5597 (3.8%)
20, 400, 800 0.5403 (3.4%) 5, 200, 400 0.5573 (3.4% 80, 400, 800 0.559 (3.6%)
4 windows | 20,200,400, 800 0.5474 (4.8%) 20,80,20Q, 0.5633 (4.5%) 20,80,200, 400 0.5648 (4.7%
400
400 20,80,400,800 0.546 (4.5%) 5,80,200,400 0.56304%.4 20,200,400, 0.5633 (4.4%)
800
5,80,400,800 0.5458 (4.5%) 20,200,400, 0.5602 (3.9%) 5,80,200,400 0.5624 (4.3%
800
5 windows | 20,80,200,400,| 0.5508(5.5%) 20,80,200, 0.5632 (4.5%) 20,80,200, 0.5647 (4.7%)
800 400,800 400,800
5,80,200,400, 0.5507 (5.4%) 5,20,80,200{ 0.5629 (4.4%) 5,20,80,200,| 0.5637 (4.5%)
800 400 400
6 windows | All windows 0.5504 (5.4%) All windows ®31 (4.5%) All windows 0.5646 (4.7%)
1 window 800 0.5239 800 0.5333 800 0.5339
2 windows 80, 800 0.5436 (3.8%) 200, 800 0.5578 (4.6% 200, 8 0.5598 (4.9%)
200, 800 0.5419 (3.4%) 80, 800 0.5496 (3.1% 400, 8 0.5511 (3.2%)
400, 800 0.5348 (2.1%) 400, 800 0.5496 (3.1% 80, 8 0.5501 (3.0%)
3 windows | 80, 200, 800 0.5478 (4.6%) 80, 200, 800 0.5641%5.8 80, 200, 800 0.5659 (6.0%)
80, 400, 800 0.5452 (4.1%) 20, 200, 8Q0 0.559765.0 20, 200, 800 0.5608 (5.0%)
200, 400, 800 0.544 (3.8%) 5, 200, 800 0.5589 (3.8% 80, 400, 800 0.559 (4.7%)
4 windows | 20,80,200,800 0.5497 (4.9%) 20,80,200, 0.5654 (6.0%) 20,80,200, 80p 0.5673(6.3%)
800 800
5,80,200,800 0.5495 (4.9%) 5,80,200,800 0.565045.9 | 5,80,200,800 0.5654 (5.9%)
20,200,400, 800 0.5474 (4.5%) 5,20,200,8p0 0.5610%) 20,200,400, 0.5633 (5.5%)
800
5 windows | 20,80,200,400,| 0.5508(5.1%) 5,20,80,200, 0.5658(6.1%) 5,20,80,200, 0.5669 (6.2%)
800 800 800
5,80,200,400, 0.5507 (5.1%) 20,80,200, 0.5632 (5.6%) 20,80,200, 0.5647 (5.8%)
800 400,800 400,800
6 windows All windows 0.5504 (5.1%) All windows ®31 (5.6%) All windows 0.5661 (6.0%)

In Table 8, BMPIS, TIS, and LMIS stand for BM25+R&gank, TF/IDF, and language model with internalicttire and

with supporting documents, respectively.

Table 8 MAPs and MAP gains for BM25+PageRank+IS, TF/ID&;+hnd language model+IS with different window

combinations when consider supporting documentstta highest MAP for a model is in bold and unided

Base Mode BM25+PageRank+IS (support) TF/IDF+IS (support) Langiage model+IS (support)
window Windows MAP (MAP gain) Windows MAP (MAP gain) Windows MAP (MAP gain)
5 1 window 5 0.1173 5 0.1251 5 0.1247
2 windows 5, 800 0.3195 (172.4%) 5, 800 0.3187 (154.8%) 5, 80 0.3260 (161.4%)
5, 400 0.3032 (158.5%) 5, 400 0.3181 (154.3% B, 40 0.3249 (160.5%)
5, 200 0.2838 (141.9%) 5, 200 0.3179 (154.1% B, 20 0.3203 (156.9%)
3 windows 5, 80, 800 0.3297 (181.1%) 5,200, 800 3383 (170.4%) 5, 200, 800 0.3398 (172.5%
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5, 400, 800 0.3287 (180.2% 5, 400, 80D 0.3331.3%% 5, 80, 800 0.3311 (165.5%
5, 200, 800 0.3267 (178.5% 5, 80, 804 0.3329 (1%5. 5, 400, 800 0.3283 (163.3%)
4 windows | 5,80,200,800 0.3345 (185.2% 5,80,200,8p0 0.3473.820) 5,80,200,800 0.3499 (180.69
5,20,400,800 0.3344 (185.1% 5,20,200,8p0 0.3438.6820) 5,20,200,800 0.3438 (175.79
5, 20, 80, 800| 0.3329 (183.8% 5,20,80,800 0.3478.0%) 5,20,400,800 0.3400 (172.79
5 windows | 5,20,80,200, | 0.3359(186.4%) | 5,20,80,200, 0.3489(178.9%) 5,20,80,200, | 0.3503 (180.9%)
800 800 800
5,20,80,400, | 0.3347 (185.3%) 5, 80,200, 0.3445 (175.4%) 5,20,80,400,| 0.3434 (175.4%)
800 400, 800 800
6 windows | All windows 0.3343 (185.0% All windows .3854 (176.1%) All windows 0.3465 (177.8%
1 window 20 0.1762 20 0.1936 20 0.1942
2 windows 20, 800 0.3233 (83.5%) 20, 800 0.3267 (68.8% PO, 8 0.3275 (68.6%)
20, 400 0.3027 (71.8%) 20, 200 0.3221 (66.4% PO, 4 0.3263 (68.0%)
20, 200 0.284 (61.2%) 20, 400 0.3212 (65.9% 20, 20 0.3245 (67.1%)
3 windows | 20, 80, 800 0.3307 (87.7%) 20, 200, 800 0.33980%%. 20, 80, 800 0.3411 (75.6%),
20, 400, 800 0.3306 (87.6%) 20, 80, 80D 0.339640%%. 20, 200, 800 0.3405 (75.3%
20, 200, 800 0.3303 (87.5%) 20, 400, 800 0.335220%3 20, 400, 800 0.3333 (71.6%
4 windows | 20,80,200,80( 0.3354 (90.4%) 20,80,200, 0.3481 (79.8%) 20,80,200, 80D 0.3479 (79.19
0 800
20 20,80,400,80| 0.3346 (89.9%) 5,20,200,800 0.3438 (77.6%), 5,200 0.3438 (77.0%)
0
5,20,400,800 0.3344 (89.8%), 20, 200, 400 0.3417 (76.5%) 20,80,400,80 0.3423 (76.39
800
5 windows | 5,20,80,200, | 0.3359(90.6%) 5,20,80,200, 0.3489(80.2%) 20,80,200, 0.3505(80.5%)
800 800 400,800
5,20,80,400, | 0.3347 (90.0%) 20,80,200, 0.3460 (78.7%) 5,20,80,200,| 0.3503 (80.4%)
800 400,800 800
6 windows |  All windows 0.3343 (89.7%) All windowsg 3354 (78.4%) All windows 0.3465 (78.4%)
1 window 80 0.2380 80 0.2548 80 0.2557
2 windows 80, 800 0.3285 (38.0%) 80, 800 0.3325 (30.5% 80, 8 0.3349 (31.0%)
80, 400 0.3057 (28.4%) 80, 400 0.3247 (27.4% 80, 4 0.3287 (28.5%)
80, 200 0.2812 (18.2%) 80, 200 0.3156 (23.9% 80, 2 0.3207 (25.4%)
3 windows | 80, 200, 800 0.3324 (39.7%) 80, 200, 800 0.34577(8% 80, 200, 800 0.3435 (34.3%
20, 80, 800 0.3307 (38.9%) 20, 80, 800 0.3396 3.3 20, 80, 800 0.3411 (33.4%)
80, 400, 800 0.3305 (38.9%) 80, 400, 800 0.337532 80, 400, 800 0.3407 (33.2%
4 windows | 20,80,200,80( 0.3354 (40.9%) 20,80,200, 0.3481 (36.6%) 5,80,200,800 0.3499 (36.89
0 800
80 20,80,400,80| 0.3346 (40.6%) 5,80,200,800 0.3475 (36.4%), 20,8M,300 0.3479 (36.1%)
0
5,80,200,800 0.3345 (40.5%), 20,80,400, 0.3416 (34.1%) 20,80,400, 80D 0.3423 (33.99
800
5 windows | 5,20,80,200, | 0.3359(41.1%) 5,20,80,200, 0.3489(36.9%) 20,80,200, 0.3505(37.1%)
800 800 400,800
5,20,80,400, | 0.3347 (40.6%) 20,80,200, 0.3460 (35.8%) 5,20,80,200, 0.3503 (37.0%)
800 400,800 800
6 windows | All windows 0.3343 (40.5%) All windows 3354 (35.6%) All windows 0.3465 (35.5%)
1 window 200 0.2749 200 0.3053 200 0.3104
2 windows 200, 800 0.3261 (18.6%) 200, 800 0.3373 (10.5% , 800 0.3379 (8.9%)
200, 400 0.3049 (10.9%) 200, 400 0.3284 (7.6%) 200, 0.3295 (6.2%)
20, 200 0.284 (3.3%) 20, 200 0.3221 (5.5%) 20, 200| 0.3245 (4.5%)
3 windows | 80, 200, 800 0.3324 (20.9%) 80, 200, 800 0.345720b3 80, 200, 800 0.3435 (10.7%
20, 200, 800 0.3303 (20.2%) 20, 200, 800 0.33983¢bL 20, 200, 800 0.3405 (9.7%)
5, 200, 800 0.3267 (18.8%) 5, 200, 800 0.3383 ().8 5, 200, 800 0.3398 (9.5%)
200 4 windows 20,806200,80 0.3354 (22.0%) 2%,38,200, 0.3481 (14.0%) 5,80,200,800 0.3499 (12.79
5,80,200,800 0.3345 (21.7%), 5,80,200,800 0.3478B03 20,80,200, 800 0.3479 (12.1%
5,20,200,800 0.3324 (20.9%), 5,20,200,800 0.343&Mmp 5,20,200,800 0.3438 (10.8%
5 windows | 5,20,80,200, | 0.3359(22.2%) 5,20,80,200, 0.3489(14.3%) 20,80,200, 0.3505(12.9%)
800 800 400,800
20,80,200,40| 0.3345 (21.7%) 20,80,200, 0.3460 (13.3%) 5,20,80,200,| 0.3503 (12.9%)
0, 800 400,800 800
6 windows |  All windows 0.3343 (21.6%) All windowsg 3354 (13.1%) All windows 0.3465 (11.6%)
400 1 window 400 0.2887 400 0.3041 400 0.3055
2 windows 400, 800 0.3211 (11.2%) 200, 400 0.3284 (8.0%) 800, 0.3302 (8.1%)
80, 400 0.3057 (5.9%) 400, 800 0.3267 (7.4%) 200, 4 0.3295 (7.9%)
200, 400 0.3049 (5.6%) 80, 400 0.3247 (6.8%) 80, 40 0.3287 (7.6%)
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3 windows | 20, 400, 800 0.3306 (14.5%) 80, 400, 800 0.337700p) 80, 400, 800 0.3407 (11.5%
80, 400, 800 0.3305 (14.5%) 200, 400, 8p0 0.33657(h) 80, 200, 400 0.3382 (10.7%
5, 400, 800 0.3287 (13.9%) 80, 200, 400 0.3361504). 200, 400, 800 0.3356 (9.9%)
4 windows | 20,80,400,80| 0.3346 (15.9%) 20, 200, 400  0.3417 (12.4%) 20, 200, 400| 0.3435 (12.4%)
0 800 800
5,20,400,800 0.3344 (15.8%) 20,80,400, 0.3416 (12.3%) 5,20,80,400 0.3427 (12.29
800
20,200,400, | 0.3323 (15.1%) 5,20,80,400 0.3408 (12.1%) 20,80,800 0.3423 (12.0%)
800
5 windows | 5,20,80,400, | 0.3347 (15.9%) 20,80,200, 0.3460 (13.8%) 20,80,200, | 0.3505(14.7%)
800 400,800 400,800
20,80,200,40| 0.3345 (15.9%) 5, 80, 200, 0.3445 (13.3%) 5,20,80,400,| 0.3434 (12.4%)
0, 800 400, 800 800
6 windows | All windows 0.3343 (15.8%) All windowsg 3354 (13.6%) All windows 0.3465 (13.4%)
1 window 800 0.3038 800 0.3056 800 0.3067
2 windows 80, 800 0.3285 (8.1%) 200, 800 0.3373 (10.4% 800, 0.3379 (10.2%)
200, 800 0.3261 (7.3%) 80, 800 0.3325 (8.8%) 80, 80 0.3349 (9.2%)
20, 800 0.3233 (6.4%) 400, 800 0.3267 (6.9%) 400, 8 0.3302 (7.7%)
3 windows | 80, 200, 800 0.3324 (9.4%) 80, 200, 890 0.34571063. 80, 200, 800 0.3435 (12.0%
20, 80, 800 0.3307 (8.9%) 20, 200, 830 0.3398 (h).2 20, 80, 800 0.3411 (11.2%)
20, 400, 800 0.3306 (8.8%) 20, 80, 800 0.3396 @h).1 20, 200, 800 0.3405 (11.0%)
4 windows | 20,80,200,80( 0.3354 (10.4%) 20,80,200, 0.3481 (13.9%) 5,80,200,800 0.3499 (14.1%)
800 0 800
20,80,400,80| 0.3346 (10.1%) 5,80,200,800 0.3475 (13.7%), 20,8m,800 0.3479 (13.4%)
0
5,80,200,800 0.3345 (10.1%) 5,20,200,8p0 0.343%0p 5,20,200,800 0.3438 (12.1%
5 windows | 5,20,80,200, | 0.3359(10.6%) 5,20,80,200, 0.3489(14.2%) 20,80,200, 0.3505(14.3%)
800 800 400,800
5,20,80,400, | 0.3347 (10.2%) 20,80,200, 0.3460 (13.2%) 5,20,80,200,| 0.3503 (14.2%)
800 400,800 800
6 windows | All windows 0.3343 (10.0%) All windowsg 3354 (13.0%) All windows 0.3465 (13.0%)

5.2.5 Effects of test collections

In order to gain an impression of the effect of tadlection, our multiple window based approactsuested on the TREC2005
test collection using the same parameters thatsed on the TREC2006 test collection. We ran thredets based approaches
on the TREC2005 test collection without query exgam i.e., using the title only. The results ofeth models, i.e.,
BM25+PageRank+IS (BMPI), TF/IDF+IS (TI), and langea model+IS (LMI), using different window combirats
(supporting documents are not considered in TREG2@llection) are reported in Table 9.

Table 9 shows that our multiple-window-based apphoia effective for the TREC2005 collection as welhd we have
similar findings as we already have on the TREC26@Gction: Multiple windows outperform single wiows in terms of all
three models. All of the highest MAPs for a parfticumodel are produced by five window combinatioB@grtain window
combinations consistently perform better than ottembinations regardless of the model used. Batiguage model and
TF/IDF based multiple windows outperform BM25 basaudltiple windows.

Although we did not take advantage of any domage#j knowledge (Craswell et al. 2006), we stilit gery competitive
results compared with the others. We think thatriieire of TREC2005 and TREC2006 collections diffédre former is based

on ground-truth and the latter is based on usegmhts, and the former may not fully reflect thalitg on the ground.
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Table & MAPs and MAP gains for BM25+PageRank+IS (BMPI/IDF+IS (T1), and language model+IS (LMI) with

different window combinations on TREC2005 collentiand the highest MAP for a model is in bold andarlined

Base Mode BM25+PageRank+IS TF/IDF+IS Language model+IS
window Windows MAP (MAP gain) Windows MAP (MAP gain) Windows MAP (MAP gain)
1 window 5 0.1415 5 0.1465 5 0.1468
2 windows 5, 80 0.2076 (46.7%) 5, 80 0.2109 (44.0%) 5, 80 1062(43.5%)
5, 200 0.2044 (44.5%) 5, 400 0.2100 (43.3%) 5,400, 0.2074 (41.3%)
5, 400 0.2032 (43.6%) 5, 200 0.2084 (42.3%) 5,200, 0.2068 (40.9%)
3 windows 5, 20, 80 0.2083 (47.2%) 5, 80, 200 0.2131 (45.5%) 5, 80, 200 0.2125 (44.8%)
5, 80, 200 0.2076 (46.7%) 5, 80, 400 0.2124 (45.0%0) 5, 20, 80 0.2117 (44.2%)
5 5, 80, 400 0.207 (46.3%) 5, 20, 80 0.2123 (44.9%) , 805400 0.2093 (42.6%)
4 windows | 5,20,80,400 0.2084 (47.3%) 5,20,80,400 0.2145 p4p.4| 5,20,80,400 0.2142 (45.9%)
5,20,80,200 0.2075 (46.6%) 5,80,200,400 0.2142204%. | 5,80,200,400 0.2140 (45.8%)
5,80,200,400 0.2074 (46.6%) 5,20,200,400 0.211%504) 5,20,80,200 0.2119 (44.3%)
5 windows | 5,20,80,200, 0.2092(47.8%) 5, 20, 80, 0.2150(46.8%) 5, 20, 80, 0.2147(46.2%)
400 200, 400 200, 400
5,20,80,200, 0.2075 (46.6%) 5,20, 80, | 0.2089 (42.6%) 5, 20, 80, 0.2088 (42.2%)
800 200, 800 200, 800
6 windows |  All windows 0.2068 (46.1%) All windowsg 2111 (44.1%) All windows 0.2107 (43.6%)
1 window 20 0.1716 20 0.1774 20 0.1782
2 windows 20, 80 0.2072 (20.7%) 20, 80 0.2112 (19.1%) 20,80 0.2125 (19.2%)
20, 200 0.2025 (18.0%) 20, 400 0.2097 (18.2%) RO, 4 0.2119 (18.9%)
20, 400 0.2022 (17.8%) 20, 200 0.2086 (17.6%) RO, 2 0.2097 (17.7%)
3 windows 5, 20, 80 0.2083 (21.4%) 20, 80, 40 0.2128 (20.0%6) 20, 80, 400 0.2124 (19.2%)
20, 80, 200 0.2077 (21.0%) 20, 80, 200 0.2124 (9.7 5, 20, 80 0.2117 (18.8%)
20, 80, 400 0.2066 (20.4%) 5, 20, 80 0.2123 (19.7%) 20, 80, 200 0.2114 (18.6%)
4 windows |  20,80,200, 0.2087 (21.6%) 5,20,80,400 0.2145 (20.9%) 5,20(8D,4 0.2142 (20.2%)
400
20 5,20,80,400 0.2084 (21.4%) 20,80,200, 0.2143 (20.8%) 5,20,200,40 0.2136 (19.9%
400
5,20,80,200 0.2075 (20.9%) 5,20,200,400 0.21194059. 20,80,200, 0.2123 (19.1%)
400
5 windows | 5,20,80,200, 0.2092(21.9%) 5, 20, 80, 0.2150(21.2%) 5, 20, 80, 0.2147(20.5%)
400 200, 400 200, 400
5,20,80,200, 0.2075 (20.9%) 20, 80, 200, 0.2091 (17.9%) 20, 80,200, 0.2113 (18.6%)
800 400, 800 400, 800
6 windows | All windows 0.2068 (20.5%) All windows 2011 (19.0%) All windows 0.2107 (18.2%)
1 window 80 0.2023 80 0.2074 80 0.2083
2 windows 80, 200 0.2082 (2.9%) 80, 200 0.2135 (2.9% 80, 20( 0.2128 (2.2%)
5, 80 0.2076 (2.6%) 80, 400 0.2126 (2.5% 20, 80 2125 (2.0%)
80, 400 0.2068 (2.2%) 20, 80 0.2112 (1.8% 80, 400 0.2122 (1.9%)
3 windows 5, 20, 80 0.2083 (3.0%) 80,200,40( 0.2133 (2.8%) 805200 0.2125 (2.0%)
20, 80, 200 0.2077 (2.7%) 5, 80, 200 0.2131 (2.7%) 80,200,400 0.2125 (2.0%)
5, 80, 200 0.2076 (2.6%) 20, 80, 40 0.2128 (2.6%) 20, 80, 400 0.2124 (2.0%)
4 windows |  20,80,200, 0.2087 (3.2%) 5,20,80,400 0.2145 (3.4% 5,20,80,400 0.2142 (2.8%)
400
80 5,20,80,400 0.2084 (3.0%) 20,80,200, 0.2143 (3.3%) 5,80,200,40 0.214 (2.7%)
400
5,20,80,200 0.2075 (2.6%) 5,80,200,400 0.2142 (3.3% 20,80,200, 0.2123 (1.9%)
400
5 windows | 5,20,80,200, 0.2092(3.4%) 5, 20, 80, 0.2150(3.7%) 5, 20, 80, 0.2147(3.1%)
400 200, 400 200, 400
5,20,80,200, 0.2075 (2.6%) 20, 80, 200, 0.2091 (0.8%) 20, 80, 200, 0.2113 (1.4%)
800 400, 800 400, 800
6 windows | All windows 0.2068 (2.2%) All windowsg A1 (1.8%) All windows 0.2107 (1.2%)
200 1 window 200 0.1987 200 0.2056 200 0.2071
2 windows 80, 200 0.2082 (4.8%) 80, 200 0.2135 (3.8% 80, 20( 0.2128 (2.8%)
200, 400 0.2054 (3.4%) 200, 400 0.2096 (1.9%) 200, 0.2105 (1.6%)
20, 200 0.2048 (3.1%) 20, 200 0.2086 (1.5% 20, 200 0.2097 (1.3%)
3 windows | 20, 80, 200 0.2077 (4.5%) 80,200,400 0.2133 (3.7%) 5, 80, 200 0.2125 (2.6%)
5, 80, 200 0.2076 (4.5%) 5, 80, 200 0.2131 (3.6%) 0,2@0,400 0.2125 (2.6%)
5, 200, 400 0.2042 (2.8%) 20, 80, 200 0.2124 (3.3%) 20, 80, 200 0.2114 (2.1%)
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4 windows | 20,80,200, 0.2087 (5.0%) 20, 80, 200, 0.2143 (4.2%) 5,80,200,40 0.214 (3.3%)
400 400
5,20,80,200 0.2075 (4.4%) 5,80,200,400 0.2142 (3.2% 20,80,200, 0.2123 (2.5%)
400
5,80,200,400 0.2074 (4.4%) 5,20,200,400 0.2119%43.1| 5,20,80,200 0.2119 (2.3%)
5 windows | 5,20,80,200, 0.2092(5.3%) 5, 20, 80, 0.2150(4.6%) 5, 20, 80, 0.2147(3.7%)
400 200, 400 200, 400
5,20,80,200, 0.2075 (4.4%) 20, 80, 200, 0.2091 (1.7%) 20, 80, 200, 0.2113 (2.0%)
800 400, 800 400, 800
6 windows | All windows 0.2068 (4.1%) All windowg APl (2.7%) All windows 0.2107 (1.7%)
1 window 400 0.1973 400 0.2030 400 0.2038
2 windows 80, 400 0.2068 (4.8%) 80, 400 0.2126 (4.7% 80, 404 0.2122 (4.1%)
200, 400 0.2034 (3.1%) 5, 400 0.2100 (3.4% 20, 404 0.2119 (4.0%)
20, 400 0.2032 (3.0%) 20, 400 0.2097 (3.3% 5, 400 0.2074 (1.8%)
3 windows | 5, 80, 400 0.207 (4.9%) 80,200,40( 0.2133 (5.1%) ,2@m400 0.2125 (4.3%)
20, 80, 400 0.2066 (4.7%) 20, 80, 400 0.2128 (4.7%) 20, 80, 400 0.2124 (4.2%)
5, 200, 400 0.2042 (3.5%) 5, 80, 400 0.2124 (4.6%) 5, 80, 400 0.2093 (2.7%)
4 windows | 20,80,200, 0.2087 (5.8%) 5,20,80,400| 0.2145 (5.7% 5,20,80,400 0.2142 (5.1%)
400
400 5,20,80,400 0.2084 (5.6%) 20, 80, 200, 0.2143 (5.6%) 5,80,200,40 0.214 (5.0%)
400
5,20,80,200 0.2075 (5.2%) 5,80,200,400 0.2142 (%.5% 20,80,200, 0.2123 (4.2%)
400
5 windows | 5,20,80,200, 0.2092(6.0%) 5, 20, 80, 0.2150(5.9%) 5, 20, 80, 0.2147(5.3%)
400 200, 400 200, 400
20,80,200, 0.1998 (1.3%) 20, 80, 200, 0.2091 (3.0%) 20, 80, 200, 0.2113 (3.7%)
400,800 400, 800 400, 800
6 windows | All windows 0.2068 (4.8%) All windowsg @21 (4.0%) All windows 0.2107 (3.4%)
1 window 800 0.1843 800 0.1903 800 0.1918
2 windows 80, 800 0.1955 (6.1%) 80, 800 0.2017 (6.0% 80, 804 0.2042 (6.5%)
200, 800 0.1941 (5.3%) 200, 800 0.2007 (5.5%) 800, 0.2035 (6.1%)
400, 800 0.1934 (4.9%) 400, 800 0.1989 (4.5%) 800, 0.2015 (5.1%)
3 windows | 80, 200, 800 0.1975 (7.2%) 80,200,800 0.2055 (8.0%) 80,400,800 0.2102 (9.6%)
20, 80, 800 0.1972 (7.0%) 80,400,800 0.2054 (7.9%) 80,200,800 0.2087 (8.8%)
200, 400, 800 0.1964 (6.6%) 200,400, 800 0.203BA4) . 200,400, 800 0.2067 (7.8%)
4 windows | 20, 80, 200, 0.2007 (8.9%) 20, 80, 200, 0.2084 (9.5%) 80, 200, 400,  0.2105 (9.7%)
800 800 800 800
5,80,200,800 0.2003 (8.7%) 80, 200, 400, 0.2071 (8.8%) 20, 80, 200, 0.2095 (9.2%)
800 800
5,20,80,800 0.1996 (8.3%) 5,80,200,800 0.207 (8.8%) 5,80,200,800 0.2088 (8.9%)
5 windows | 5,20,80,200, 0.2075 (12.6%) 20, 80, 200, 0.2091 (9.9%) 20, 80,200, 0.2113 (10.2%)
800 400, 800 400, 800
20,80,200, 0.2027 (10.0%) 5, 20, 80, 0.2089 (9.8%) 5, 20, 80, 0.2087 (8.8%)
400,800 200, 800 200, 800
6 windows | All windows 0.2068 (12.2%) All windows 2011 (10.9%) All windows 0.2107 (9.9%)

6. CONCLUSIONS AND FUTURE WORK

We propose a novel approach to expert finding bggirating multiple document features and query esioa in a two-stage
model. Our novel approach of integrating a queryaasion technique (Song & Bruza 2003) in our exfieding approach
results in significant improvement over a title ypepert finding approach. Document internal stiteetiargely helps improve
expert finding performance. PageRank does notfiignily help improve performance, and we will gaout further research to
study the effect of document authority. Our largaks experiments on the TREC2006 test collectimwsthat our multiple
window based approach has greatly improved therexXjpeling performance over three traditional IR dets as document

relevance models combined with the fix-sized-winemged approach. Language model and TF/IDF baspdoaghes
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outperform a BM25 based approach for expert findi@gr multiple window based approach integratinguhoent internal
structure and query expansion has achieved outatanesults, even outperforming the best runs WtREC2006 expert search
task. Our experiments on the TREC2005 expert sdastltollection further show the effectivenesswaf approach to other test
collections.

Furthermore, we have applied our approach to thedZO07 expert search test collection showing tfect¥eness of our
multiple-window based approach on the CSIRO (AlisinaCommonwealth Scientific and Research Orgairgdataset (Zhu
et al. 2008a). To test the effectiveness of our@ggh to generic entity search (expert is only type of entity), we have
applied our expert finding approach to generictgrsiearch in the INEX 2007 Entity Ranking Tr&ofZhu et al. 2008b). Expert
finding can have many applications in a real waltironment, in order to test the effectivenesowf approach to real
organizations, we have developed an expert fingirgotype for the Open Universtfy which has attracted lots of real users
and has effectively helped their expertise seaskst

In the future, we will carry out the following wark

1. Research into how to better integrate documentogityhin our approach, e.g., to study the transfation functions
and their parameters for integrating PageRank.

2. Formally investigate what form of document relevanwodel will lead to good results in expert finding

3.  Investigate more efficient and automatic methodsviodow combination optimization.

4. Investigate how to extend our approach for integgatultiple sources of information such as domaiowledge etc
in expert finding.

5. Evaluate our approach on other datasets such esnv @f the Tilburg University's intranet (Balog at 2007a) and
our own university's intranet dataset.

6.  Study how to extend our expert finding approacheneric entity search, and how to generalize opragrh to more
structured data by experimenting our approach enlNEX2007 Entity Ranking Track’'s Wikipedia datgsehich
contains XML files with rich structural information

7. Study how to extend expert finding to automaticcdigery of expert association networks, which cdnsfstheir
related entities, such as their colleagues, theieroexpertise, and projects they are involvedtm Association

networks can help users better understand thesstexpackground.

13 http:/finex.is.informatik.uni-duisburg.de/2007/xretSch. html
 http://library.open.ac.uk/research/findexp/indéx.c

38



7. Acknowledgements

We would like to thank the anonymous refereesHeirtconstructive comments that have greatly hetpedhprove the article.

8. REFERENCES

Aho, A.V., & Corasick, M.J. (1975) Efficient stringatching: An aid to bibliographic search. Commthef ACM 18(6):333—
340.

Amati, G., & van Rijsbergen, C. J. (2002) Probatiiti models of information retrieval based on meiaguhe divergence from
randomness. ACM Trans. on Inf. Syst. 20(4): 357-389

Bailey, P., Craswell, N., de Vries, A. P., & Sobire (2007) Overview of the TREC 2007 Enterprigeck (DRAFT). In Proc.
of TREC 2007 Notebook.

Balog, K., Azzopardi, L., & de Rijke, M. (2006) Foal models for expert finding in enterprise corpdnaProc. of SIGIR, 43-
50.

Balog, K., Bogers, T., Azzopardi, L., de Rijke, M.yvan den Bosch, A. (2007a) Broad expertise reftlién sparse data
environments. In Proc. of SIGIR 2007, 551-558.

Balog, K., and de Rijke, M. (2007b) Determining ExjpProfiles (With an Application to Expert Findyadn Proc. of IJCAI
2007, 2657-2662.

Brin, S., and Page, L. (1998) The Anatomy of a kaBgale Hypertextual Web Search Engine. Computerdtks 30(1-7):
107-117.

Burgess, C., Livesay, K., & Lund, K. (1998) Expltoas in context space: words, sentences, discoDiseourse Processes,
25(2&3):211-257.

Campbell, C. S., Maglio, P. P., Cozzi, A., & Dom,(B003) Expertise identification using email cormaations. In Proc. of
ACM Conference on Information and Knowledge Managen{CIKM).

Cao, Y., Liu, J., Bao, S., & Li, H. (2006) ReseaarhExpert Search at Enterprise Track of TREC 200®roc. of TREC 2005.

Charikar, M., Indyk, P., & Panigrahy, R. (2002) N&lgorithms for Subset Query, Partial Match, Ortbngl Range Searching
and Related Problems. In Proc. of the 29th Int@nat Colloquium on Automata Languages and Prograngm51 - 462

Chen, H., Shen, H., Xiong, J., Tan, S., and Ch¥n@2007) Social Network Structure behind the MagliLists: ICT-IIIS at
TREC 2006 Expert Finding Track. In Proc. of TRE@@0

Cheng, T., Yan, X., and Chang, K. C-C (2007) ER#wk: Searching Entities Directly and Holistically.Proc. of VLDB
2007: 387-398

Chu-Carroll, J., Averboch, G., Duboue, P., Gond&kMurdock, J.W., Prager, J., Hoffmann, P., & WieB. (2007) IBM in
TREC 2006 Enterprise Track. In Proc. of the Fiftaerext REtrieval Conference (TREC 2006), GaithergbMaryland USA.

Ciravegna, F. (2001) Adaptive Information Extrantfoom Text by Rule Induction and GeneralisationProc. of IJCAI 2001.

Conrad, J.G., & Utt, M.H. (1994) A System for Digeoing Relationships by Feature Extraction fromtl@atabases. In Proc.
of SIGIR 1994: 260-270.

39



Craswell, N., Robertson, S. E., Zaragoza, H., &diay. J. (2005) Relevance weighting for queryapdndent evidence. In
Proc. of SIGIR 2005: 416-423.

Craswell, N., de Vries, A.P., & Soboroff, I. (200B8yerview of the TREC-2005 Enterprise Track. Ind?m@f The Fourteenth
Text REtrieval Conference (TREC 2005).

Craven, M., DiPasquo, D., Freitag, D., McCallum, Mitchell, T., Nigam, K., & Slattery, S. (2000)ekrning to Construct
Knowledge Bases from the World Wide Web. Artificiatelligence, 118(1-2): 69-113.

de Vries, A.P., Thom, J.A., Vercoustre, A-M, Crallie, and Lalmas, M. (2007) INEX 2007 Entity RangiTrack Guidelines
- V1. In Pre-Proc. of INitiative for the Evaluatiafi XML Retrieval.

Etzioni, O., Cafarella, M., Downey, D., Popescu, $haked, T., Soderland, S., Weld, S., & Yateg2804) Methods for
Domain-Independent Information Extraction from Web: An Experimental Comparison. In Proc. of AAAIQA, pp. 391-398.

Fang, H., and Zhai, C. (2007) Probabilistic ModelsExpert Finding. In Proc. of ECIR 2007: 418-430
Fu, Y., Yu, W., Li, Y., Liu, Y., Zhang, M., & Ma, .§2006a) THUIR at TREC 2005: Enterprise TrackPhoc. of TREC 2005.

Fu, Y., Xiang, R., Zhang, M., Liu, Y., & Ma, S. (@6b) A PDD-Based Searching Approach for Expert irigdh Intranet
Information Management. In Proc. of AIRS 2006: 43-5

Hatcher, E., & Gospodnetic, O. (2004) Lucene inidxctManning Publications Co, ISBN: 1932394281.

Hu, G., Liu, J., Cao, Y., Li, H., Nie, J-Y, & Gad, (2006) A Supervised Learning Approach to Er8idarch. In Proc. of AIRS:
54-66.

Kleinberg, J. (1998) Authoritative sources in aédjmked environment. In Proc. of Ninth Annual ACMAM Symposium On
Discrete Algorithms (SODA), pp. 668-677.

M. Kolla, & O. Vechtomova (2007) In Enterprise SgarMethods to Identify Argumentative Discussions & Find Topical
Experts. In Proc. of TREC 2006.

Macdonald, C., Ounis, I. (2006) Voting for candetatadapting data fusion techniques for an expeartch task. In Proc. of
CIKM 2006: 387-396.

Macdonald, C., and Ounis, |. (2007a) Expertiset drifl query expansion in expert search. In Pro€IliéM 2007: 341-350.

Macdonald, C., & Ounis, I. (2007b) A Belief Netwdvlodel for Expert Search. In Proc. of 1st Interoa#il Conference on
Theory of Information Retrieval (ICTIR), 18 - 20 tober 2007, Budapest, Hungary.

Maybury, M., D'’Amore, R, & House, D. (2001) Expé&iinding for Collaborative Virtual Environments. Comnications of the
ACM (CACM) 44(12): 55- 56. In Ragusa, J. and BoderG. (eds). Special Section on CollaborationvérDesign
Environments.

Metzler, D., Lavrenko, V., & Croft, W.B. (2004) Fuoal multiple-bernoulli models for language modelihgProc. of SIGIR
2004: 540-541

Nenadic, G., & Ananiadou, S. (2006) Mining SemaaitjcRelated Terms from Biomedical Literature. ACVansactions on
Asian Language Information Processing (TALIP), 5¢B-43.

Page, L., Brin, S. , Motwani R., and Winograd, T998) The PageRank citation ranking: bringing otdethe Web. Computer
Science Department, Stanford University, Techriregort.

40



Petkova, D., and Croft, W. B. (2006) Hierarchicahguage Models for Expert Finding in Enterprisepooa. In Proc. of IEEE
International Conf. on Tools with Artificial Intéfjence: 599-608

Petkova, D. and Croft, W. B. (2007a) UMass at TRIDO6: Enterprise Track. In Proc. of the Fifteenéx{TREtrieval
Conference (TREC 2006), Gaithersburg, Maryland USA.

Petkova, D. and Croft, W. B. (2007b) Proximity-bdifocument Representation for Named Entity RettiéMaappear in Proc.
of ACM Sixteenth Conference on Information and Kiedge Management (CIKM 2007), November 6-8, 2005hda,
Portugal.

Robertson, S.E. (1990) On term selection for qeepansion. Journal of Documentation 46, 359-364.

Robertson, S.E., Walker, S., Beaulieu, M.M., Gatfd., & Payne, A. (1995): Okapi at TREC-4. In Protthe Fourth Text
REtrieval Conference (TREC-04), 73-96.

Salton, G., Fox, E. A., and Wu, H. (1983) ExtenBewlean information retrieval. Communications of MMQ6: 1022-1036.

Salton, G., and Buckley, C. (1988) Term-weightipgmaches in automatic text retrieval. Informatimcessing &
Management 24(5): 513-523

Serdyukov, P., and Hiemstra, D. (2008) Modelinguinents as mixtures of persons for expert finding?toc. of ECIR 2008.

Silverstein, C., Henzinger, M.R., Marais, H., andridz, M. (1999) Analysis of a Very Large Web SéaEngine Query Log.
SIGIR Forum 33(1): 6-12.

Soboroff, I., de Vries, A.P., & Craswell, N. (200@yerview of the TREC 2006 Enterprise Track. Ind?af The Fifteenth Text
REtrieval Conference (TREC 2006), Gaithersburg,\Wésud USA.

Song, D., & Bruza, P.D. (2003) Towards Context 8mmesinformational Inference. Journal of the Antam Society for
Information Science and Technology (JASIST), 5282)1-334.

Vechtomova, O., Robertson, S., & Jones, S. (20Q@BrPExpansion with Long-Span Collocates. Inforoatketrieval, 6(2),
pp. 251-273.

Westerveld, T. (2007) Correlating Topic Rankingd &grson Rankings to Find Experts. In Proc. of TRE5.
Yao, C., Peng, B., He, J., & Yang, Z. (2006) CND®&it Finding System for TREC. In Proc. of TREC2005

Yimam-Seid, D., & Kobsa, A. (2003) Expert Findingsg&ms for Organizations: Problem and Domain Anslgad the
DEMOIR Approach. Journal of Organizational Compgt& Electronic Commerce 13 (1).

Zhao, H., & Lu, W. (2007) Using Document Weight Guming Method for Enterprise Expert Mining. In Prag Intl. Conf. on
Wireless Communications, Networking and Mobile Caitimg (WiCom): 3721-3723.

Zhu, J., Song, D., Riger, S., Eisenstadt, M., &t®ldE., (2007) The Open University at TREC 2006eHsrise Track Expert
Search Task. In Proc. of the Fifteenth Text REai€onference (TREC 2006), Gaithersburg, MarylaSRU(Invited for
presentation at TREC2006)

Zhu, J., Song, D., & Riger, S. (2008a) The Opervemsity at TREC 2007 Enterprise Track Document &eand Expert
Search Tasks. In Proc. of the Sixteenth Text REti€onference (TREC 2007), Gaithersburg, USA. iféd/for presentation
at TREC2007)

Zhu, J., Song, D., & Rlger, S. (2008b) Integrafigument Features for Entity Ranking. In Proc.hef iNitiative for the
Evaluation of XML Retrieval (INEX) 2007, Dagstul@ermany, Springer LNCS.

41



