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Abstract

The computer marking of short-answer free-textoasps of around a sentence in length has
been found to be at least as good as that of shahumarkers. The marking accuracy of
three separate computerised systems has been @ampae system (Intelligent Assessment
Technologies FreeText Author) is based on compartatilinguistics whilst two (Regular
Expressions and OpenMark) are based on the algodtimanipulation of keywords. In all
three cases, the development of high-quality respomatching has been achieved by the use
of real student responses to developmental versibtie questions and FreeText Author
and OpenMark have been found to produce markitgaddly similar accuracy. Reasons for
lack of accuracy in human marking and in each efabmputer systems are discussed.
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Figure captions
Figurel Increasing feedback received on three attempts at a short-answer question embedded
within OpenMark. (Thisis Question D in the analyses described in Sections 2 and 3.)

1. Introduction

Many purpose built computer-assisted assessmeri)8ystems and general purpose virtual
learning environments include facilities for matalpshort-answer free-text responses.
However, questions that use matching of this typeaypically quite limited in their aims,
frequently restricted to matching a word or twothalittle account being taken of word order,
negation, synonyms or spelling. Questions requildmger or more complex responses are
thus frequently framed as selected response itergsrultiple choice). Multiple choice

items are generally regarded as robust and rejiabteconcern has been expressed that they
may not always be assessing what the teacher bslthat they are, partly because they
require ‘the recognition of the answer rather ttlteconstruction of a response’ (Nicol,

2007, p.54). The cognitive processes requiredudfestts are very different when they are
asked to construct a response of their own, irr then language, and without any prompts
from the question (Mitchell, Russell, Broomhead &l#dge, 2002). Short-answer
constructed response items are highly valued ditiomal paper-based assessment and recent
developments have seen the introduction of morhistpated response matching into CAA
systems, enabling the automatic marking of longeg-fext answers. These response



matching systems can be classified into two disgmnoups: those that use some form of
computational linguistics and those based on therghmic manipulation of keywords.

Perhaps the most well known of the systems availfavlthe e-assessment of free-text are e-
rater (Attali & Burstein, 2006), an automatic essagring system that gives good agreement
with human grading when the focus is more on wgisityle than on content, and Intelligent
Essay Assessor (Pearson, 2009) which claims to reably for style and for content. Both
these systems are targeted at marking essays. ldovikee systems described in the current
paper are designed for short factual answers, lmough students are advised to write their
answers in the form of a sentence of no more tillandds, the focus of the grading is on the
content of what they write rather than the styléheir writing. Intelligent Assessment
Technologies (IAT) FreeText Author system, the ofserhich at the UK Open University
(OU) is described in detail in Jordan & MitchelD@), draws on the natural language
processing (NLP) techniques of information exti@ttiThe IAT software was selected for
use at the OU because it provides an authoringbabilcan be used by a question author with
no knowledge of natural language processing. Tweratystems based on computational
linguistics are C-rater (Leacock & Chodorow, 20883 the system developed by Sukkarieh,
Pulman & Raikes (2003, 2004); these are reviewediddigi & Harrison (2008), who go on

to appeal for a systematic evaluation of the défifietechnologies.

At the OU, a bank of IAT short-answer questionsbesn developed, and student responses
to developmental versions of the questions hava hesed to improve the answer matching.
The questions are delivered to Open Universityestiglvia the OpenMark assessment
system (Butcher, 2006), which was developed aOiiebut is now open source. OpenMark
allows multiple attempts at each question, withreneasing amount of teaching feedback
provided after each attempt (Figure 1). In this wsiydents (usually adults studying at a
distance) are encouraged to act immediately ofeidback provided which, wherever
possible, is targeted to the student’s misundedgtgs and so simulates a tutor at the
student’s elbow (Ross, Jordan & Butcher, 2006).

Figurel Increasing feedback received on three attempts at a short-answer question embedded
within OpenMark. (Thisis Question D in the analyses described in Sections 2 and 3.)

OpenMark provides a range of question types, atigvior the free-text entry of words,
numbers, scientific units and simple algebraic egpions as well as drag-and-drop, hotspot,
multiple-choice and multiple-response questiongilWecently, the use of OpenMark’s own
free-text response matching for short-answer qouestivas limited to those questions where
very short answers (usually no more than a wortsvoj were expected and where synonyms
and alternative spellings were unlikely or disakalvHowever, OpenMark response
matching for longer answers has now been devel@gain on the basis of real student
responses, and the accuracy of the marking of amidmtches of responses has been
investigated.

This paper compares the accuracy of marking ofsixse tutors with that of the IAT
software (Section 2) and then, for student respotsthe same short-answer free-text
guestions, compares the accuracy of marking ofAfiesoftware with that of OpenMark’s
own response matching and Regular Expressions@enmented in Java (Section 3).
OpenMark’s response matching and Regular Expressicnboth based on the algorithmic
manipulation of keywords. The work has been carogdas part of a broader practitioner-led
initiative (Butcher, Swithenby & Jordan, 2009), @stigating the use of interactive computer



marked assessment and funded by the Centre for Cgaening of Mathematics, Science,
Computing and Technology at the OU.

2. A comparison of the marking of the | AT software and human markers

2.1 Methodology

Questions written using the IAT authoring tool wpresented to students on the Open
University’s introductory science module S1ID&covering Scienci a series of eight

purely formative OpenMark interactive computer neatrlassignments (iCMAs). S103’s final
three presentations (each 9 months in length)estamt October 2006, February 2007 and
October 2007. The answer matching had been dewelpéar as possible before the
guestions were released to students but, as exhatbelents answered the questions in some
unexpected ways, and the answer matching was gmeia the light of the responses
received during each presentation.

The author of the majority of the questions (theosel-named author of this paper) has no
expertise in computational linguistics or compyteygramming, but is an experienced
academic author of OU course material and assessasis of all types, including
conventional e-assessment questions. After amlinigiining stage of a few weeks, she was
able to write short-answer e-assessment questi@ha@propriate IAT answer matching with
relative ease. The time spent in the initial wgtof a question and its answer matching
varied between a few minutes and several hourgrdipg on the complexity of the question
and the range of answers expected. Amending theeamsatching in the light of student
responses was even more dependent on the compdéxiity question, taking more than a
day for some questions. The inclusion of targesadiiback, and the response matching
required to trigger this, added to the time reqlice development.

Seven short-answer questions (listed in Appendiwéde used as the basis of a human-
computer marking comparison, with student respofrses the February 2007 presentation
being marked by six course tutors as well as byAfiesoftware. The IAT answer matching
had been developed during the October 2006 preasanthut care was taken not to alter the
answer matching further while the human-computeiking comparison was in progress.
Three of the seven questions (questions D, F ande® slightly rewritten for the February
2007 presentation, itself an illustration of thetfdnat very often questions can be improved
by rewording the question as well as by refining dmswer matching. The changes were
considered to be insufficiently major to preverd guestions from being included in the
human-computer marking comparison.

The tutors who took part in the human-computer mgrkomparison were volunteers,
deliberately not selected to be particularly actuioa inaccurate markers of tutor-marked
assignments. They had widely varying experiend®W@iwork (having been employed by the
University for between 2 and 30 years) and hademacbackgrounds spanning the four
main scientific disciplines taught in S103. Theotatwere provided with marking guidelines,
designed to be as similar as possible to thoseaqed\o ensure consistency of marking in
tutor-marked assignments. The tutors were askethté all the responses to the short-
answer questions as either correct or incorrectd.give each response a score of 1 or O.
They were invited to comment on the marking of wdlial responses when they thought that
this would be helpful and some did so extensively.



Note that the basic scores assigned by the competeralso simply 1 or 0. To ensure that
the human-computer marking comparison did not asdtat either the computer or the
human markers were ‘right’, both the computer’s aadh tutor’s marking of each response
to each question were compared against:
* The median of all the tutors’ marks for that resg(used here as a measure of
majority view)
* The mark awarded by IAT
* The mark awarded by the author of the questiokziitdo be definite in cases of
disagreement). The question author's marking wa® dalind’, without knowledge of
the way in which the course tutors had marked thestion or the way in which the
IAT system had responded to each particular regpdtewever the author was very
familiar with the mark schemes and model answeatsttte IAT system was applying.

The total of each marker’s scores for each questasdetermined and chi-squared tests
were conducted to test the null hypothesis thahtheking of each of the markers (including
the IAT system) was indistinguishable.

Responses in which there was any divergence betthedmuman markers and/or the
computer system were inspected in more detaihvestigate the reasons for the
disagreement. When the investigation was comptlle¢etutors were contacted about a few
responses to ascertain why they had marked théneiway that they did. They were also
asked whether they felt that the marking guidelipmesided had been adequate.

The Kappay, inter-rater statistic was also used to assesgdapeee to which each marker
agreed with the question author. It is calculatedhfthe formulac = (P(a) —P(e))/(1-P(e))
where P(a) is the proportion of times the markegree, and P(e) is the proportion of times
the markers are expected to agree by chance &oneach question, the markers were
ranked according to their inter-rater agreement wie question author. Analysis of variance
was then used to ascertain whether there wereignjicant differences between the overall
marking of each of the markers (again includinglhg system).

A second part of the analysis compared the oveoatiputer grading out of three (depending
on how a student modified their answer at seconldlaind attempt, in the light of feedback
received) with more conventional human markingafuhree (with partial credit for partially
correct responses). This analysis is not reportettail here, other than for the information
it provided about responses that the different humarkers believed to be partially correct.

2.2 Reaults

Chi-squared tests showed that, for four of the sepeestions (questions A, C, D and E as
listed in Appendix A), the marking of all the markgincluding IAT) was indistinguishable
at the 1% level (Jordan & Mitchell, 2009). For titber three questions, the markers were
marking in a way that was significantly differekiowever for all the questions the mean
mark allocated by the computer system was withénréimge of means allocated by the
human markers. In some cases the differences betweean markers were large.

The percentage of responses where thereawgasariation in marking ranged between 4.2%
(for Question A, which could be satisfied by a tlgltonstrained response) and 64.4% (for
Question G, a more open-ended question). Tableallslehe sources of the variation in
grading for Question A and illustrates a findingttivas consistent across all questions,
namely that although most of the course tutors wegood agreement most of the time with



their colleagues (i.e. with the median course tatark), and with the question author and the
IAT system, the major source of variation was dipancies in the grading of the course
tutors. The Kappa inter-rater statistics measugigigement with the question author are also
given.

Marker Number of responsesthat were marked differently (out
of atotal of 189):
From median off From IAT | From question authoxk (
course tutors inter-rater agreement)
Course | Marker 1 5 6 5(0.92)
tutors | Marker 2 1 2 1 (0.98)
Marker 3 3 4 3 (0.95)
Marker 4 0 1 0 (1.00)
Marker 5 2 3 2 (0.97)
Marker 6 1 2 1 (0.98)
Computer| IAT 1 - 1 (0.98)
marking

Table 1 Sources of the variation of grading in the 8 responsesto Question A that were not mar ked
identically.

Table 2 compares the marking of the course tutmdstiae IAT system with that of the
guestion author, for all seven questions.

One course tutor (Marker 4) was in complete agre¢éméh the question author’'s marking

of one guestion (Question A) but there were fretjyeme or two course tutors who were at
variance with the question author and their feltators on a substantial number of responses
(e.g. Marker 2 disagreed with the question autbpf 6.3% of the responses to Question B,
Marker 1 disagreed with the question author foB¥®of the responses to Question C,
Marker 6 disagreed with the question author foB33of the responses to Question G).

For six of the questions, the marking of the corapaystem was in agreement with that of
the question author for more than 94.7% of thearses (rising as high as 99.5% for
Question A). For Question G there was agreemett thvé question author for 89.4% of the
responses. Further improvements have been malle amswer matching since the human-
computer marking comparison took place in June 2806@ in July 2008, the marking of a
new batch of responses was found to be in agreemidgnthe question author for between
97.5% (for Question G) and 99.6% (for Question Ahe responses. This is in line with a
previous study of the IAT engine’s marking (Mitchélldridge, Williamson & Broomhead,
2003) where an accuracy of >99% was found for sengdt items.

Question| Number Percentage of responses (andter-rater agreement) where the
of human markers and the IAT system were in agreemigmiguestion
responses author
in
analysis Means for the 6 Ranges for the 6 human IAT
human markers markers
A 189 98.9 (0.97) 97.4 10100 (0.92 to 1) 99.5 (.98
B 248 91.9 (0.83) 83.910 97.2 (0.75 to 0.94) q0.85)
C 150 86.9 (0.71) 80.7 to 94.0 (0.55 to 0.8p) 40.88)
D 129 96.7 (0.93) 91.5t0 98.4 (0.83 to 0.977) q0.84)
E 92 95.1 (0.87) 92.4 t0 97.8 (0.79 to 0.9h) 98.97)




F 129 90.8 (0.81) 86.0t0 97.7 (0.70t0 0.95)  40.95)

G 132 83.2 (0.67) 66.7 10 90.2 (0.3510 0.80) _ §0.49)

Table2 A comparison of the marking of six human markersand IAT, June 2007

For all questions the mean inter-rater statistieasnring agreement with the question author
was higher for the computer marking system.

When the markers were ranked for each questiohdynter-rater statistic and the mean
ranks of each marker compared, the results (Tghleil¥force the above table with the
computer taking the top rank. According to analgdigariance, any two markers would be
significantly different from each other at the 95#mfidence level if their mean ranks
differed by 1.8 or more. The results show thatrttagkers fell into three distinct groups,
significantly different from each other at the 95#mfidence level:

* |IAT and Marker 4

* Markers 2, 3,5 and 6

* Marker 1
At the 95% confidence level only Marker 4 markedsistently as well as the computer.

Marker Mean Rank
IAT 1.9
Marker 4 3.0
Marker 2 4.0
Marker 5 4.0
Marker 3 4.1
Marker 6 5.0
Marker 1 6.1

Table 3 Mean ranks of each marker according to the kappa inter-rater statistics

2.3 Reasonsfor inaccuraciesin human marking
The following have been identified as possible eaador the divergence in the marking of
the course tutors:

The marking guidelines were not sufficiently claad/or detailed Every effort had been
made to make the guidelines similar to those pexvidr tutor-marked assignments (which
try to enable consistency of marking but also assaroertain amount of subject knowledge
and professional judgment on behalf of the tutarg) two out of three tutors report being
happy with them.

The response was partially correct, so there waettainty over whether a mark was
justified or not In some questions, responses such as these éeddonsubstantial
divergence in grading. For example, the questidhahad decided that responses such as
‘The forces are equal’ were insufficient in answeQuestion B and three of the human
markers agreed. However the other three humanersarkarked similar responses as
correct; in two cases because they considereceipmnses to be partially correct but worthy
of credit. The third marker gave 3 marks for regssnsuch as these in part two of the
analysis, which indicates that he or she belieVdn ‘forces are equal’ to be a completely
correct response.

The response was ‘borderlingd there was uncertainty over whether a mark wstfjed or
not Responses in this category included those thgliechthe correct answer rather than



stating it explicitly and answers that includedoarect answer with an addition that might
imply that the student’s understanding is flaweldu3 some markers gave no credit for ‘They
solidify from the molten state’ in response to QimsC (because this does not say what it is
that solidifies) whilst other markers assumed thi information was implicit.

Lack of subject knowledge or understanding on dadfahe human markeFor example, in
Question C, one of the course tutors marked regsosisch as ‘From molten rock that has
cooled and solidified’ as incorrect, not appreaigtihat magma means ‘molten rock’ and so
that this response is identical in meaning withdhe given in the marking guidelines.

Slips/inconsistencie$n addition to the occasions on which one humarker marked
consistently in a way that was different from thleers, sometimes an individual marked
identical or very similar responses as correctamesoccasions and incorrect on others. For
example, one marker marked ‘Through cooling of sroltock’ as correct but ‘When molten
rock is cooled’ as incorrect in answer to Quesfion

2.4 Reasonsfor inaccuraciesin IAT marking

Mitchell et al. (2002) identified four reasons foaccurate computer marking. There were
examples of each of these in our human-computekingacomparison, though each was
relatively rare:

Omission of a mark scheme templatbese are essentially cases where the questibarau
has failed to recognise a particular way in whigtoaeect or incorrect answer might be
expressed, so they were more common in questiopsewhsufficient responses from
students had been analysed. For example, pribletbuman-computer marking comparison,
the question author had not encountered answensasui@ sedimentary rock would crumble
easily’ in response to Question G.

Failure to correctly identify miss-spelled or incectly used wordsBy the time of the
human-computer marking comparison these failureg wery rare; IAT’s handling of poor
spelling and grammar is generally excellent. Howenesspellings are not recognised when
the misspelt word has a different meaning. Soniexample from a different question,
‘deceases’ was not automatically recognised assapailing of ‘decreases’.

Failure to properly identify the sentence structurbese failures are rare but can be very
frustrating and difficult to overcome. The IAT aathng tool has particular difficulty with
responses including the words ‘and’ or ‘or’ whicleans that the exemplary student response
‘Gravity and wind resistance are the forces aatinghe hailstone and they are equal’ in
answer to Question B has so far proved impossibiedtch.

Failure to identify an incorrect qualification (whea correct response is nullified by an
incorrect one)Mitchell et al. (2002) identified the difficulty afccurately marking responses
that include both a correct and an incorrect resp@s ‘a potentially serious problem for
free-text marking’. Jordan & Mitchell (2009, p.38X®pand this point to say that ‘Whilst any
individual incorrect response of this nature camléalt with by the addition of a ‘do not
accept’ mark scheme in FreeText Author, it is eaiistic to make provision for all flawed
answers of this type.” An example of a respondghisftype is ‘That there is balanced force
acting on the hailstone with more downward foraaygy)’ in answer to Question B. The
first part of the answer is excellent, but the &ddiof ‘with more downward force’ indicates
that the student’s understanding is flawed. Ihisnarking responses of this type that human



markers are at an advantage to most computeristéeinsy. However it should also be
emphasised (Jordan & Mitchell, 2009, p.380) thanhtcary to e-assessment folklore,
responses of this type do not originate from sttglaging to ‘beat the system’ ...but rather
by genuine misunderstanding'’.

The human-computer marking comparison identified tther reasons for inaccurate
marking by the IAT system:

Marking a correct response as incorrect becauseatches a ‘do not accept’ mark scheme
This problem was very rare, but any issue thatdeaaorrect responses being marked as
incorrect must be taken seriously. For examplectresct response ‘Extrusive rocks have
smaller crystals, and intrusive have larger crgstaltched the ‘do not accept’ mark scheme
‘Extrusive rocks have larger crystals’ and so wasked as incorrect . ‘Extrusive rocks have
smaller crystals. Intrusive have larger crystalewd have been correctly marked.

Marking an incorrect response as correct due toimespretation of IAT confidence levels.
The IAT system offers two levels of marking whictdlicate the system’s confidence in the
mark. The lower confidence mark uses ‘flags’ tacate how ‘close’ a response may be to a
correct response. It then lies with the authorgoide how to interpret the flags and mark the
response. Some of our decisions made using thege iésulted in students being told that
their answer was correct when it was not. Problehtkis type were relatively common for
some questions and for subsequent uses the adpidinélagged answers has only been
applied when it has been shown to improve the divei@king accuracy rather than reducing
it.

2.5 Discussion of human-computer marking comparison

Inaccuracy of human marking has been identified esncern by Orrell (2008) and the UK
Office of the Qualifications and Examinations regal (reported by Frean, 2008) and the
current study has demonstrated that computers aak short-answer questions as accurately
as human markers. Although the extent of errorsuiman marking caused by
misunderstandings is alarming, it is not surpridimaf the computer’s marking was more
consistent than that of the human markers. In deghich responses to mark as correct
and incorrect, the question author was herseluaty in some doubt, and after marking
large batches of responses she usually discoverad mconsistencies in her marking. It is
perhaps worth highlighting one difference in thertstg position for the human markers and
the computer based system. The human tutors weveed with a mark scheme of intended
actions while the training sets used by IAT encégied those intentions in concrete
examples and perhaps these trainings sets prosidezhrer interpretation of how the mark
scheme should be applied.

The free-text responses in this trial were all redris 1 or O; no half-marks were permitted.
The difficulty faced by human markers when confeshby a response that they considered
to be partly correct has already been discusseatidition when more complex responses are
being marked and/or partial credit allowed, itasgible that the computer’s grading will be

in less good agreement with that of the questidhauas reported by Pulman & Sukkarieh,
2005).

Where the time spent developing the question amdesponse matching can be justified (for
modules with large number of students and wheregtlestions will be reused) computer
marking can provide more consistent results. Italan be used to free up course tutors from



the drudgery of marking simple responses, to ernhlel® to concentrate on the marking of
assessment tasks in which greater judgement isreglgand on supporting their students in
other ways.

When the concern is with assessment for learnitigerdhan assessment of learning, perhaps
the accuracy of marking should not matter too mbcib jf marks are used to encourage
students to engage with the assessment task, thegewnitably be concerned about the
accuracy of the marking. Early evidence from suniweaise of IAT questions on S104
Exploring Sciencethe module that replaced S103, points toward$attiehat, whatever the
truth of the matter, students have less confid@mcemputers than in human markers.
Rightly or wrongly, students are also likely to bdess confidence in the computerised
marking of short-answer questions than they hawvkamarking of more conventional e-
assessment tasks, despite the fact that theseamskemetimes flawed and so can lead to
greater student disadvantage than free-text singit«er questions. Further investigation is
needed into the impact of these threats to thervgidenmative use of free-text short-answer
e-assessment questions.

Even in purely formative use, accuracy of marksgnportant because of the importance of
giving correct feedback to students; evidence fstualent observation points towards the
fact that if told that an answer is correct (evighis not) students do not read the final
answer provided by the OpenMark assessment syatairgo0 may never realise that their
understanding is flawed. The same has been obsefwtddent reaction to inaccurate
grading by human markers.

3. A comparison of the marking of different computer systems

3.1 Two algorithmic approaches to matching free-text responses

OpenMark’s own response matching algorithm origidah the Computer-Based Learning
Unit of Leeds University in the 1970s and has beether developed in recent years at the
Open University. Regular Expressions are foundmiguter languages such as Java and
PHP, and Rézeau (2008) has provided a Moodle guetstbe which uses Regular
Expressions. Both OpenMark and Regular Expressalgon computational algorithms for
their efficacy but these algorithms contain no klemlge of grammar or syntax.

The OpenMark response matching algorimables easy specification of words and
synonyms while allowing for some misspellings.dstproved to be straightforward to use
and easily comprehensible, and is described irf iori@ppendix B.

Regular Expressions are well known to computemsisits as a form of short-hand for
specifying search strings. The method is both swdtpowerful but not necessarily intuitive.
For example the Regular Expression

‘\b[A-20-9._%-1+@[A-20-9.-1+\.[A-Z]{2,4}\b’

will match email names. The JdVatutorials (http://java.sun.com/docs/books/tutdyial
contains a chapter on Regular Expressions.

3.2. Methodology for computer-computer marking comparison

In summer 2008, an undergraduate student (not ofgDter Science) was appointed to the
task of trying to obtain adequate answer matchimgdsponses to the same seven questions
used in the human-computer marking comparisongusia two algorithmically-based
systems described in Section 3.1. He was provid#dsgven sets of ‘training’ responses,



one for each of the seven questions, a softwareekalnto which to enter his response
matching and the documentation for the algorithms.

The training sets provided for use by the studeieveloping his answer matching were the
responses from students on the October 2007 pegsemtvhilst the IAT answer matching
had been developed using responses from the O@0bérpresentation; the two batches of
responses were deemed to be comparable and bydred the trial all systems had been
tested against all student responses. The tragatgranged in size from 129 to 317
responses. The trainer aimed to match all seteelisaw/possible but the ease with which he
was able to cater for most of the seen responsesimexpected. On the training sets the
percentage agreement with the question author dainge 94.3% to 100%.

The time required to understand how the two allgors worked and the time needed to
produce optimised response matching for each algoriboth indicated that the OpenMark
algorithm was easier to use and faster to optindigpically two to three questions could be
handled in a day with OpenMark whilst Regular Esgrens more typically took a day per
guestion, despite always being done second i.enwWleOpenMark matching had been
completed. Two response sets proved trickier tharother five indicating the well known
phenomenon that the major skill when creating fes¢-entry questions is experience in
knowing what questions to ask.

The response matching was then tested (blind) sigdia same sets of responses used in the
human-computing marking comparison; these werstident responses from the February
2007 presentation (Test 1). After further improveisdo the each system’s answer
matching, all the student responses availableegtitiie (some previously seen, some unseen)
were marked by IAT, OpenMark and Regular Expressiand the results were compared
(Test 2). Each system’s answer matching was thenowed for a final time and the best
results obtainable by each were compared (Test 3).

3.3 Resaults

Test 1 (using responses from the February 2007eptasion; all unseen)

Table 4 gives the results of the initial markinglBy, OpenMark and Regular Expressions
of the responses used in the human-computing ngadamparison. None of these responses
had been used in developing the answer matchiagybf the computerised systems.

Question Responses in Percentage of responses (andter-rater
set agreement) where computer marking was in
agreement with question author
Computational|  Algorithmic manipulation of
linguistics keywords
IAT OpenMark Regular
Expressions

A 189 99.5 (0.98) 99.5 (0.98) 98.9 (0.97)
B 248 97.6 (0.95) 98.8 (0.97) 98.0 (0.96)
C 150 94.7 (0.88) 94.7 (0.89) 90.7 (0.80)
D 129 97.6 (0.94) 96.1 (0.92)| 97.7(0.95)
E 92 98.9 (0.97) 96.7 (0.91) 96.7 (0.91)
F 129 97.7 (0.95) 88.4 (0.76) 89.2 (0.78)
G 132 89.4 (0.79) 87.9 (0.76) 88.6 (0.77)




Table4 A comparison of theinitial marking of IAT FreeText Author, OpenMark and Regular

Expressions (as used by a summer student) for the same responses as used in the human-computer
mar king comparison

When Table 3 is extended to include the two newpdasr based marking systems these two
systems are grouped with IAT and Marker 4:

* |AT, Marker 4, Regular Expressions and OpenMark

* Markers 2, 3,5and 6

* Marker 1

Test 2 (using responses from the October 2006,Uae»r2007 and October 2007
presentations; one third unseen)

The February 2007 responses were now added taaiheng sets enabling further
development of each system’s response matching dlhéhe student responses available at
the time, the enlarged training set plus the remgionseen responses, were marked by IAT,
OpenMark and Regular Expressions. The resultsiaes gn Table 5.

Question Number of | Percentage of responses where computer marking
responses in was in agreement with question author
analysis Computational|  Algorithmic manipulation of
linguistics keywords
IAT OpenMark Regular
Expressions
A 672 99.6 99.1 99.1
B 849 97.5 98.8 98.0
C 571 97.9 98.1 98.4
D 527 97.7 97.9 95.3
E 361 98.9 98.9 98.9
F 366 97.8 98.6 96.7
G 520 97.5 98.7 95.4

Table5 A comparison of the marking of IAT FreeText Author, OpenMark and Regular Expressions (as

used by a summer student) for the full response set (including training set and some further unseen
r esponses)

Test 3 (using responses from the October 2006,Uze»r2007 and October 2007
presentations; all seen)
Finally all responses were included in the trainsejand each system’s response matching

was optimised to match as many responses as paskiit# best results for each system are
compared in Table 6.

Question Responses in Percentage of responses where computer marking
set was in agreement with question author
Computational|  Algorithmic manipulation of
linguistics keywords
IAT OpenMark Regular
Expressions
A 672 99.7 99.7 99.6
B 849 98.7 99.3 98.6
C 571 99.5 99.5 99.0
D 527 98.5 98.7 95.5




E 361 100.0 100.0 99.7
F 366 99.5 99.5 97.3
G 520 99.8 99.4 95.8

Table6 A comparison of the marking of IAT FreeText Author, OpenMark and Regular Expressions (as
used by a summer student) : answer matching optimised in thelight of the full response set.

The student was able to identify some featureggponses that caused difficulties when
constructing the response matching (see SectigraBdlin response to these observations
proximity controls have been added to the OpenMégkrithm (The description in Appendix
B includes the latest additions). Since the origomenputer-computer marking comparison,
improvements to the figures quoted in Table 6 Haeen obtained for IAT and, especially for
OpenMark (using the improved algorithm and in thads of a more experienced software
developer). However the figures quoted in Tableebtlae original results from summer 2008.

3.4. Responsesthat wer e difficult to match with OpenMark

It is worth noting that OpenMark’s response matgtatgorithm, although simple and
intuitive to understand and use, is not a simpég ‘bf words’ system; it can cope with
inaccuracies in spelling, and with word order ardation. The responses that were difficult
to match at the time of the trial included thedwling, but improvements to the matching
algorithm mean that the first can now also be sssfcdly handled:

Responses where a qualifier could not be linkedtigely to its objectFor example in the
response ‘if it was not fragmental and by lookinglhanding’ it was not possible to associate
the ‘not’ with just ‘fragmental’.

Failure to correctly identify miss-spelled word&ather than attempting to recognise a ‘real’
word (as IAT does), the OpenMark matching allonesdimission and reversal of letters and
thus copes well with many common typographical spelling mistakes. Problems arise in
very short words and when it is the first lettetlog word that is incorrect or missing.

Failure to identify an incorrect qualification (whea correct response is nullified by an
incorrect one)As for IAT, responses of this type, exemplified‘biat there is a balanced
force acting on the hailstone with more downwanddggravity)’ remain the most
challenging. Any computer system is likely to matich correct part of the sentence but not
the incorrect part, and it is in marking respordethis type that human markers are at an
advantage, since they are able to spot the lomicahsistency. However, in situations
requiring several human markers, the marking gfoases of this type is likely to be
inconsistent.

3.5 Discussion of computer-computer marking comparison

Tables 4, 5 and 6 all illustrate that OpenMark'spense matching routine, a relatively simple
algorithmically based system, and in the handsrefaively inexperienced undergraduate
and for a relatively short period of time, appédarbe able to provide answer matching on a
par with that developed by the question author withassistance of IAT’s authoring tool.
This result was a huge surprise, and current wankparing the marking of OpenMark’s and
IAT’s answer matching more systematically and foamge of short answer questions in
summative use, is pointing towards the concludia ©penMark is indeed able to provide
high-quality answer matching for short answer fi@d-questions. The fact that the results
for Regular Expressions were slightly less gogaradbably a result of the fact that this was
more difficult for the undergraduate student taelaow to use.



Learning from student responses

It is important to note that, whether a system dasecomputational linguistics (IAT) or an
algorithmically-based system (OpenMark) is used fétt that responses from real students
are used in developing the answer matching apped@ve been a significant feature in
developing answer matching that is, generally, na@@irate and reliable than that of human
markers. Previous users of similar software (e.gchéll et al., 2003; Sukkarieh, Pulman &
Raikes, 2003) have used student responses to paped questions in order to provide
appropriate answer matching for the computer-baseglon, but this approach makes the
assumption that there are no characteristic difie¥e between student responses to the same
qguestion delivered by different media, or betwessponses that students assume will be
marked by a computer as opposed to a human marker.

We were fortunate that we were able to develomtissver matching on the basis of
responses from S103 students, although a drop dowse by S103 students (similar to that
observed in other formative-only use of e-assesgnahto us having fewer responses than
we might have hoped for on which to develop oumaansnatching.

Subsequent work has shown that student respondles testions in summative use are the
most useful in identifying misconceptions and phodsgies and we now have huge data-sets
of such responses. This leads to the paradox tindeist responses to summative questions
would be very useful as an aid to question devetagnbut yet questions need to be fully
developed (or as close to this point as possild&rb being used summatively. An
alternative solution would be to ask course tutomhark responses (which could be gathered
electronically from students) in the first instan@ace all the responses and marks were held
in a computer we would have the raw material faining the computational response
matching systems.

How many responses are required?

Mitchell et al. (2003) used paper-based markinglglines and approximately 50 marked
student scripts in developing their answer matchthgkarieh et al. (2003) used
approximately 200 marked student answers per aquekir training, and approximately 60
answers per question for testing. Our experieraraniproving the answer matching of the
IAT system, OpenMark, and Regular Expressiong)as the number of responses required to
develop sufficiently robust answer matching vahagely from question to question.

Table 4 shows that Question G was initially badbrked by all three systems, indicating
that this question provided more scope than thersttor providing alternative correct and
incorrect responses; Table 5 shows how the scorintis question improved with a larger
training set. For six of our questions trainingsdattween 100 and 250 responses gave us a
good base but for the seventh question we had wefjaabove this number.

Around 15 of the short-answer free-text questiorsn@w in use, alongside conventional
OpenMark questions, in regular summative but leakes iCMAs on S10&xploring
ScienceFor typical summative use on S104, each dataesgtins between 1500 and 2000
student responses; the problem moves from onevifidnensufficient data to one of

struggling to find the time to allocate accurateksdor the purposes of training and
evaluation. There is a need to do all that we oaautomate the process, or at least to support
the (human) question author with appropriate teldgyo

Advantages and disadvantages of computational igtigs and algorithmic approaches



Knowing that computational linguistics is behine AT response matching algorithms has
provided an element of respectability to the magkpnocess. However, from this preliminary
study, it appears that the accuracy of markingnefalgorithmically-based OpenMark
matching is equally effective.

It took the question author several weeks to begorofcient in the use of the IAT authoring
tool. This can be compared with a couple of hoargfe summer student to become capable
in using OpenMark’s response matching and a dayoifor him to work through the
description of Regular Expressiof$om an untrained state the summer student conaplete
all the work required for Tests 1-3 in 15 days,dquaing 14 sets of response matching (7
OpenMark, 7 Regular Expressions) in that time.H@fdapproaches using computational
manipulation of keywords, the OpenMark approach bah simpler to operate and
produced more satisfactory results (see Tablelw}h&r work on this project will concentrate
on the IAT and OpenMark algorithms.

Is the achieved accuracy of the marking satisfag@ad¥itchell et al. (2003) and Pulman &
Sukkarieh (2005) report very similar percentageieacy figures to ours for their computer-
based marking of short free-text responses. Relabithese, and more significantly to the
results of the human computer marking comparisported in Table 2, we feel that all the
figures for accuracy of marking quoted in Table®\&ery acceptable, with the possible
exception of the two results for Regular Expressithrat fall below 96%.

Do responses in formative and summative modesiffe

We now have data sets from questions used bothatorety and summatively. Not
surprisingly, responses to questions in summate=(aven if the weighting is very low) are
characteristically different from those in formationly use. They are more likely to be
correct, more likely to be expressed in sentennddanger. In extreme cases, answers of
more than a hundred words, written in several seetehave been received.

How complex is the response matchifigfts is quite variable. However for the response
matching success rates reported in Table 5 theisgsatween 4 and 15 lines of response
matching per question for OpenMark. That is forgaiéstions at the level of success reported
the response matching task is tractable. Howevesdme questions (of those in the study,
this is particularly the case for Question B),riyirtg to improve the answer matching beyond
the point reported, a very large increase in corifylés introduced. For Question B, the
OpenMark code increased to 40 lines, exemplifyireglaws of diminishing returns both in
time expended and number of responses matchedchynesv added line.

The IAT authoring tool specifies top level marksaies, then model answers within each
markscheme and then synonyms for keywords in eaxtehanswer. It is the model answers
that form the templates that are used to mark statent response. For Question B, the IAT
project includes three mark schemes (‘The forcedalanced’; ‘The upward force is equal
to the downward force’ and ‘There is no resultamcé’, with 9-13 model answers for each
mark scheme and a range of synonyms (e.g. ‘umistige’, ‘frictional’ for ‘upward’)

Is there logic behind the OpenMark response magshirhis is the key to using this
technology more widely and has been studied moset} with questions A and B. There
does indeed appear to be logic but extractingltigat and using it is the focus for the next
set of work.



Recommendationsfor further work

Previous work (Mitchell et al, 2003; Jordan & Migth 2009) and the current study show

that with due care computational systems can peoredponse matching of short-answer
guestions that is on a par with human markers. iew widen the use of the approach it
will be necessary to find more efficient routegenerate the appropriate response matching.
A further study of the logic behind the derivedp@sse matching may provide insights as to
how to improve the efficiency; Pulman & Sukkari@®5) have attempted to use machine
learning to generate response matching pattertis liwiited success.

The issue of ambiguous responses requires furtbek. Whis study has marked all responses
as right or wrong and the author has agonisedwfiether to award a mark to responses that
contain the right answer in combination with pheadet raise concern over the student’s
understanding. If such responses can be identifietiy be appropriate to award a partial
mark, to refer these responses for human marking @il the student that the system cannot
mark their response, so they should try again,gphgatheir response more carefully.

All of the above response matching sits withinraeractive assessment system that is
designed to give instantaneous feedback. The wgifyeés committed to supporting its
students in this way as a means of improving leare.g. Gibbs & Simpson, 2004) but with
automated response matching that cannot guara@@8é accuracy there is a danger of
misleading students about their level of understandClearly further investigation is needed
into the ways in which students engage with e-assest tasks and the feedback provided.
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Appendix A The seven questions
A What does an object’s velocity tell you thatsfseed does not?



B A snowflake falls vertically with a constant sgde&/hat can you say about the forces

acting on the snowflake?

C How are igneous rocks formed?

D You are handed two rock specimens and you agiethal one is an intrusive igneous
rock whilst the other is an extrusive igneous raé&w would you know which was
the intrusive specimen?

E Why do intrusive igneous rocks have larger cigsteaan extrusive ones?

F You are handed a rock specimen that consistg@focking crystals. How could you
be sure, from its appearance, that this was a nogtdme rock?

G You are handed a rock specimen from a cliff #pgtears to show some kind of
layering. The specimen does not contain any fagdibsv could you be sure, from its
appearance, that this rock specimen was a sedingeotk?

Appendix B OpenMark response matching features as at June 2009
(features indicated * have been introduced sineesthdy described in this paper)

The matching options are:
Matching option
allowExtraChars

allowAnyWordOrder
allowExtraWords

misspelling:
allowOneCharReplace

* misspelling:
allowTransposeTwoChars

misspelling:
allowOneCharExtra

misspelling:
allowOneCharFewer

misspellings

* allowProximityOfN

Description
Extra characters can be anywheitgmihe word.

Where multiple words are to be matched they cain bay
order.

Extra words beyond those beingdeat for are accepted.

Will match a word where one character is differtenthat
specified in the pattern. The pattern word must be
characters or greater for replacement to activate.

Will match a word where two characters are transgoshe
pattern word must be 4 characters or greater &msposition
to activate.

Will match a word where one character is extrantd t
specified in the pattern. The pattern word mus? be
characters or greater for extra to activate.

Will match a word where one character is missiognfthat
specified in the pattern. The pattern word musa de
characters or greater for fewer to activate.

This combines the four ways of misspelling a woeddibed
above.

Where 0 <= N <= 4. Sets the number of words allowed
between words that are governed by the proximity.ru

Special characters provide more localised confrth® patterns:



Special

character
Word AND

Word OR

* Proximity
control

* Word
groups

Single
character
wildcard

Multiple
character
wildcard

Description

'space’ delimits words and acts as theldgAND.

| between words indicates that either word wilhtegched. | delimits words
and acts as the logical OR.

‘ " between words indicates that words must bénandrder given and with
no more than N (where 0 <= N <= 4) intervening vgord delimits words and
also acts as logical 'AND".

[] around multiple words enables word groups t@abeepted as alternatives
to single words in OR lists. Where a word grouprisceded or followed by
the proximity control the word group is governedtbg proximity control
rule that the words must be in the order given.

# matches any single character.

& matches any sequence of characters including.none



ACCEPTED MANUSCRIPT

You are handed two rock specimens and ‘Your answer appears to be incorrect or

you are told that one is an intrusive incomplete in some way.
igneous rock whilst the other is an .
extrusive igneous rock. How would you Have another go, remembering to express

know which was the intrusive specimen? your answer as a simple sentence.

It would have a different texture. ] .

Enter answer



You are handed two rock specimens and
you are told that one is an intrusive
igneous rock whilst the other is an
extrusive igneous rock. How would you
know which was the intrusive specimen?

They would have different crystal 4|
size.

Enter answer

ACCEPTED MANUSCRIPT

Your answer still does not appear to be
correct.

You are on the right lines but your answer
is not complete. You need to identify
whether intrusive rocks have bigger or
smaller crystals than extrusive rocks. See
Book 2 Activity 5.1 and Section 5.2.1.



You are handed two rock specimens and
you are told that one is an intrusive
igneous rock whilst the other is an
extrusive igneous rock. How would you
know which was the intrusive specimen?

The intrusive rock would have A
bigger crystals.

‘ Enter answer

Your answer is correct.

The crystals in intrusive igneous rocks are
larger than those in extrusive igneous
rocks. See Book 2 Activity 5.1. and
Section 5.2.1.

[JIf you believe that the computer has
marked your answer inaccurately please
tick this box and your answer will be
reviewed by the course team.

Next question



