iversity

The Open

Un

Open Research Online

The Open University's repository of research publications
and other research outputs

Fuzzy rule for image segmentation incorporating
texture features

Conference or Workshop Item

How to cite:

Karmakar, G. C.; Dooley, L. and Murshed, M. (2002). Fuzzy rule for image segmentation incorporating texture
features. In: IEEE International Conference on Image Processing (ICIP'02), 22-25 Sep 2002, Rochester, NY.

For guidance on citations see FAQs.

(© |[not recorded]
Version: [not recorded]

Link(s) to article on publisher’s website:
http://dx.doi.org/doi:10.1109/ICIP.2002.1038145

Copyright and Moral Rights for the articles on this site are retained by the individual authors and/or other copyright
owners. For more information on Open Research Online’s data |policy on reuse of materials please consult the policies

page.

oro.open.ac.uk


http://oro.open.ac.uk/help/helpfaq.html
http://oro.open.ac.uk/help/helpfaq.html#Unrecorded_information_on_coversheet
http://oro.open.ac.uk/help/helpfaq.html#Unrecorded_information_on_coversheet
http://dx.doi.org/doi:10.1109/ICIP.2002.1038145
http://oro.open.ac.uk/policies.html

FUZZY RULE FOR IMAGE SEGMENTATION INCORPORATING
TEXTURE FEATURES

Gour Karmakar, Laurence Dooley, and Manzur Murshed
Email: {Gour.Karmakar, Laurence Dooley, Manzur. Murshed}@infotech.monash.edu.au

Gippsland School of Computing and Information Technology
Monash University, Churchill, Victoria, Australia - 3842

ABSTRACT

The generic fuzzy rule-based image segmentation algorithm
(GFRIS) does not produce good results for images containing
non-homogeneous regions, as it does not directly consider
texture, In this paper a new algorithm called fuzzy rules for
image segmentation incorporating texture features (FRIST) is
proposed, which includes two additional membership functions
to those already defined in GFRIS. FRIST incorporates the
fractal dimension and contrast features of a texture by
considering image domain specific information. Quantitative
evaluation of the performance of FRIST is discussed and
contrasted with GFRIS using one of the standard segmentation
evaluation methods. Overall, FRIST exhibits considerable
improvement in the results obtained compared with the GFRIS
approcch for many different image types.

1. INTRODUCTION

Image segmentation is the most important and difficult task of
digital image processing and analysis systems, due to the
potentially inordinate number of objects and the myriad of
variations among them. The most intractable task is to define
their properties for perceptual grouping, a demand that requires
human expert and/or domain specific knowledge to be
incorporated to achieve a superior segmentation result. Fuzzy
rule-based image segmentation systems can incorporate this
expert knowledge, but they are very much application domain
and image dependent. The structures of all of the membership
functions are manually defined and their parameters are either
manually or automatically derived [1]-[5]. Karmakar and Dooley
[6](7] proposed a novel geweric fuzzy rule based image
segmentation (GFRIS) aigorithm to address the aforementioned
problems. This algorithm however, does not work well for
images containing texture, which is for regions that are non-
homogeneous and have sharp variations in pixel intensity.
Texture is one of the most important attributes of any image that
represents the structural arrangements of the surface as well as
the relations among them and is widely used in image
segmentation [8]. In this paper a new algorithm, fuzzy rules for
image segmentation incorporating texture features (FRIST) is
proposed by integrating two new membership functions into the
set of GFRIS membership functions, based upon the texture
features of fractal dimension and contrast. These additional
membership functions consider the image domain specific
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information. The performance analysis of both the GFRIS and
FRIST is conducted by applying a superior objective
segmentation evaluation technique called the discrepancy based
on the number of mis-segmented pixels [9]. The new algorithm is
subsequently applied to many different types of images.

The remainder of the paper is organized as follows. Section
2 provides a brief overview of the techniques used to define the
membership functions. The definition of the fuzzy rule, and also
the determination of the weighting factors and threshold used are
presented in Sections 3 and 4 respectively. The evaluation and
experimental results are discussed in Section S, with conclusions
provided in Section 6.

2. MEMBERSHIP FUNCTIONS

The GFRIS algorithm uses three types of membership functions
to represent the region pixel distributions, the closeness to their
centres and the spatial relations among the pixels in a particular
region. Each membership function possesses a membership
value for every region, which indicates the degree of belonging
to that particular region. Full details of these membership
functions are given in [6][7]. For the sake of completeness, a
brief description of them is now provided.

The approach adopted for the membership function for
region pixel distributions is to automatically define the
membership function, in¢luding its structure from the pixel
distributions of a region. This is obtained from the initial
segmentation results of the respective region and a polynomial
approximation of the pixel distribution of each region. The
membership value of a pixel at location(s,t), having a gray

level value of P,, inregion R, is defined as: -
f‘mj(ﬂ,p)= fnJ{P;,:) (1)
where f,,j (P, is the polynomial for the region R,.

The membership function to measure the closeness of a
pixel to a region represents the similarity between the pixel to be
classified, called the candidate pixel, and the centre of a region
based on the gray level intensity. The membership function
reflects the axiom that the closer 1o a region, the larger the
membership value of the candidate pixel and is defined as: -

Her (B, ) =1-|CR)- P, | (2% - 1) @
where C(R,) is the centre of the region R, it is assumed that a

b-bit gray scale image is used.
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The membership function for spatial
relations oz (F,,,r)of the region R, for the neighbourhood

radius r represents the spatial relations between the candidate
pixel P,, and its neighbours, and with a total of % segmented

image regions, is defined as: -
R
ﬂNRj(Ps.l)=(ijGRJ)"Z(NiXGR,) 3)
=1

where N, and G,j are the number of neighbours and the sum of
their inverse distances of the region R, from the candidate pixel

). Tespectively.

2.1. Membership functions for fractal dimension

Fractal dimension (FD) is used to estimate the texture in an
image. There are many different models for estimating FD. One
is called the differential box counting {DBC) method [10], and
approximates the fracial dimension based feature (FDF) for
developing the membership functions for fractal dimension. The
notion of self-similarity is used to estimate fractal dimension, A
self-similar set (4) is the union of N, mutually exclusive copies

of itself that are similar to 4 and scaled down by a ratio 7. The
FD of A can then be defined as,

L= N7 = Fp = 108V,
log{l/7)

N, is determined using the DBC method in the following

@

way [10]. For an image of size M x M to be scaled down to a
size of xxx where 2<x SLM.’Z_{, the ratio of scale down is
r=x/M. The image is then extended to 3-D space by

introducing & 3™ co-ordinate for the 8-bit gray level intensity of
256 levels, If the image is partitioned into grids of size xxx,

then cach grid will have a column of boxes of size xxxxx,
which implies(256/x' |= | M/ x |. If the maximum and minimum
gray level values in the (u,v)th grid are in the /* and k™ boxes,
the thickness of the blanket covering the image surface on the
grid {(u,v) is: -

n(uV)=1-k+1 (5)
The contribution from all grids is defined as: -
N, =Zn () (6)

FD is estimated from the least square linear fit of log(V,)
against log(l/7) .

To define the membership function for fractal dimension,
the FDF of a candidate pixel F,,is calculated on a window

W, (s.) of sizehxh with its centre at (s,f) rather than the

entire image and is defined as: -
FDF(F, ) = FD(W, ,(5,1)) @)

where FD(W, ,(s,t)) denotes the FDF on W, ,(s,f) derived using
DBC in the following manner. The bound of the box size is
chosen as 2 < & <| A/2 ], the scale down ratior =|£/A | and x'
is taken as |_256x¢'lheigh!_| in order to consider the finer
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variations of the gray level values, where height is the height of
the image. The value of FD(W,,(s,?)) will not be the exact

fractal dimension of the window W, , (s,f) because the height of

the image is used rather than h, the height of the window, in
calculating x . Instead of considering log-log plot, the average
value of log(N,)/log(l/7) is used to obtain the fractal

dimension. The membership function s, i (A,} of fractal
dimension based feature for the region R, and the pixel P,
can be formulated as: -

FDF, (F,) - FDE(F,)
max {FDF, (7, ), FDF,(F, )}
where FDR,j (F,,)and FDF,(F,,)are the fractal dimension-
based features for the segmented region R, and the original

B, (P) =1~ @®)

image respectively. This membership function considers the
image specific information for segmentation. FDF, (P, }is

determined from the ratio of the number of contributory and
total grids during FDF,,J. (P, ) calculation for each value of .

2.2, Membership functiens for contrast

Contrast provides the measure of the texture of an image and is
measured by considering the dynamic range of gray levels and
the polarization of the distribution of black and white on the
gray-level histogram. The contrast of a window #, ,(F,,) in an

image is calculated using the technique described in [11]. The
membership function for the contrast of the region R, and the

pixel P, can be defined as: -

Conrrasr‘,,j(l"‘,‘,) —Contrast,(P, )

Py=1- 5
Hany (Fri) max(C’antraerj.(ﬁ.,), Contrast,(F, }) ®

where Comrasrkj (£,,) and Contrast,(F,,)represent the
contrast of the portions of the segmented region R, 2nd the

original image covered by the window W, (P, ) respectively.

3. DEFINING FUZZY RULE

The overall membership value Hag; (F,,,r) of a pixel P, for
region R, represents the overall degree of belonging to that

region, and is defined by the weighted average of the five
individua! membership function values u on; (P}, Mo, (P,

-uNR}' (P.v.r!r) 1 #FRJ' (F:,r) ’ and ﬂc,kj (Ps,{) N

Wilps; P+ Wakler; (P)+ Wikiyg, (P,.r)

3
Zw,
= (10)
+ wuunzj (I).l,f) + ws:u(_-, RJ' (P:,l)

5
W,
i=l

Har, (B,r}=




where w,, w,,w,,w,, andw, are the weightings of the

membership values for pixel distribution, closeness to the cluster
centres, neighbourhood relations, fractal dimension and contrast
respectively.

=
Definition 1 (Rule) IF 1t (P,',,r)=n'_1_z}x{u“,.(}’,_,,r)} THEN

pixel P, belongs to region R,.

4. DETERMINING THE PARAMETERS

The weighting factors w,,w,, andw,, and threshold 7 for

neighbourhood system are aulomatically determined using the
algorithm described in [7]. The other two weighting factors w,

and w, are approximated based on the FD of.the entire image

and the standard deviations (rstd ) of pixel intensities of the
initially segmented regions, as follows: ’
w, = w; = (FD—2)/ var(rstd) (11)
Since 2 < FD<3 the topological dimension of the image
(2) is deducted from the FD, thereby keeping the original
contribution of the fractal within [0,1]. This ensures that the
contributions of all the weights are constrained within their
limits. From the observations, it was found that the regions
having high texture suppressed the regions containing less
texture because they produced higher FD values. Since the
standard deviation approximates the texture, the weights w, and

w, are normalised using the variance of the standard deviations
var(rstd) of the initially segmented regions, to minimize this

effect. This has been experimentally tested upon various image
types.

5. EXPERIMENTAL RESULTS

Both the new FRIST and GFRIS algorithms were implemented
using MATLAB 6.0 (The Mathworks, Inc.). A number of
different image types were used in the experiments, but only two
are included in this paper, namely the cloud shown in Fig. 1(a),
which comprises one homogeneous and one non-homogeneous
region, and the Brodatz texture image shown in Fig. 1(c), which
contains two separate textural regions,

@
Fig. 1: (a) Cioud image, (b) Ref: images for cloud, (c) Brodatz
textures, (d) Ref: images {d60 and d98) for Brodatz textures.

As alluded previously, quantitative evaluation of the
segmentation process was achieved using discrepancy based on
the number mis-segmented pixels [9]. Type 1, ervori, tepresents
the percentage error of all i region pixels that are not classified

in the i region, whereas Type I, errorll,, is the percentage

error of all other region pixels wrongly classified in the #
region.
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For both GFRIS and FRIST, the membership function for
region pixel distribution Mg (P,,) was developed using the
clusters produced by the initial segmentation results using the
fuzzy c-means (FCM) algorithm [12]. The centre values were
used to initialize the centres of the clusters required to defing the
membership function for the closeness of a region (pcxi(f’”) ).

The neighborhood radius (#) was taken as 1, 2 and 4, but only
the results for the » =1and 2 cases are included in this paper,
with the size of the window W, ,(s,/) being 4 x4 . The results of
segmenting the cloud image (Fig. 1(a)} into two regions namely,
cloud (R;) and urban scene (R,)using GFRIS and FRIST are

shown in Fig, 2. The numerical segmentation results of the cloud
fmage segmentation with respect to manually segmented
reference images (Fig. 1(b)) are shown in Table 1.

(b) GFRIS, r =2 (d) FRIST, 7 = 2
Fig. 2: The segmented results of the cloud image into two regions
by GFRIS (a) to (b), and FRIST (c) to (d).

Table 1: Error percentage for region R; of cloud (ctoud) and
Brodatz {d60) image segmentations

Image Algorithm Error I Error II Algorithm Error I Error 11
GFRIS=1 7.33 17.05 FRIST r=110.560 4.487
Cloud GFRISr=2 1.73 2125 FRISTr=2 9.106 4230
GFRISr=4 1.80 23.62 FRISTr=4 7.287 4.038
GFRIS r=1 33,99 17.11 FRIST r=] 28.247 15.718
Brodatz GFRIS =2 33.16 19.47 FRIST r=2 25.488 18.687
GFRIS —4 26.65 21.96 FRIST r=4 19.97 16,269

In Table 1, only the error rates for region R, are shown
since the error rates of the other region R, are simply the
reverse order of R;. The segmentation results for the cloud
image using GFRIS showed that region R, (Fig. 2(a) and (b))

contained a large number of misclassified pixels from region
R, , which has sharp variations in pixel intensity. Type II error

rates for region Rusing GFRIS (Table 1) were higher than type
[ error rates. Almost all of the misclassified pixels, including the




text caption were correctly classified using FRIST (Fig. 2(c) and
(d)). The average error rates for both techniques are graphically

. 30
g 25 X{zw—n——w"“"ﬁ““v —— -—4— GFRISC
W 20 *“—"—*\( —8—FRISTC
8 15 e |- - GFRISB
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Neighbourhood Radius

Fig. 3: Average error rates of GFRIS and FRIST for cloud
(GFRISC and FRISTC) and Brodatz (GFRISB and FRISTB)
images texture segmentation.

shown in Fig 3. From Fig. 2 and 3, it is clear that FRIST
achieved considerable improvements over the GFRIS.

(c) GFRIS,

r=2 r=2
Fig. 4: Segmented results of Brodatz texture into two regions
using GFRIS (a} and {c), and FRIST (b) and {d).

(2) GFRIS,  (b) FRIST,
r=1 r=1

(d) FRIST,

A second series of experiments was performed using the
Bodaz texture image (Fig. 1(c)). The segmentation results for the
two separate regions namely, d60 (R} and d98(R,) produced

by the GFRIS and FRIST are presented in Fig. 4. The error and
average error rates of d60 segmentation with respect to the
manually segmented reference images (Fig. 1(d)) are shown in
Table 1 and Fig. 3 respectively. The segmented results obtained
using FRIST for ali values of rare again considerably better
than GFRIS. Note, that it was shown in (7], that GFRIS
consistently provided superior results to both FCM [12] and
possibilistic c-means (PCM) [13] algorithms for many different

image types.
6. CONCLUSIONS

This paper has outlined the development of a new general fuzzy
rule-based image segmentation technique incorporating texture
based upon fractal dimension and contrast. A new algorithm
titled fuzzy rules for image segmentation incorporating texture
features (FRIST), has been proposed and both a quantitative and
qualitative analysis have been undertaken to compare it with the
generic approach (GFRIS). The experimental results have shown
that FRIST outperformed GFRIS for many different image
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types. Since the proposed technique is fuzzy nile based, it is
capable of incorporating any type of attribute of any special
application domain. It is possible to add membership functions
for high-level semantics of an object for object based image
segmentation. More research however is required in order to
automatically determine the explicit number of regions in an
image.
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