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ABSTRACT
In the past decade, the use of social media networks (e.g. Twi�er)
increased dramatically becoming the main channels for the mass
public to express their opinions, ideas and preferences, especially
during an election or a referendum [5, 7]. Both researchers and the
public are interested in understanding what topics are discussed
during a real social event [10], what are the trends of the discussed
topics [8] and what is the future topical trend [9]. Indeed, modelling
such topics as well as trends o�er opportunities for social scientists
to continue a long-standing research, i.e. examine the information
exchange between people in di�erent communities (e.g. in [6]).

We argue that computing science approaches can adequately
assist social scientists to extract topics from social media data, to
predict their topical trends, or to classify a social media user (e.g. a
Twi�er user) into a community. However, while topic modelling
approaches and classi�cation techniques have been widely used,
challenges still exist, such as 1) existing topic modelling approaches
can generate topics lacking of coherence for social media data [4,
10]; 2) it is not easy to evaluate the coherence of topics [2, 3];
3) it can be challenging to generate a large training dataset for
developing a social media user classi�er. Hence, we identify four
tasks to solve these problems and assist social scientists.

Initially, we aim to propose topic coherence metrics that e�ec-
tively evaluate the coherence of topics generated by topic modelling
approaches. Such metrics are required to align with human judge-
ments. Since topic modelling approaches cannot always generate
useful topics [1], it is necessary to present users with the most
coherent topics using the coherence metrics. Moreover, an e�ec-
tive coherence metric helps us evaluate the performance of our
proposed topic modelling approaches.

�e second task is to propose a topic modelling approach that
generates more coherent topics for social media data. We argue
that the use of time dimension of social media posts helps a topic
modelling approach to distinguish the word usage di�erences over
time, and thus allows to generate topics with higher coherence as
well as their trends. A more coherent topic with its trend allows
social scientists to quickly identify the topic subject and to focus
on analysing the connections between the extracted topics with
the social events, e.g. an election.
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�ird, we aim to model and predict the topical trend. Given the
timestamps of social media posts within topics, a topical trend can
be modelled as a continuous distribution over time. �erefore, we
argue that the future trends of topics can be predicted by estimat-
ing the density function of their continuous time distribution. By
examining the future topical trend, social scientists can ensure the
timeliness of their focused events. Politicians and policymakers
can keep abreast of the topics that remain salient over time.

Finally, we aim to o�er a general method that can quickly ob-
tain a large training dataset for constructing a social media user
classi�er. A social media post contains hashtags and entities. �ese
hashtags (e.g. “#YesScot” in Sco�ish Independence Referendum)
and entities (e.g. job title or parties’ name) can re�ect the commu-
nity a�liation of a social media user. We argue that a large and
reliable training dataset can be obtained by distinguishing the usage
of these hashtags and entities. Using the obtained training dataset,
a social media user community classi�er can be quickly achieved,
and then used as input to assist in examining the di�erent topics
discussed in communities.

In conclusion, we have identi�ed four aspects for assisting social
scientists to be�er understand the discussed topics on social media
networks. We believe that the proposed tools and approaches can
help to examine the exchanges of topics among communities on
social media networks.
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