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Production of 2 3 S1 positronium atoms by single-photon excitation in an electric field
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We report experiments in which positronium (Ps) atoms are produced in the 2 3S1 level by single-photon
excitation from the ground state. To accomplish this, Stark-mixed n = 2 states were optically excited in electric
fields. By adiabatically switching off the electric field after laser excitation, some of the mixed states evolved
into pure 2 3S1 levels, whose presence was detected via the time dependence of their annihilation γ radiation.
The observed ≈4% production efficiency relative to that of Rydberg Ps states is consistent with a Monte Carlo
simulation that takes into account the rate at which the electric fields were switched off.
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I. INTRODUCTION

Positronium (Ps) is a hydrogenic atomic system comprising
a positron bound to an electron [1]. As it is composed of a
particle-antiparticle pair, Ps atoms are intrinsically metastable
and can self-annihilate, converting the total rest mass of the
particles into γ -ray photons. The annihilation decay rate τ−1

of triplet (singlet) S states is ≈7 MHz/n3 (8 GHz/n3), where
n refers to the principal quantum number [2,3]. While the
existence of an annihilation channel does affect the intrinsic
widths of some energy levels, Ps atoms are sufficiently long
lived that they have a well-defined atomic structure [4].
There is much interest [5,6] in performing precision mea-
surements of Ps energy levels [7–10] and decay rates [11–13]
since they can serve as sensitive tests of bound-state QED
theory [14].

New measurements of the Ps n = 2 fine structure [10,15,16]
would benefit from an efficient source of 2 3S1 atoms. Also,
some experiments employing ground-state triplet Ps atoms are
limited by its short lifetime. For example, Ps scattering [17] and
time-of-flight (TOF) [18] measurements could be performed
with greatly improved statistics and/or resolution using longer-
lived atoms. Highly excited Rydberg states [19] can be
employed to accomplish this [20,21], but some experimental
arrangements may not be compatible with their high sensitivity
to electric fields [22] or the ease with which they can be
ionized following interactions with surfaces [23]. In these
cases long-lived (τ = 1.1 μs) 2 3S1 atoms, for which radiative
decay is suppressed [24], may be used instead.

Several methods of producing 2 3S1 Ps atoms have been
previously demonstrated or suggested: (1) Doppler-free two-
photon excitation of ground-state atoms [25–27], (2) single-
photon excitation of ground-state atoms to n = 3 levels
with subsequent radiative decay [28], and (3) collisional
production following positron impact with solid [29–33] or
gaseous [34,35] targets.

Recent work in which Ps atoms were excited to n = 2
states in electric fields [36,37] has indicated that it should be
possible to produce 23S1 atoms by single-photon excitation.
This process, which is ordinarily forbidden by electric dipole
selection rules (e.g., Ref. [38]), is made possible by exciting
Ps atoms in an electric field, so that Stark mixing adds some
P character to 23S1 levels; henceforth, we refer to these mixed
states as 2 3S ′

1 states. If the electric field in which they are
produced is subsequently reduced to zero adiabatically, 2 3S ′

1
states can evolve into pure 2 3S1 levels.

In order to characterize 2 3S1 production we define ε2S as
the fraction of incident positrons that ultimately form 2 3S1

atoms. This parameter is sufficient for collisional techniques
that generate excited-state atoms directly, but when using
techniques in which ground-state atoms are converted into
excited states one must take into account εPs, the fraction
of incident positrons that form 1 3S1 Ps atoms, and εex, the
fraction of available atoms that are excited. In general we may
write ε2S = εPsεexεQ, where εQ refers to the fraction of excited
atoms that subsequently form 2 3S1 states. For convenience in
the following we assume εPs = 0.3 for all cases, although it
can vary considerably depending on the Ps formation target
used [39].

The efficiency of two-photon excitation has an intrinsic
upper limit because the 486 nm light required to drive the
1 3S1 → 2 3S1 transition is also able to photoionize 2 3S1

atoms [40]. The fraction of atoms ionized by the laser light
will increase with its intensity; the photoionization rate will
eventually exceed the excitation rate, reaching a steady-state
equilibrium for which εex = 17.6% (for both Ps and H) [41].
In this case εQ = 1, since only 2 3S1 levels are populated.

The efficiency of single-photon excitation to 3 3
PJ lev-

els, with subsequent radiative decay to the 2 3S1 level, is
intrinsically limited by the branching ratio for spontaneous
3 3

PJ → 2 3S1 transitions. This quantity, which corresponds to
εQ, has not been measured for Ps, but by analogy with hydrogen
it is expected to be close to 12% [42]. The 1 3S1 → 3 3

PJ

transition has been observed [28]: εex = 15% was measured,
giving an estimated overall efficiency of ε2S ≈ 1% for this
method (in the absence of additional loss mechanisms).

The production of n = 2 Ps atoms following positron
interactions with various metal or gaseous targets has been
experimentally demonstrated, with a range of efficiencies
observed; using atomically clean metal surfaces, efficiencies
of ≈0.1% were measured [31]. The different electron work
functions associated with untreated metal surfaces appear
to result in higher efficiencies of ≈2.5% [32,33]. However,
these numbers refer to the production of atoms in all n = 2
states, of which only 3/16 will be 2 3S1 levels. Thus, this
approach yields values of ε2S ≈ 0.5%, or less. Higher n = 2
production efficiencies (5.7%) have been observed in positron-
gas collisions [34], but again this methodology results in
approximately equal production of all n = 2 states, and hence
implies ε2S ≈ 1%. Table I lists some examples of different
2 3S1 production efficiencies.

2469-9926/2017/95(3)/033408(9) 033408-1 ©2017 American Physical Society

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by UCL Discovery

https://core.ac.uk/display/81680964?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
https://doi.org/10.1103/PhysRevA.95.033408


A. M. ALONSO, S. D. HOGAN, AND D. B. CASSIDY PHYSICAL REVIEW A 95, 033408 (2017)

TABLE I. Production efficiencies of 2 3S1 Ps atoms using differ-
ent techniques, as described in the text. For cases that involve exciting
ground-state atoms, an experimentally realistic Ps formation fraction
of εPs = 30% has been assumed. The 2 3S ′

1 → 2 3S1 case does not
include losses due to field switching times.

Method ε2S (%) Comments Ref.

e+-metal 0.05 clean Cu(110) [31]
e+-metal 0.38 untreated W [32]
e+-metal 0.47 untreated Au [33]
e+-gas 1.1 H2 gas [34]
1 3S1 → 2 3S1 5.3 Doppler-free [41]
3 3

PJ → 2 3S1 0.9 εex = 0.25 [28]
2 3S ′

1 → 2 3S1 1.9 εex = 0.25

We report here the generation of pure 2 3S1 atoms by
adiabatic extraction of Stark-mixed states from an electric field
to a field-free region. Ps atoms were optically excited in par-
allel electric and magnetic fields, as described elsewhere [37],
except in this case the electric field is turned off immediately
after the excitation has occurred. If this is done on a time scale
commensurate with the lifetime of the 2 3S ′

1 states, they can
evolve into pure 2 3S1 levels. The efficiency with which this
can be accomplished is limited by several factors which are
discussed below; we estimate that in the present experiments
we obtain ε2S ≈ 0.3%.

II. EXPERIMENTAL METHODS

The apparatus used in this work is discussed in detail
elsewhere [43], as are the methods used to generate life-
time [44] and TOF spectra [45]. The main difference in
the present arrangement is the placement of the detectors,
and the time-varying electric fields in the target region. A
two-stage Surko-type buffer gas positron trap [46] was used to
produce time-bunched [47] positrons (�t ≈ 4 ns) with a
repetition rate of 1 Hz. These positrons are implanted into a
mesoporous silica film [48,49] that then emits Ps atoms within
10 ns [50]. We estimate that approximately 1×105 positrons
were implanted into the target per bunch, and that 30% of these
formed 1 3S1 atoms, with energies of ≈100 meV. The target
chamber and the position of the γ -ray detectors are shown
schematically in Fig. 1.

Ps atoms emitted from the silica target were irradiated
within a few millimeters of its surface by laser light. Two
pulsed dye lasers were used in the experiment: 1 3S1 →
2 3

PJ transitions were driven using an ultraviolet (UV)
laser (≈500 μJ, �ν = 85 GHz, λ = 243.0 nm), and 2 3

PJ →
n 3S /n 3

D transitions were driven using an infrared (IR)
laser (≈6 mJ, �ν = 5 GHz, λ = 750 nm). Both lasers were
pumped by the same Nd:YAG laser (�t = 6 ns FWHM). For
all of the measurements we report here the UV laser light
polarization was parallel to the applied electric field. Thus,
only transitions for which �MJ = 0 were driven, which is the
optimal configuration for the excitation of 2 3S ′

1 states [37].
For some of the measurements reported here, Rydberg

Ps atoms [19] were produced using the resonance-enhanced
two-color two-photon 1 3S → 2 3

P → n 3S /n 3
D excitation

scheme first demonstrated by Ziock and co-workers [51].

FIG. 1. Positronium formation and excitation region, showing
the positions of the two LYSO detectors (a) and the target and grid
electrode arrangement (b). The shaded regions represent the divergent
Ps beam profile, as collimated by the grid electrode.

In general the efficiency with which n = 2 atoms can be
transferred to Rydberg levels is high (�90% [52]). Ps atoms
were detected via their annihilation γ radiation using single-
shot lifetime spectroscopy [53]. Two lutetium-yttrium oxy-
orthosilicate (LYSO) scintillator based γ -ray detectors [44]
were used, as indicated in Fig. 1. These were located so as
to preferentially record early (LYSO A) and late (LYSO B)
events.

We parametrize lifetime spectra using f , the fraction of
each spectrum in a selected time region, where

f =
∫ C

B

V (t) dt

/∫ C

A

V (t) dt. (1)

The time windows used for the integration are optimized to
give the best signal-to-noise ratio for a particular type of
measurement [44]. Laser-induced changes in Ps decay rates
are then quantified using the parameter

Sγ = (fbk − fsig)/fbk, (2)

where fbk refers to background measurements performed
without the relevant laser light present [43,44].
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FIG. 2. Time dependence of the electric fields in the Ps excitation
region, generated by switching off the target and grid electrode
potentials. The shaded vertical bar indicates the time at which the
laser is fired, and the temporal width of the laser pulse. The legend
indicates the electric fields present at time t = 0 for different applied
potentials.

The basic methodology of the present experiment is to
generate 2 3S ′

1 atoms in an electric field, and then to reduce this
field to zero before the atoms decay, allowing them to evolve
into pure 2 3S1 states. These states are radiatively metastable,
with a lifetime against annihilation of 1.1 μs, whereas the mean
lifetime of the 2 3S ′

1 atoms in the fields studied is typically
�20 ns, determined primarily by the amount of P character
they possess [37]. The rate at which the electric field in which
the atoms are excited can be switched off is, therefore, a critical
feature of the experiment.

The potentials applied to the target and grid electrodes
[see Fig. 1(b)] were controlled by high-voltage switches that
could be turned on or off with a 90–10% rise/fall time of
25 ns. The resulting electric field in the excitation region
for different initial fields as a function of time is shown in
Fig. 2. These data were obtained by measuring the potential
applied to each electrode with a fast high-voltage probe. The
probe circuit had a negligible effect on the time dependence
of the applied potential, which was dominated by cable and
electrode capacitances and the intrinsic properties of the high-
voltage switches. The electric field was determined from the
measured potentials, assuming a uniform electrode separation
of 7.5 mm and neglecting any field penetration through the
�90% transmission grid.

Since the capacitance of the target electrode was slightly
different from that of the grid electrode, the time dependencies
of the two applied potentials were not identical, and hence a
nonzero electric field was present when the potentials were
switched off, as indicated in Fig. 2. To minimize the electric
field variations experienced by 2 3S ′

1 atoms, the UV laser was
fired after the switches were triggered. In this way the positron
implantation energy, and thus the energy of the emitted Ps
atoms [54], was the same for all electric fields studied. The
effect of the varying electric fields on ground-state atoms

FIG. 3. (a) Calculated energy shift, (b) fraction of 2 3S1 and 2 3
PJ

character, and (c) mean annihilation lifetimes of the 2 3S ′
1 eigenstate

as a function of the electric field, with a constant parallel magnetic
field of 130 G. Also shown in (a) are the Stark shifts of other n = 2
levels. The dashed vertical lines indicate the excitation fields used in
the experiments.

(i.e., in the time between Ps production and excitation) is
negligible [37].

The time dependence of the electric fields generated in the
experiments is shown in Fig. 2. Here the laser arrival time is
designated as t = 0 and is indicated by the vertical shaded
bar. The strength of the electric field present at the time of
laser excitation was verified by measuring the Stark-broadened
linewidth of 2 3

PJ → 13 3S/13 3D transitions for different
switching times, and in static fields.

Ps atoms created in electric and magnetic fields are affected
by Stark and Zeeman mixing; the energy shifts of n = 2 levels
associated with the ≈kV cm−1 electric fields are much larger
than those arising from the 130 G magnetic field [37], despite
the large Ps speeds [55–57]. Calculated Stark energies of
the n = 2 eigenstates are shown in Fig. 3(a), with the 2 3S ′

1
level indicated by the bold line. In order to produce pure
2 3S1 atoms it is necessary to perform the excitation in an
electric field that provides sufficient coupling to the 2 3S ′

1 state
(via its P component), and then to lower the field on a time
scale commensurate with the lifetime of the 2 3S ′

1 states. The
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fraction of P character, and hence the 2 3S ′
1 lifetime, depends

on the electric field strength, as shown in Figs. 3(b) and 3(c).
The energies and lifetimes in the presence of electric and
magnetic fields were determined from the eigenvalues and
eigenvectors of the complete n = 2 Hamiltonian matrix using
the procedures described in Ref. [37].

III. RESULTS AND DISCUSSION

The primary goal of the experiments we describe here
is to demonstrate that pure 2 3S1 Ps atoms can be produced
from 2 3S ′

1 atoms under typical experimental conditions, and
to evaluate the efficacy of the process. In general the excitation
of n = 2 states leads to a small (�10 ns) increase in the mean
lifetime [37] that is not usually resolvable using single-shot
lifetime methods [44]. However, if additional processes occur,
such as magnetic quenching, photoionization, or Rydberg
production [43], there will be significant changes to the mean
decay rates which can be observed in lifetime spectra. Since the
2 3S1 level is radiatively metastable [24], its lifetime (1.1 μs) is
determined primarily by self-annihilation. Thus, the presence
of these atoms can also be observed via single-shot lifetime
spectroscopy.

By exciting Ps atoms with two lasers (UV + IR) it is
possible to generate highly excited Rydberg states [51,52].
In our current apparatus we have demonstrated the production
of states with principal quantum numbers ranging from n = 8
to the ionization limit [58]. The annihilation rate of Ps Stark
states with n = 8 is negligible, but their fluorescence lifetime is
≈1 μs [45]. This is sufficiently close to the 1.1 μs annihilation
lifetime of 2 3S1 atoms that measurements employing n = 8
Rydberg atoms can provide a signal that has characteristics
similar to those expected for the 2 3S1 atoms, but with a much
higher production efficiency.

Lifetime spectra recorded with the UV and IR lasers tuned
to excite n = 8 states are shown in Fig. 4(a). The curve in
Fig. 4(b) is the difference between lifetime spectra recorded
with and without IR laser light present. These data indicate
laser-induced changes in the annihilation γ -ray flux, such
that a positive signal represents excess annihilation events,
while negative signals represent fewer annihilation events,
with respect to the decay rate of ground state atoms. The
initial decrease in the signal in Fig. 4(b) comes from the
nonannihilation of ground-state atoms that have been excited
to long-lived Rydberg states. The peak at 100 ns is due to
Rydberg atoms that annihilate after colliding with the grid
electrode, and the large signal peaking near 500 ns is caused
by n = 8 atoms which either collide with the chamber wall or
self-annihilate following radiative decay to their ground state.

The time dependence of the annihilation radiation signal
shown in Fig. 4(b) is consistent with the physical geometry
of the electrode structure and target chamber walls and
the mean speed of Ps atoms emitted from the silica target
(≈1×107 cm s−1). The underlying Ps velocity and angular
distributions will be very similar for both n = 2 and n = 8
atoms because Doppler velocity selection by the excitation
lasers is dominated by the UV laser bandwidth. Therefore,
the data in Fig. 4 are expected to give a good indication of
the qualitative form of a 2 3S1 signal, as long as additional
annihilation channels are not present.

FIG. 4. (a) Lifetime spectra measured using LYSO A with and
without IR laser light present. For these measurements the lasers were
tuned to drive transitions to the n = 8 state. The difference between
the laser on and off curves of (a) are shown in (b). The vertical lines
at 100 and 500 ns indicate the approximate times of Ps annihilations
occurring following collisions with the grid electrode and the chamber
walls, respectively. The data comprise 29 000 pairs of shots and were
acquired in 17 h in a nominally zero electric field.

We do in fact observe a similar annihilation radiation
spectrum when measurements are performed in a configuration
expected to result in the production of 2 3S1 atoms. The data
in Fig. 5(a) were recorded using only a UV excitation laser,
with an electric field of 2.23 kV cm−1. When the electric field
is switched off after excitation an excess annihilation signal
peaking at ≈500 ns is observed, which bears a strong similarity
to the data of Fig. 4(b). Using a static field that is always
present, no excess signal is observed. The same measurement
was performed in an electric field of 1.11 kV cm−1 [Fig. 5(b)]
and an excess signal was again observed. In this case, however,
because of the low excitation field there is also a magnetic
quenching signal present. This signal is visible as an increase in
annihilation events at early times [37] and is relatively strong,
making the 2 3S1 signal appear less prominent. However, as
can be seen in the inset to Fig. 5(b), the magnitude of the
delayed signal is comparable to that observed for higher fields.
Similar measurements were also performed for fields of 1.51
and 1.94 kV cm−1 (see Fig. 2).

The presence of long-lived Ps atoms can also be detected
via single-event counting using LYSO B (see Fig. 1). This
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FIG. 5. Difference curves recorded using LYSO A for excitation
fields Eex of (a) 2.23 kV cm−1 and (b) 1.11 kV cm−1. Data are shown
for fields that are switched off [E = E(t)] and that are held at the
excitation field [E = Eex]. The inset in (b) shows the delayed signal
attributed to 23S1 atoms on an expanded scale. Each curve is the
average of approximately 13 000 shots and was acquired in 3.7 h.

detector is farther away from the Ps target and is therefore
more sensitive to delayed annihilation events. A single-event
counting procedure was used to produce TOF spectra, as
described in Ref. [45]. TOF data are shown in Fig. 6; these
were recorded at the same time as the data shown in Figs. 4
and 5. The TOF spectra have been background subtracted,
where the background corresponds to the case where no laser
light is present.

As in the single-shot lifetime data, the production of
n = 8 atoms can provide a proxy signal that will have
similar qualitative properties to that expected for 2 3S1 atoms.
Figure 6(a) shows TOF data recorded with the UV and IR lasers
tuned to excite n = 8 atoms. For these data the background
subtraction procedure results in a negative peak at early times
in the distribution because the transfer of ground-state atoms
to Rydberg levels is so efficient that it significantly depletes
the background population. By extrapolating over this negative
region, however, one can infer that the distribution exhibits a
peak in the region of 1 μs.

TOF spectra recorded under conditions where 2 3S1

production is expected are shown in Figs. 6(b) and 6(c) [cf.
Figs. 5(a) and 5(b)]. As observed in the lifetime spectra, a
delayed signal is present when the electric fields are switched

FIG. 6. TOF spectra recorded by LYSO B with lasers tuned to
excite (a) n = 8 Rydberg states or (b), (c) n = 2 states. The spectra
are background subtracted as described in the text. Data were recorded
in different electric fields, as indicated in each panel, and for the n = 2
data for cases with the fields switched off [E = E(t), squares] or for
static fields [E = Eex, circles].

off, but not when the fields are maintained after laser excitation
has occurred. Thus, these data confirm the observation that
2 3S1 atoms have been produced. As with the lifetime spectra,
TOF spectra (not shown) were also recorded in electric fields
of 1.51 and 1.94 kV cm−1, yielding similar results.

The production efficiency of 2 3S1 atoms can be quantified
using the parameter Sγ [see Eq. (2)]. The values of Sγ obtained
using LYSO A for different electric fields, and with the fields
switched, are shown in Fig. 7. The definition of Sγ is such
that early annihilation events (i.e., ionization or magnetic
quenching) yield a positive value, whereas the creation of
long-lived atoms yields a negative value. The absolute value
of Sγ is arbitrary and depends on several factors, including
the time windows chosen for the integration [44]. However,
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FIG. 7. (a) Sγ values obtained from lifetime spectra of Fig. 5 with
and without switching off the electric field and (b) the calculated
fraction of 2 3S ′

1 atoms that remain as 2 3S1 states, obtained using the
measured time-dependent electric fields.

for a given detector configuration, and using fixed integration
regions, one can compare different Sγ measurements to infer
a relative yield of long-lived states. The positive value of Sγ

shown in Fig. 7(a) for low static electric fields arises through
magnetic quenching. In this process Zeeman mixing couples
singlet and triplet states, leading to an increased annihilation
rate following excitation to n = 2. This effect can be enhanced
by Stark mixing but becomes negligible at higher electric fields
for the experimental conditions used in this work [37].

The data shown in Fig. 4 correspond to Sγ = −60%,
using time windows of A = −5, B = 400, and C = 1200 ns
[see Eqs. (1) and (2)]. The 2 3S1 production as measured
via Sγ does not appear to depend strongly on the electric
field, as shown in Fig. 7(a). The average value obtained
Sγ = −2.2 ± 0.4% indicates that the production efficiency
of 2 3S1 atoms compared to Rydberg atoms was about 4%.
If all of the accessible n = 2 states are produced with equal
probability then, considering the allowed transitions and the
laser polarization used [37], the fraction of those in 2 3S ′

1
states would be 25% (i.e., εQ = 0.25). If we assume that
almost all n = 2 states are transferred to Rydberg levels [52]
then we would expect to measure Sγ ≈ −15%. The observed
Sγ = −2.2% therefore suggests that an additional loss mech-
anism may be present.

Further information on the 2 3S1 production efficiency
was obtained by comparison of the experimental data with
the results of Monte Carlo simulations of the evolution of
the excited atoms in the time-dependent fields in Fig. 2.
In the excitation fields used in the experiments the 3

P character
of the 2 3S ′

1 state ranges from to 0.24 to 0.35. For the typical
laser intensity of 5×105 W cm−2 used in the experiments,
the Rabi frequencies of the 1 3S1 → 2 3S ′

1 transitions with

FIG. 8. Calculated fraction of 2 3S ′
1 states surviving as 2 3S1 states

as a function of the time taken to switch the field off (see text for
details). The atoms were initially prepared in an electric field of
1.1 kV cm−1.

these fractions of 3
P character range from to 9 to 13 GHz.

Consequently, within the 6-ns duration of the excitation laser
pulse, the transition to the 2 3S ′

1 state is saturated for each of
the excitation fields in the experiments. This was accounted for
in the Monte Carlo simulations by considering a fixed number
(1×104) of initially excited atoms in the 2 3S ′

1 state. The
simulation then proceeded from this excitation time, t = 0, for
80 ns. At each 1-ns time interval the instantaneous decay rate of
the 2 3S ′

1 state was evaluated in the corresponding electric field
(see Fig. 3). For each 2 3S ′

1 atom the decay probability was then
compared to a randomly generated number between zero and
1 to determine if it remained excited or decayed to the 1 3S1

level. After the evolution time of 80 ns the time-dependent
electric fields displayed in Fig. 2 were all sufficiently small
that the 2 3S ′

1 decay rate was approximately equal to that of
the pure 2 3S1 level.

The simulation was used to determine the fraction of
the initially prepared atoms that remained in the 2 3S1 level
after 80 ns. For the excitation fields of 1.11, 1.51, 1.94, and
2.23 kV cm−1 used in the experiments, the calculated 2 3S1

fractions were 0.14, 0.11, 0.09, and 0.08 ± 0.01, respectively,
as shown in Fig. 7(b). No significant difference in the 2 3S1

yields were observed for these fields, while the simulation
suggests that the extraction efficiency should be higher at lower
excitation fields. This discrepancy is not presently understood,
but may be related to optical pumping effects (not included in
the simulation) that increase the fraction of atoms that can be
excited to 2 3S ′

1 states as the field is increased.
The simulation was also used to investigate the overall

dependence of the surviving fraction of 2 3S1 atoms on
the rate at which the excitation field is switched off. The
surviving fraction was calculated for an excitation field of
1.11 kV cm−1, and different field switch-off times, assuming
a linear time dependence. The results, shown in Fig. 8, imply
that the experimentally attained 2 3S1 survival efficiency of
∼0.15 could be increased to more than 0.9 if the time in
which the electric field is switched from 1.11 kV cm−1 to

033408-6



PRODUCTION OF 2 3S1 POSITRONIUM ATOMS . . . PHYSICAL REVIEW A 95, 033408 (2017)

zero was reduced to ≈2 ns. This is in principle possible if
the electrodes are redesigned with lower capacitances and
by employing a faster high-voltage switch (e.g., Ref. [59]).
From Landau-Zener theory [60,61], the time evolution of
the 2 3S ′

1 state to the pure 2 3S1 level in zero field re-
mains adiabatic; i.e., the probability of diabatic evolution is
less than 0.01, for all switch-off times exceeding 0.05 ns
(dE/dt < 22 kV cm−1 ns−1).

IV. CONCLUSIONS

We have verified that 2 3S1 Ps atoms can be produced using
single-photon excitation from the ground state in an electric
field. We observe a production efficiency of 3.8%, relative
to the production of Rydberg levels. This is much less than
the ≈25% we would expect assuming complete transfer of
all n = 2 states to Rydberg states [52], and without losses
due to the field switching times. A Monte Carlo simulation
was performed to evaluate the extent of such losses, and it
was found that in our experimental conditions the expected
25% would be reduced to around 3.5%. Our data are therefore
consistent with the results of the simulation, although the
observed field-independent yield is not explained.

We estimate that in our experiments εex ≈ 0.25 and εPs ≈
0.3. For εQ ≈ 0.25 (i.e., the ideal case without switching
losses) the maximum yield per positron is then ε2S ≈ 1.9%.
As indicated in Table I, this efficiency is around twice as large
as the (as yet undemonstrated) excitation scheme employing
transitions to n = 3 [28], and is two to four times higher than
the yield expected from collisional methods, largely because
they are not state selective.

Using gaseous targets will generally result in the generation
of n = 2 Ps atoms with energies of several eV or more [34].
Excited-state Ps emitted from metals is primarily generated
from epithermal or backscattered positrons and, therefore, also
has energies in the 1–10 eV range [62]. These fast atoms are
not desirable for all applications; for example, the precision
attainable in Ps fine-structure measurements could be limited
by associated Doppler shifts and/or transit-time effects using
such energetic atoms. However, these methods do have the
advantage that they require neither lasers nor a pulsed positron
beam to produce excited states of Ps.

Even without losses arising from long switching times, the
estimated production efficiency using the method we have
discussed here is lower than could be obtained by direct two-
photon excitation (5.3%). This method is in principle the most
efficient, although it does require high-power, narrow-band
lasers. To achieve this maximal efficiency the bandwidth of the
laser light used must be narrower than the width of the 1 3S1 →
2 3S1 transition (i.e., 1.3 MHz), otherwise more laser power
will be available to photoionize than to drive the transition.

Increasing the Ps production efficiency would increase the
absolute 2 3S1 yield. In this work we have assumed εPs = 30%
to facilitate comparisons of different methods and our data. The
actual Ps production efficiency in a given experiment can vary
considerably [39]. By using hot metal targets, for example,
it is possible to obtain εPs ≈ 75% [18], which corresponds to
100% Ps formation, since 25% of all Ps formed will be in the
singlet state. Thus one could in principle increase the 2 3S1

yield for ground-state Ps-mediated production listed in Table I
by a factor of 2.5.

The ability to produce 2 3S1 atoms in a simple and efficient
way would be useful for several experimental programs. Our
primary motivation is to conduct new precision measurements
of the Ps fine structure [10,15,16]. By combining the tech-
niques described here with Doppler correction methods [63]
it may be possible to measure various microwave transitions
in the n = 2 manifold to ≈100 kHz, increasing the precision
of previous work by an order of magnitude. Furthermore,
access to long-lived states that are insensitive to external
fields could make it possible to perform Ps interferometry
measurements [64] using physical gratings [65], which may
not be compatible with Rydberg atoms [66].
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Hänsch, M. O. Scully, and G. S. Agarwal, Two-photon excitation
dynamics in bound two-body Coulomb systems including ac
Stark shift and ionization, Phys. Rev. A 73, 052501 (2006).

[42] K. C. Harvey, Slow metastable atomic hydrogen beam by optical
pumping, J. Appl. Phys. 53, 3383 (1982).

[43] B. S. Cooper, A. M. Alonso, A. Deller, T. E. Wall, and
D. B. Cassidy, A trap-based pulsed positron beam optimised for
positronium laser spectroscopy, Rev. Sci. Instrum. 86, 103101
(2015).

[44] A. M. Alonso, B. S. Cooper, A. Deller, and D. B. Cassidy,
Single-shot positron annihilation lifetime spectroscopy with
LYSO scintillators, Nucl. Instrum. Methods Phys. Res. Sect.
A 828, 163 (2016).

[45] A. Deller, A. M. Alonso, B. S. Cooper, S. D. Hogan, and
D. B. Cassidy, Measurement of Rydberg positronium fluores-
cence lifetimes, Phys. Rev. A 93, 062513 (2016).

033408-8

https://doi.org/10.1016/j.physletb.2003.08.018
https://doi.org/10.1016/j.physletb.2003.08.018
https://doi.org/10.1016/j.physletb.2003.08.018
https://doi.org/10.1016/j.physletb.2003.08.018
https://doi.org/10.1016/j.physletb.2008.12.008
https://doi.org/10.1016/j.physletb.2008.12.008
https://doi.org/10.1016/j.physletb.2008.12.008
https://doi.org/10.1016/j.physletb.2008.12.008
https://doi.org/10.1142/S0217751X04020142
https://doi.org/10.1142/S0217751X04020142
https://doi.org/10.1142/S0217751X04020142
https://doi.org/10.1142/S0217751X04020142
https://doi.org/10.1103/PhysRevLett.58.1833
https://doi.org/10.1103/PhysRevLett.58.1833
https://doi.org/10.1103/PhysRevLett.58.1833
https://doi.org/10.1103/PhysRevLett.58.1833
https://doi.org/10.1103/PhysRevLett.71.2887
https://doi.org/10.1103/PhysRevLett.71.2887
https://doi.org/10.1103/PhysRevLett.71.2887
https://doi.org/10.1103/PhysRevLett.71.2887
https://doi.org/10.1103/PhysRevLett.115.223201
https://doi.org/10.1103/PhysRevLett.115.223201
https://doi.org/10.1103/PhysRevLett.115.223201
https://doi.org/10.1103/PhysRevLett.115.223201
https://doi.org/10.1103/PhysRevLett.43.1961
https://doi.org/10.1103/PhysRevLett.43.1961
https://doi.org/10.1103/PhysRevLett.43.1961
https://doi.org/10.1103/PhysRevLett.43.1961
https://doi.org/10.1103/PhysRevLett.114.153201
https://doi.org/10.1103/PhysRevLett.114.153201
https://doi.org/10.1103/PhysRevLett.114.153201
https://doi.org/10.1103/PhysRevLett.114.153201
https://doi.org/10.1103/PhysRevLett.117.216402
https://doi.org/10.1103/PhysRevLett.117.216402
https://doi.org/10.1103/PhysRevLett.117.216402
https://doi.org/10.1103/PhysRevLett.117.216402
https://doi.org/10.1103/PhysRevLett.82.1831
https://doi.org/10.1103/PhysRevLett.82.1831
https://doi.org/10.1103/PhysRevLett.82.1831
https://doi.org/10.1103/PhysRevLett.82.1831
https://doi.org/10.1103/PhysRevA.81.042904
https://doi.org/10.1103/PhysRevA.81.042904
https://doi.org/10.1103/PhysRevA.81.042904
https://doi.org/10.1103/PhysRevA.81.042904
https://doi.org/10.1086/144158
https://doi.org/10.1086/144158
https://doi.org/10.1086/144158
https://doi.org/10.1086/144158
https://doi.org/10.1103/PhysRevLett.48.1333
https://doi.org/10.1103/PhysRevLett.48.1333
https://doi.org/10.1103/PhysRevLett.48.1333
https://doi.org/10.1103/PhysRevLett.48.1333
https://doi.org/10.1103/PhysRevA.48.192
https://doi.org/10.1103/PhysRevA.48.192
https://doi.org/10.1103/PhysRevA.48.192
https://doi.org/10.1103/PhysRevA.48.192
https://doi.org/10.1007/s10751-015-1158-4
https://doi.org/10.1007/s10751-015-1158-4
https://doi.org/10.1007/s10751-015-1158-4
https://doi.org/10.1007/s10751-015-1158-4
https://doi.org/10.1103/PhysRevA.94.012507
https://doi.org/10.1103/PhysRevA.94.012507
https://doi.org/10.1103/PhysRevA.94.012507
https://doi.org/10.1103/PhysRevA.94.012507
https://doi.org/10.1103/PhysRevLett.34.177
https://doi.org/10.1103/PhysRevLett.34.177
https://doi.org/10.1103/PhysRevLett.34.177
https://doi.org/10.1103/PhysRevLett.34.177
https://doi.org/10.1088/0953-4075/23/11/024
https://doi.org/10.1088/0953-4075/23/11/024
https://doi.org/10.1088/0953-4075/23/11/024
https://doi.org/10.1088/0953-4075/23/11/024
https://doi.org/10.1103/PhysRevA.45.1407
https://doi.org/10.1103/PhysRevA.45.1407
https://doi.org/10.1103/PhysRevA.45.1407
https://doi.org/10.1103/PhysRevA.45.1407
https://doi.org/10.1103/PhysRevA.45.2744
https://doi.org/10.1103/PhysRevA.45.2744
https://doi.org/10.1103/PhysRevA.45.2744
https://doi.org/10.1103/PhysRevA.45.2744
https://doi.org/10.1088/0953-4075/34/18/301
https://doi.org/10.1088/0953-4075/34/18/301
https://doi.org/10.1088/0953-4075/34/18/301
https://doi.org/10.1088/0953-4075/34/18/301
https://doi.org/10.1016/0375-9601(85)90264-6
https://doi.org/10.1016/0375-9601(85)90264-6
https://doi.org/10.1016/0375-9601(85)90264-6
https://doi.org/10.1016/0375-9601(85)90264-6
https://doi.org/10.1103/PhysRevLett.102.133202
https://doi.org/10.1103/PhysRevLett.102.133202
https://doi.org/10.1103/PhysRevLett.102.133202
https://doi.org/10.1103/PhysRevLett.102.133202
https://doi.org/10.1103/PhysRevLett.115.183401
https://doi.org/10.1103/PhysRevLett.115.183401
https://doi.org/10.1103/PhysRevLett.115.183401
https://doi.org/10.1103/PhysRevLett.115.183401
https://doi.org/10.1103/PhysRevA.93.012506
https://doi.org/10.1103/PhysRevA.93.012506
https://doi.org/10.1103/PhysRevA.93.012506
https://doi.org/10.1103/PhysRevA.93.012506
https://doi.org/10.1103/RevModPhys.60.701
https://doi.org/10.1103/RevModPhys.60.701
https://doi.org/10.1103/RevModPhys.60.701
https://doi.org/10.1103/RevModPhys.60.701
https://doi.org/10.1103/PhysRevLett.52.1689
https://doi.org/10.1103/PhysRevLett.52.1689
https://doi.org/10.1103/PhysRevLett.52.1689
https://doi.org/10.1103/PhysRevLett.52.1689
https://doi.org/10.1103/PhysRevA.73.052501
https://doi.org/10.1103/PhysRevA.73.052501
https://doi.org/10.1103/PhysRevA.73.052501
https://doi.org/10.1103/PhysRevA.73.052501
https://doi.org/10.1063/1.331180
https://doi.org/10.1063/1.331180
https://doi.org/10.1063/1.331180
https://doi.org/10.1063/1.331180
https://doi.org/10.1063/1.4931690
https://doi.org/10.1063/1.4931690
https://doi.org/10.1063/1.4931690
https://doi.org/10.1063/1.4931690
https://doi.org/10.1016/j.nima.2016.05.049
https://doi.org/10.1016/j.nima.2016.05.049
https://doi.org/10.1016/j.nima.2016.05.049
https://doi.org/10.1016/j.nima.2016.05.049
https://doi.org/10.1103/PhysRevA.93.062513
https://doi.org/10.1103/PhysRevA.93.062513
https://doi.org/10.1103/PhysRevA.93.062513
https://doi.org/10.1103/PhysRevA.93.062513


PRODUCTION OF 2 3S1 POSITRONIUM ATOMS . . . PHYSICAL REVIEW A 95, 033408 (2017)

[46] J. R. Danielson, D. H. E. Dubin, R. G. Greaves, and C. M. Surko,
Plasma and trap-based techniques for science with positrons,
Rev. Mod. Phys. 87, 247 (2015).

[47] A. P. Mills, Jr., Time bunching of slow positrons for annihila-
tion lifetime and pulsed laser photon absorption experiments,
Appl. Phys. 22, 273 (1980).

[48] L. Liszkay, M. F. Barthe, C. Corbel, P. Crivelli, P. Desgardin,
M. Etienne, T. Ohdaira, P. Perez, R. Suzuki, V. Valtchev, and
A. Walcarius, Orthopositronium annihilation and emission in
mesostructured thin silica and silicalite-1 films, Appl. Surf. Sci.
255, 187 (2008).

[49] L. Liszkay, F. Guillemot, C. Corbel, J.-P. Boilot, T. Gacoin,
E. Barthel, P. Prez, M.-F. Barthe, P. Desgardin, P. Crivelli, U.
Gendotti, and A. Rubbia, Positron annihilation in latex-
templated macroporous silica films: Pore size and ortho-
positronium escape, New J. Phys. 14, 065009 (2012).

[50] A. Deller, B. S. Cooper, T. E. Wall, and D. B. Cassidy,
Positronium emission from mesoporous silica studied by laser-
enhanced time-of-flight spectroscopy, New J. Phys. 17, 043059
(2015).

[51] K. P. Ziock, R. H. Howell, F. Magnotta, R. A. Failor, and
K. M. Jones, First Observation of Resonant Excitation of High-n
States in Positronium, Phys. Rev. Lett. 64, 2366 (1990).

[52] D. B. Cassidy, T. H. Hisakado, H. W. K. Tom, and A. P. Mills, Jr.,
Efficient Production of Rydberg Positronium, Phys. Rev. Lett.
108, 043401 (2012).

[53] D. B. Cassidy, S. H. M. Deng, H. K. M. Tanaka, and A. P. Mills,
Jr., Single shot positron annihilation lifetime spectroscopy,
Appl. Phys. Lett. 88, 194105 (2006).

[54] D. B. Cassidy, P. Crivelli, T. H. Hisakado, L. Liszkay, V. E.
Meligne, P. Perez, H. W. K. Tom, and A. P. Mills, Jr., Positronium
cooling in porous silica measured via Doppler spectroscopy,
Phys. Rev. A 81, 012715 (2010).

[55] S. M. Curry, Combined Zeeman and motional Stark effects in
the first excited state of positronium, Phys. Rev. A 7, 447 (1973).

[56] C. D. Dermer and J. C. Weisheit, Perturbative analysis of
simultaneous Stark and Zeeman effects on n = 1 → n = 2
radiative transitions in positronium, Phys. Rev. A 40, 5526
(1989).

[57] A. C. L. Jones, T. H. Hisakado, H. J. Goldman, H. W. K. Tom, and
A. P. Mills, Jr., Polarization dependence of n = 2 positronium
transition rates to Stark-split n = 30 levels via crossed-beam
spectroscopy, J. Phys. B 49, 064006 (2016).

[58] T. E. Wall, A. M. Alonso, B. S. Cooper, A. Deller, S. D. Hogan,
and D. B. Cassidy, Selective Production of Rydberg-Stark States
of Positronium, Phys. Rev. Lett. 114, 173001 (2015).

[59] D. B. Cassidy, S. H. M. Deng, R. G. Greaves, and A. P. Mills,
Jr., Accumulator for the production of intense positron pulses,
Rev. Sci. Instrum. 77, 073106 (2006).

[60] L. D. Landau, Zur Theorie der Energieübertragung ii, Phys. Z.
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