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We study coarse grainings - reductions of a dynamical system to its factor systems. In the literature, different variations of this problem are known under various denominations; including lumping, model reduction, aggregating, semi-conjugacy, etc.

In the first half we investigate the problem of simplifying a dynamical system by reducing the number of variables and give an algorithm achieving this in some special cases. Building on the known results we extend the theory of aggregations of heuristics. We then turn to a probabilistic generalisation of these models and show that in certain cases they coarse grain onto the well-known probabilistic game of Gambler's ruin for which we prove some new results.

In the second half coarse graining is used to motivate questions in topological dynamics. Given a system $(X, T)$ we study the induced system $\left(2^{X}, 2^{T}\right)$ on the hyperspace of compact non-empty subsets of $X$ and its periodic points. Related to this we construct an almost totally minimal system on the Cantor set. We also give a solution to a certain problem in topological dynamics related to $\omega$-limit sets and show how a known result on the Cantor set dynamics can be seen as a consequence of a structural result about shift spaces.
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## INTRODUCTION


lthough very simple, it could be argued that the idea of representing complex (or complicated) systems in terms of their simplified models is fundamental to all the sciences - for applied disciplines such as physics and engineering this goes without saying, but also in mathematics itself working with so called "toy models" often offers a great deal of insight. In this thesis we hope to show how this simple idea can be formalised in the framework of dynamical systems, how it can help to solve a number of different problems, and how it guided our own research in unexpected directions.

A system for us always means an ordered pair $(X, T)$ where $X$ is a topological space (often compact and metric), and $T: X \rightarrow X$ is a continuous (and often surjective) map. Given such a system, one would like to know what its trajectories

$$
x, T(x), T^{2}(x), T^{3}(x), \ldots
$$

look like for various initial conditions $x \in X$. But iterating the map $T$ many times may be infeasible, either because it is computationally demanding or because it is just technically inaccessible. In that case, one might hope to find a projection $\Xi: X \rightarrow Y$ onto a simpler system $(Y, S)$ which is compatible with the dynamics $(X, T)$. That is to say that the trajectories of $(Y, S)$

$$
y, S(y), S^{2}(y), S^{3}(y), \ldots
$$

should coincide with the projections under $\Xi$ of the trajectories of $(X, T)$. In other words $(Y, S)$ should be a model for $(X, T)$.

It requires only a little thought to see that this will be fulfilled provided that the following diagram commutes

or written symbolically

$$
\Xi \circ T=S \circ \Xi
$$

When this happens we shall say that $(X, T)$ coarse grains, or factors onto $(Y, S)$; that $\Xi$ is a coarse graining, or a semi-conjugacy, or a factor map of $(X, T)$; and that $(Y, S)$ is a factor of $(X, T)$.

It is only natural to require the projection $\Xi$ to be continuous and surjective. Surjective as we do not wish to introduce additional dynamical features that did not previously exist in the system $(X, T)$, and continuous as we would like that tiny perturbations in the initial condition of the original system correspond to tiny perturbations in the coarse grained system.

To give the reader a better idea of what a coarse graining is, let us consider a simplified description of our Solar System as it is being taught to the first year undergraduates in any classical mechanics course. The initial positions of the Sun, the planets and their moons are given as a set of $N$ position vectors in $\mathbb{R}^{3}$. Newtonian mechanics teach us that once we know their initial velocities, which is another set of $N$ vectors in $\mathbb{R}^{3}$, we can predict the behaviour of this system i.e. give the positions and velocities of any celestial body at any point in the future (and indeed in the past). Here we assume that the masses of all bodies are known and do not change over the course of time.

To fit this within our framework, we define a map $T:\left(\mathbb{R}^{3}\right)^{2 N} \rightarrow\left(\mathbb{R}^{3}\right)^{2 N}$ which to a given set of positions and velocities assigns the new set of data representing the system after one year has elapsed. This is a standard way to discretise a continuously running system.

This map $T$ is all we need to compute the state of our Solar System in 1-year time steps. If we wonder what the position of the planets will be in exactly iooo years from now, we simply run the map $T$ iteratively a thousand times on today's data and we shall obtain the answer.

But unfortunately the map $T$ is not easily obtainable, let alone computable. As we have seen above, in order to produce $T$ one would have to solve the equations of motion for our system. This is known as solving the $N$-body problem and is still very much an active area of research.

Consider now a projection map $\Xi:\left(\mathbb{R}^{3}\right)^{2 N} \rightarrow \mathbb{R}^{3} \times \mathbb{R}^{3}$ which to any configuration of celestial bodies assigns the position vector of its centre of mass $x \in \mathbb{R}^{3}$ and its velocity $v \in \mathbb{R}^{3}$. This is just the weighted average of all the position vectors and velocities in the system respectively. It is then a classical fact that the system $\left(\mathbb{R}^{3} \times \mathbb{R}^{3}, S\right)$ given (in the appropriate units) by

$$
S(x, v)=(x+v, v)
$$

is a factor of $\left(\left(\mathbb{R}^{3}\right)^{2 N}, T\right)$ via coarse graining $\Xi$.
The crucial point here is that the dynamics of $S$ requires no knowledge of the behaviour of the system given by $T$. The description of the dynamics on the coarser level is independent of the description of the dynamics on the finer level. And if one is interested only in the long term behaviour of the centre of mass of our Solar System then it suffices to study the system $S$ which is a simple translation by a fixed velocity vector $v$.

Let us remark that for the purposes of this discussion we assumed that our System is in isolation and not a part of any other celestial structure. We also remark that various energy and momenta conservation laws can be seen as coarse grainings to a stationary system in a similar fashion.

In the first part of this thesis we shall mostly be concerned with the existence of coarse grainings and algorithms to find them. Stated in this generality the question is elusive and some restrictions have to be imposed in order to be able to say anything meaningful. Therefore in Chapter 2 we restrict our attention to systems where the underlying space is $\mathbb{R}^{n}$ (or some subset of $\mathbb{R}^{n}$ ) and where the dynamics is given by an analytic map. We also require coarse grainings to be linear projections of a very special form - we require that they are induced by the partitions of the set $\{1,2, \ldots, n\}$. These special kinds of coarse grainings we call aggregations, or lumpings.

In that chapter we extend the results of Rowe, Vose and Wright [RVWo6] and give a criterion deciding when an aggregation is a valid coarse graining. This, in theory, gives an algorithm to find all
such aggregations of a given map. It turns out that this is not always very effective as we also show that the problem of existence of a non-trivial aggregation is NP-complete when the family of maps consists of Markov chain transition matrices i.e. linear maps. The results in this chapter form joint work with Chris Good, David Parker, and Jonathan E. Rowe.

In Chapter 3 we study a special class of Markov chains with the state space consisting of different colourings of a fixed connected graph. The vertices of the graph are meant to represent individuals and the transition probabilities are modelling interactions between them where each individual adopts the colour (in that chapter we use the term strategy rather then colour) of its neighbour with certain probability. These kinds of models have previously been studied in relation to disease spreading and voting models. We show how the coarse graining approach can be used to study their statistical properties. When the underlying graph is the complete graph, these dynamics coarse grain onto a generalised instance of Gambler's ruin - a classical problem in probability theory for which we prove some new results related to the mean duration of the game. The results in this chapter form joint work with John Haslegrave.

We begin Chapter 4 by defining the transfer operator on the space of measures over $X$. Given a system ( $X, T$ ) imagine that the space $X$ is filled with an inhomogeneous gas whose varying density is given by a map $g: X \rightarrow[0, \infty)$. It is then natural to ask how the density of this gas evolves under the map $T$. Under the assumption that no other dynamics (such as diffusion) takes place - the transfer operator is exactly what provides the dynamics in this case. We then use a particular coarse graining to motivate the study of induced systems on the hyperspace of compact non-empty subsets of $X$. In the central part of this chapter we investigate the interactions of the original system and its induced systems. In particular we seek to explain how dynamical properties - such as having periodic points of certain period — transfer from the original system to its induced systems. As a by-product we construct a dynamical system on the Cantor set which is almost totally minimal, as defined there, and obtain an interesting result on dynamical embeddings (Theorem 4.2I). The results in this chapter form joint work with Leobardo Fernández and Chris Good.

Finally Chapter 5 contains two additional results regarding the Cantor set dynamics. In the first part we reprove a result by Sherman from [Sher2] in which he shows that a system consisting entirely of
periodic points must either have a finitely based spectrum, a notion defined below, or otherwise have a non-trivial connected component. We show how, by using an appropriate coarse graining, his theorem can be seen as a corollary of a structural result about shift spaces.

The second part of this chapter revolves around $\omega$-limit sets and draws from the theory advanced in recent years by Barwell, Davies, Good, Knight, Meddaugh, Oprocha, and Raines. There we resolve a conjecture related to $\omega$-limit sets posed by Barwell in [Barıı, BDGı2]. He asked if $\omega$-limit sets are characterised by the ICT property in the systems with shadowing. We construct a Cantor system showing that the answer in general is no.

As we mentioned before, the idea of coarse graining is quite broad and it would be extremely difficult, if not impossible, to give a comprehensive treatment of the topic. This is why we chose to focus on different problems in which we could make use of this method. As a consequence the structure of this thesis is somewhat unconventional; the four main chapters are all written and can be read as self-contained units.

Lastly, we acknowledge that this research was funded by the HIERATIC project which aimed to develop a framework for understanding complex systems through the hierarchical decomposition — and the notion of coarse graining was used as a main tool for detecting higher level dynamics. As a consequence, large portions of this thesis appeared in technical reports of the HIERATIC project


In addition to this the material from Chapter 3 has been accepted for publication as a joint paper [HPı7] with John Haslegrave. The material from Chapter 4 is currently under review in a joint paper [FGPi6a] with Leobardo Fernández and Chris Good. Lastly, the material from Chapter 2 forms a joint paper [GPPR16] with Chris Good, David Parker, and Jonathan E. Rowe which is also currently under review. Other material from the HIERATIC project has not been included in this thesis but may appear in future papers.

## A CHARACTERISATION OF STATE SPACE AGGREGATIONS



E study coarse grainings of discrete time dynamical systems on $\mathbb{R}^{n}$. In particular we are interested in state space (or dimensional) aggregations. An aggregation is a simple change of variables transformation mapping $\mathbb{R}^{n}$ to $\mathbb{R}^{m}$ which is associated to a particular partition of the set $\{1,2, \ldots, n\}$. This means that there are only finitely many tentative aggregations available and in theory one could go through the whole list checking each if it produces a well-defined dynamics on $\mathbb{R}^{m}$, i.e. if it is a coarse graining of our system $\left(\mathbb{R}^{n}, T\right)$. The actual difficulty is thus to find an efficient way to target only (or some of) those partitions which produce aggregations compatible with $\left(\mathbb{R}^{n}, T\right)$.

In this chapter we show that if $T$ is in a certain class of maps (weighted binary tournaments) one can efficiently characterise and find all the compatible aggregations. The characterisation used for these maps can be generalised to work with analytic maps on $\mathbb{R}^{n}$, but it is no longer efficient enough to give a quick algorithm to identify compatible aggregations. Indeed, we are able to show that in any class of maps containing Markov chains (i.e. linear maps) the decision problem whether there exist a non-trivial aggregation is NP-complete.

We also show how our results apply to artificial chemistries, Random Heuristic Search models, and related finite population models.

The results in this chapter form joint work with Chris Good, David Parker, and Jonathan E. Rowe - the paper [GPPRI6] containing this material is currently under review.

Modelling real life dynamical systems is a challenging problem. Whether we are exploring social dynamics on a large scale, or trying to understand biological interactions in a cell at the molecular level, the number of variables involved to describe these processes is often too large for any meaningful
computer simulation or analysis to take place in a reasonable amount of time. One then has to resort to various techniques of simplifying the underlying model, thus reducing its dimension and enabling computation.

One typical approach is that of coarse graining. Given a (continuous) map $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, the map $\Xi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is a coarse graining of $T$ provided the following diagram commutes.


The point here is that the dynamics are preserved by $\Xi$ in the sense that $\Xi\left(T^{k}(x)\right)=S^{k}(\Xi(x))$ for any $k$ (in topological dynamics, such a $\Xi$ is called a semi-conjugacy). Typically, of course, in practical applications one wants $m$ to be very much smaller than $n$.

In this chapter we look at a systematic approach for finding those coarse grainings which are a result of aggregating or lumping dimensions. Our approach stems from analysing state space aggregations in the Random Heuristic Search framework developed by Vose [Vos99], but extends to provide a complete characterization of such coarse grainings for discrete time Markov processes and analytic maps on $\mathbb{R}^{n}$. The theory provides an algorithm for determining such coarse grainings. However, we also show that the problem of deciding whether a Markov chain has a non-trivial state space aggregation is NP-complete.

Consider the following problem from evolutionary biology. Suppose that for a set of $n$ states, which we might call genotypes, $G$ (for simplicity we frequently assume that $G=\{1,2, \ldots, n\}=[n]$ ) we are given a set of rules that determines which genotype is dominant in any given pair, i.e. the genotype inherited by the offspring. Equivalently, the rules specify an orientation for each edge of the complete graph over the set of $n$ vertices $G$. We write $k \rightarrow i$ to mean that mating between $k$ and $i$ produces an offspring of type $i$. One would then like to predict how a population of individuals with these genotypes evolves over time.

The first problem one faces is how to model this evolution. One common approach is to assume that the population is large and well-mixed. This leads to a model whose dynamics is given by a quadratic polynomial $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, T=\left(T_{1}, \ldots, T_{n}\right)$, where

$$
\begin{equation*}
T_{i}(p)=T_{i}\left(p_{1}, \ldots, p_{n}\right)=p_{i}\left(p_{i}+2 \sum_{k \rightarrow i} p_{k}\right), \text { for any } 1 \leq i \leq n, \tag{2.I}
\end{equation*}
$$

and where the sum runs over all the genotypes $k$ which are dominated by $i$. The function $T$ is the beuristic in the aforementioned Random Heuristic Search framework, but we shall often say that $T$ is a continuous, or infinite population model. The interpretation is as follows: suppose that we start with a population in which the proportions of different genotypes are given by $p=\left(p_{1}, \ldots, p_{n}\right)$, then $T_{i}(p)$ gives the probability that the offspring of two individuals chosen at random has genotype $i$. In particular, note that the non-negative portion $(p \geq 0)$ of the hyperplane $p_{1}+\cdots+p_{n}=1$ is invariant under $T$. We remark that this construction generalises binary tournaments given in [RVWosb, RVWo6].

Another approach is to consider finite population models. Assume that our population is of fixed size $r$ and that this total number does not change over time. Let $\mathbb{N}_{0}$ denote the set of non-negative integers and let $X_{r}^{n}$ be the set of all vectors in $\mathbb{N}_{0}^{n}$ whose terms sum to $r$, so that $v=\left(v_{1}, \ldots, v_{n}\right) \in X_{r}^{n}$ represents a population of $r$ individuals $v_{i}$ of whom have genotype $i$, for each $i \leq n$. Clearly $X_{r}^{n}$ has cardinality $C(n, r):=\binom{r+n-1}{r}$. We then define a discrete-time Markov chain with the state space $X_{r}^{n}$ where the transition probabilities are given by

$$
\begin{equation*}
\mathbb{P}[v \rightarrow w]=\frac{r!}{w_{1}!\cdots w_{n}!}\left(T_{1}(v / r)\right)^{w_{1}} \cdots\left(T_{n}(v / r)\right)^{w_{n}}=\frac{r!}{w!}(T(v / r))^{w}, \tag{2.2}
\end{equation*}
$$

where $T$ is as in (2.I). The equation above implies that, starting from a population $v \in X_{r}^{n}$, the transition probabilities are given by a multinomial random variable with the expectation $T(v / r)$ and the parameter $r$. In other words, if we start with the population $v$, in order to obtain the generation in the next time step we first compute $T(v / r)$, this represents the proportions of different labels in an urn from which we draw $r$ of them independently with replacement to form the new generation $w$.

Alternatively, one can think of this Markov chain purely in algorithmic terms. Starting with a population represented by $v \in X_{r}^{n}$, one randomly chooses two individuals from it with replacement.

They then produce an offspring which inherits the dominant genotype of the parents (if the parents have the same genotype or if the same parent is chosen twice, then the offspring inherits that same genotype). This 'mating' process is repeated $r$ times and results in a new generation of $r$ offspring represented by $w$. It was shown in [Vos99] that this leads to the same transition probabilities as given in (2.2).

Once a particular model has been chosen, one might try to reduce the state space in order to facilitate computations. This clustering of portions of the state space should be done in such a way that the dynamics on these 'higher level' states is still well-defined. In the present chapter we shall be interested only in reductions that work across the range of derived models we mentioned above. In Section 2.I we argue that the only simplifications to be considered under this requirement are state space aggregations that correspond to the changes of variables of the form $P_{i}=p_{i_{1}}+\cdots+p_{i_{k}}$ where each of the variables $p_{j}$ occurs exactly once in exactly one of $P_{i}$ s. This effectively gives a partition of the set of variables. It was shown by Vose in [Vos99] that for aggregations of this type it suffices to find those that are compatible with the continuous model as they naturally extend to aggregations for the derived models described above. We further show that they are also compatible with the dynamics of derived models from a larger class (Theorem 2.I) reinforcing the view that it is only aggregations of the continuous model that matter.

It turns out that for the map $T$ as in (2.I) it is possible to characterise all the valid aggregations efficiently using the notion of contiguous partitions. We say that an equivalence relation (or the corresponding partition) $\equiv$ on the set $G$ is contiguous with respect to an orientation $\rightarrow$ on $G$ if for all $i, j, k \in G$ we have

$$
i \equiv j \equiv k \quad \text { whenever } \quad i \equiv k \quad \text { and } \quad k \rightarrow j \rightarrow i
$$

In words, any two genotypes $i$ and $k$ that are in the same block of the partition must for each individual $j$ from any other block either both dominate or both be dominated by it. In Section 2.2 we prove

Theorem 2.3. Let $T$ be a beuristic as in (2.I). An equivalence relation on $G$ is compatible (i.e. gives a coarse graining) with $T$ if and only if it is contiguous with respect to $\rightarrow$.

This can be seen as an extension of the well-known condition for lumping states of a Markov chain (see e.g. $\left[\mathrm{KS}_{7} 6\right]$ ) which says that any two states that are lumped together must have exactly the same outgoing transition probabilities towards any of the blocks in the partition. Theorem 2.3 itself can further be seen as a Corollary of Theorem 2.II where, more generally, we give a criterion for finding compatible aggregations in terms of the Taylor coefficients of an analytic map.

Section 2.3 is about the computational complexity of our problem and there we show that even for Markov chains the problem of deciding whether a non-trivial aggregation of the system exists is NPhard (Theorem 2.6). It is then perhaps somewhat surprising to learn that in that same section we give a polynomial algorithm deciding the very same question in the class of weighted binary tournaments. Theorem 2.3 above and its analogue, Theorem 2.4, play a decisive role in constructing this algorithm.

In Section 2.4 we show how the systems we are studying can be interpreted in the context of artificial chemistries. And lastly Section 2.5 deals with aggregations of analytic maps. This can be seen as a general model encompassing all those discussed in the sections preceding it. The contiguity criterion manifests itself there as a condition on certain Taylor series coefficients, see (2.io).

Coarse graining has been previously studied by Vose and his collaborators and some useful criteria have been devised that guarantee existence of coarse grainings in certain cases [RVWo6, RVWosa, RVWosb, Buro7]. Other authors, most prominently Rabitz and collaborators [LR89, LR90, LRT94], and more recently Jacobi [Jacos], and Tomlin et al. [TLRT97] explored the coarse grainings of continuous systems given by differential equations. It is not hard to see that the theory of linear coarse grainings coincides in both the discrete and continuous systems.

We would like to stress that there are other approaches to simplifying the dynamics of iterated dynamical systems. These model reduction techniques include, most notably, singular value decomposition and variants thereof (see, for example, [JGo9, $\mathrm{GKK}^{+} \mathrm{o6]}$ ). However, in general these do not preserve the inner dynamics of the system, which is our primary concern.


Figure 2.I: Maps for which we characterise aggregations
2.I DIFFERENT MODELS

In this section we describe a general method for generating finite population Markov chain models akin to those we discussed in the introduction. Our starting point is an infinite model given by a map $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$. We further assume that $T$ maps the unit simplex $\Delta^{n}=\left\{p \in \mathbb{R}^{n} \mid \sum_{i=1}^{n} p_{i}=1\right.$ and $p_{i} \geq$ $0\}$ into itself.

Let

$$
\left\{Z_{\alpha}^{k, i}, Y_{\beta}^{k, i} \mid k, i \in \mathbb{N} \text { and } \alpha, \beta \in \Delta^{n}\right\}
$$

be a family of independent random variables where

$$
Z_{\alpha}^{k, i} \sim\left(\begin{array}{cccc}
1 & 2 & \ldots & n \\
\alpha_{1} & \alpha_{2} & \ldots & \alpha_{n}
\end{array}\right) \quad \text { and } \quad Y_{\beta}^{k, i} \sim\left(\begin{array}{cccc}
1 & 2 & \ldots & n \\
\beta_{1} & \beta_{2} & \ldots & \beta_{n}
\end{array}\right) .
$$

Let $r \in \mathbb{N}$, the population size, be fixed and recall that for our purposes $G=\{1,2, \ldots, n\}=[n]$. The family above acts as a stock of independent random variables we use to define a Markov chain $\left(S_{k}: k \in \mathbb{N}\right.$ ) over the state space $X_{r}^{n}$. The evolution of this chain is prescribed by a transition function

$$
F: X_{r}^{n} \times[n]^{\infty} \times[n]^{\infty} \rightarrow X_{r}^{n},
$$

and the rule

$$
S_{k+1}=F\left(S_{k} ; Z_{T\left(S_{k} / r\right)}^{k, 1}, Z_{T\left(S_{k} / r\right)}^{k, 2}, \ldots ; Y_{S_{k} / r}^{k, 1}, Y_{S_{k} / r}^{k, 2}, \ldots\right)
$$

The idea is that by varying $F$ one can emulate the effect of changing the simulation algorithm by means of which the finite population model evolves. This will better be understood in an example.

If we let $F$ be

$$
F_{1}\left(v ; i_{1}, i_{2}, \ldots ; j_{1}, j_{2}, \ldots\right)=\sum_{l=1}^{r} e_{i l},
$$

where $e_{i}$ is the $i^{\text {th }}$ vector of the canonical basis in $\mathbb{R}^{n}$, then the chain ( $S_{k}: k \in \mathbb{N}$ ) satisfies the following transition rule

$$
S_{k+1}=\sum_{l=1}^{r} e_{Z_{T\left(S_{k}(r)\right.}^{k l}} .
$$

In particular, this is precisely the same chain as the one described in the introduction. Each new generation $S_{k+1}$ is formed by drawing $r$ genes with replacement from an urn in which the distribution of different genes is given by $T\left(S_{k} / r\right)$.

Another useful choice is taking

$$
\begin{equation*}
F_{2}\left(v ; i_{1}, \ldots ; j_{1}, \ldots\right)=v+e_{i_{1}}-e_{j 1} . \tag{2.3}
\end{equation*}
$$

In this case our chain $\left(S_{k}: k \in \mathbb{N}\right)$ will satisfy

$$
S_{k+1}=S_{k}+e_{Z_{T\left(S_{k} / r\right)}^{k, 1}}-e_{Y_{k_{k}}^{k, 1}}
$$

and the next generation $S_{k+1}$ is produced by throwing out one individual uniformly chosen from the current population (the third term accounts for this) in order to free up one space for another individual carrying a gene randomly chosen from [ $n$ ] with weights $T\left(S_{k} / r\right)$ (the second term). When $T$ is quadratic as in (2.I) this evolution can, perhaps more naturally, be explained by saying that in each step a couple ${ }^{\mathrm{r}}$ is chosen that produces an offspring with the gene inherited from the dominant parent while at the same time, independently, one individual dies.

[^0]Clearly $F_{1}$ and $F_{2}$ represent two extreme approaches to modelling this system. The first is generational, as all the individuals get replaced at each step, while the other represents one change at a time evolution. There are various other possibilities in between which can be modelled by choosing a different $F$.

We now wish to show that any aggregation of genes that coarse grains the dynamics of $T$ also works for the models induced by $F_{1}$ and $F_{2}$. Indeed in Theorem 2.I below we give a sufficient condition on $F$ for this to happen.

Recall that an aggregation is a partition of the set $G=[n]$. By choosing some ordering on the blocks of the partition we can identify this with a function $\pi:[n] \rightarrow[m]$ where $m \leq n$. We set $\Xi_{\pi}$ to be an $m \times n$ matrix associated to this aggregation where

$$
\Xi_{\pi}(i, j)= \begin{cases}1, & \text { if } \pi(j)=i \\ 0, & \text { otherwise }\end{cases}
$$

Thus, the matrix $\Xi_{\pi}$ is the change of variable transformation corresponding to the aggregation $\pi$. Asking that $\pi$ is compatible with a map $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ amounts to asking that there exists a map $\tilde{T}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ such that $\Xi_{\pi}$ semi-conjugates $T$ and $\tilde{T}$, i.e.

$$
\Xi_{\pi} \circ T=\tilde{T} \circ \Xi_{\pi}
$$

Note that $\pi$ aggregates $G=\{1,2, \ldots, n\}$ but the induced models we now wish to consider have $X_{r}^{n}$ for the state space. There is, however, a natural partition on $X_{r}^{n}$ that $\pi$ induces and it is given by $\Xi_{\pi}$. In particular $\Xi_{\pi}$ maps $X_{r}^{n}$ to $X_{r}^{m}$.

Theorem 2.I. Let $F: X_{r}^{n} \times[n]^{\infty} \times[n]^{\infty} \rightarrow X_{r}^{n}$ be a modelling scheme which is compatible with any aggregation, i.e. such that for any $m \leq n$ and any $\pi:[n] \rightarrow[m]$ the map $\tilde{F}: X_{r}^{m} \times[m]^{\infty} \times[m]^{\infty} \rightarrow X_{r}^{m}$ is well-defined by the formula

$$
\tilde{F}\left(\Xi_{\pi}(v) ; \pi\left(i_{1}\right), \ldots ; \pi\left(j_{1}\right), \ldots\right)=\Xi_{\pi}\left(F\left(v ; i_{1}, \ldots ; j_{1}, \ldots\right)\right) .
$$

Then given any system $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ all the aggregations compatible with $T$ induce coarse grainings of the Markov model $\left(S_{k}: k \in \mathbb{N}\right)$ obtained via $F$.

Proof. Let $\pi:[n] \rightarrow[m]$ be an aggregation compatible with $T$. Employing the usual criteria for matching outgoing probabilities, it suffices to see that for any three states $v, u, w \in X_{r}^{n}$ the equation

$$
\mathbb{P}\left[\Xi_{\pi}\left(S_{k+1}\right)=\Xi_{\pi}(w) \mid S_{k}=v\right]=\mathbb{P}\left[\Xi_{\pi}\left(S_{k+1}\right)=\Xi_{\pi}(w) \mid S_{k}=u\right]
$$

holds as soon as $\Xi_{\pi}(v)=\Xi_{\pi}(u)$. The LHS of this expression is

$$
\begin{aligned}
& \mathbb{P}\left[\Xi_{\pi}\left(S_{k+1}\right)=\Xi_{\pi}(w) \mid S_{k}=v\right]= \\
& \quad=\mathbb{P}\left[\Xi_{\pi}\left(F\left(S_{k} ; Z_{T\left(S_{k} / r\right)}^{k} ; Y_{S_{k} / r}^{k}\right)\right)=\Xi_{\pi}(w) \mid S_{k}=v\right]= \\
& =\mathbb{P}\left[\tilde{F}\left(\Xi_{\pi}\left(S_{k}\right) ; \pi\left(Z_{T\left(S_{k} / r\right)}^{k}\right) ; \pi\left(Y_{S_{k} / r}^{k}\right)\right)=\Xi_{\pi}(w) \mid S_{k}=v\right]= \\
& \quad=\mathbb{P}\left[\tilde{F}\left(\Xi_{\pi}(v) ; \pi\left(Z_{T(v / r)}^{k}\right) ; \pi\left(Y_{v / r}^{k}\right)\right)=\Xi_{\pi}(w)\right]= \\
& \quad=\mathbb{P}\left[\tilde{F}\left(\Xi_{\pi}(v) ; Z_{\Xi_{\pi}(T(v / r)}^{k} ; Y_{\Xi_{\pi}(v) / r}^{k}\right)=\Xi_{\pi}(w)\right] .
\end{aligned}
$$

It remains to notice that the last expression above will not change if we substitute $u$ instead of $v$. This is because $\Xi_{\pi}(v)=\Xi_{\pi}(u)$, and hence also by assumption $\Xi_{\pi}(T(v / r))=\Xi_{\pi}(T(u / r))$. Now backtracking the same steps we get the RHS.

It is easy to check that both $F_{1}$ and $F_{2}$, regardless of the population size $r$, satisfy the hypothesis of the theorem above. Thus, we have just shown that the aggregations that work for the heuristic $T$, also coarse grain two associated infinite families of Markov chains. This justifies our primary concern of coarse graining heuristics.

At the end of this section we provide a simple example showing that even linear coarse grainings that are not induced by an aggregation of variables need not lead to a coarse graining of finite population models.

Example 2.2. Consider the identity map $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ given by $T\left(p_{1}, p_{2}, p_{3}\right)=\left(p_{1}, p_{2}, p_{3}\right)$. This trivial dynamics is clearly coarse grained by any map. In particular, the projection map $\Xi\left(p_{1}, p_{2}, p_{3}\right)=$
$p_{2}-p_{3}$ is a coarse graining albeit not induced by an equivalence relation. The transition matrix ${ }^{2}$ of the associated Markov chain constructed via $F_{2}$ with $r=2$ over the state space

$$
X_{2}^{3}=\{(2,0,0),(0,2,0),(0,0,2),(0,1,1),(1,0,1),(1,1,0)\}
$$

is

$$
\left[\begin{array}{cccccc}
1 & \cdot & \cdot & \cdot & 1 / 4 & 1 / 4 \\
\cdot & 1 & \cdot & 1 / 4 & \cdot & 1 / 4 \\
\cdot & \cdot & 1 & 1 / 4 & 1 / 4 & \cdot \\
\cdot & \cdot & \cdot & 1 / 2 & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & 1 / 2 & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & 1 / 2
\end{array}\right] .
$$

This matrix is clearly not compatible with the induced aggregation that merges the states ( $2,0,0$ ) and ( $0,1,1$ ).
2.2 AGGREGATING WEIGHTED BINARY TOURNAMENTS

In the previous section we argued why we are interested only in aggregations of the infinite model $T$. Here, we seek to characterise these aggregations for the case when $T$ is modelling a binary tournament of the form (2.I).

We start by orienting the complete graph $K_{n}$ over $G=[n]$ and define a map $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, $T=\left(T_{1}, \ldots, T_{n}\right)$ as in (2.I) by setting

$$
T_{i}(p)=T_{i}\left(p_{1}, \ldots, p_{n}\right)=p_{i}\left(p_{i}+2 \sum_{k \rightarrow i} p_{k}\right), \text { for any } 1 \leq i \leq n
$$

Recall that an equivalence relation $\equiv$ on $G$ is contiguous with respect to the orientation $\rightarrow$ if for all $i, j, k \in G$ we have

$$
\begin{equation*}
i \equiv j \equiv k \quad \text { whenever } \quad i \equiv k \quad \text { and } \quad k \rightarrow j \rightarrow i \tag{2.4}
\end{equation*}
$$

[^1]Note that $i$ and $k$ in the definition above are distinct as we cannot have $j \rightarrow i$ and at the same time $i \rightarrow j$. Also, in general, the relation $\rightarrow$ need not be transitive. An example of a non-transitive rule is the game 'Rock, paper, scissors' and extensions thereof. We can now state our characterisation of compatible aggregations for these systems. Its proof is omitted as it follows from more general Theorem 2.4 we prove below.

Theorem 2.3. Let $T$ be a heuristic as in (2.I). An equivalence relation on $G$ is compatible (i.e. gives a coarse graining) with $T$ if and only if it is contiguous with respect to $\rightarrow$.

Suppose that it is not an orientation that is given on $K_{n}$ but let $P: G^{2} \rightarrow[0,1]$ be a function such that $P(i, j)=1-P(j, i)$ for all $i, j \in G$. We call such a $P$ a selection map. The interpretation is that in a clash between $i$ and $j$, gene $i$ dominates with probability $P(i, j)$ and hence $j$ dominates with the probability $1-P(i, j)=P(j, i)$. Note that this forces $P(i, i)=1 / 2$ for all $i \in G$.

If $P(i, j) \in\{0,1\}$ whenever $i \neq j$ then this reduces to the previous case as $P(i, j)=1$ can be interpreted as orienting the edge connecting $i$ and $j$ by choosing $j \rightarrow i$. It turns out that there is a characterisation of admissible aggregations that is the same as the one given in Theorem 2.3. Of course, the definition of a contiguous partition requires some amendments.

An equivalence relation $\equiv$ on $G$ is contiguous with respect to a selection map $P$ if for all $i, j, k \in G$ we have

$$
\begin{equation*}
i \equiv j \equiv k \quad \text { whenever } \quad i \equiv k \quad \text { and } \quad P(i, j) \neq P(k, j) . \tag{2.5}
\end{equation*}
$$

We remark that this reduces to (2.4) when $P$ maps off-diagonal pairs to $\{0,1\}$.
If we denote by $\pi:[n] \rightarrow[m]$ the partition induced by the classes of $\equiv$ then the condition above amounts to requiring that for any two blocks $\pi^{-1}(s)$ and $\pi^{-1}(t)$, with $s \neq t$, and for any $i, k \in \pi^{-1}(s)$ and $j \in \pi^{-1}(t)$ we have $P(i, j)=P(k, j)$.

If we let $l$ be any other element in $\pi^{-1}(t)$, the same condition now applied with the roles of $\pi^{-1}(s)$ and $\pi^{-1}(t)$ swapped gives $P(j, k)=P(l, k)$. But since $P$ is a selection this implies $P(k, j)=P(k, l)$ and hence $P(i, j)=P(k, l)$.

This shows that for a contiguous partition there is a well defined selection map $P:[m]^{2} \rightarrow[0,1]$ such that $P(s, t)+P(t, s)=1$ for all $s, t \in[m]$, and for every $i \in \pi^{-1}(s)$ and $j \in \pi^{-1}(t)$ we have $P(s, t)=P(i, j)$. Although these are two different maps, we shall keep the same notation.

How does the heuristic map look in this more general setting? Let us compute the probability that the winning gene in a random pairing is of type $i$.

$$
\begin{equation*}
T_{i}\left(p_{1}, \ldots, p_{n}\right)=p_{i}^{2}+\sum_{k \in[n]\{i\}} 2 p_{i} p_{k} P(i, k)=2 p_{i} \sum_{k=1}^{n} P(i, k) p_{k}, \tag{2.6}
\end{equation*}
$$

where we noted that $P(i, i)=1 / 2$. Any such $T$ induced by a selection map $P$ is said to be a weighted binary tournament. Note that the formula for $T$ again reduces to (2.I) if the range of $P$ is $\{0,1\}$ on the off-diagonal pairs. We are now ready to prove our characterisation.

Theorem 2.4. Let $P$ be a selection map on $G$, and let the heuristic $T$ be as in (2.6). An equivalence relation on $G$ is compatible (i.e. gives a coarse graining) with $T$ if and only if it is contiguous with respect to $P$.

Proof. Let $\pi:[n] \rightarrow[m]$ be the map associated to the partition of $G=[n]$ induced by a contiguous equivalence relation, and let $\Xi_{\pi}$ be the associated aggregation. Take $s \in[m]$ and calculate

$$
\begin{aligned}
\left(\left(\Xi_{\pi} \circ T\right)(p)\right)_{s}= & \sum_{\pi(i)=s} T_{i}(p)
\end{aligned}=\sum_{\pi(i)=s} 2 p_{i}\left(\sum_{k=1}^{n} P(i, k) p_{k}\right)=, ~=2 \sum_{\pi(i)=s} p_{i}\left(\sum_{t=1}^{m} \sum_{\pi(k)=t} P(i, k) p_{k}\right)=2 \sum_{\pi(i)=s} p_{i}\left(\sum_{t=1}^{m} P(s, t) \sum_{\pi(k)=t} p_{k}\right) .
$$

Thus $\Xi_{\pi} \circ T=\tilde{T} \circ \Xi_{\pi}$, where $\tilde{T}=\left(\tilde{T}_{1}, \ldots, \tilde{T}_{m}\right)$. This shows that $\Xi$ is a coarse graining of the system and, moreover, we see that the coarse grained map $\tilde{T}$ is in the same form as the original one. It expresses the rule of transformation for meta-genes that are given by the blocks of the partition $\pi$.

Conversely, suppose that $\pi:[n] \rightarrow[m]$ is a partition of $[n]$ whose associated aggregation $\Xi_{\pi}$ coarse grains $T$. We need to prove that the equivalence relation that it induces is contiguous with respect to $P$. To that end, take $s, t \in[m], s \neq t$. Following the discussion after (2.s) above, it suffices
to prove that for any $i, k \in \pi^{-1}(s)$ and $j \in \pi^{-1}(t)$ we have $P(i, j)=P(k, j)$. For the sake of getting a contradiction assume that $i, k$ and $j$ are chosen such that $P(i, j)<P(k, j)$.

To simplify the notation we can, without loss of generality, assume that $i=1, k=2, j=3$. Take vectors $v=(1 / 2,0,1 / 2,0, \ldots, 0)$ and $w=(0,1 / 2,1 / 2,0, \ldots, 0)$ and note that

$$
\Xi_{\pi}(v)=\Xi_{\pi}(w)
$$

and since $\Xi_{\pi}$ is a coarse graining we must also have

$$
\left(\Xi_{\pi} \circ T\right)(v)=\left(\Xi_{\pi} \circ T\right)(w)
$$

and hence also

$$
\left(\left(\Xi_{\pi} \circ T\right)(v)\right)_{\pi(1)}=\sum_{\pi(k)=\pi(1)} T_{k}(v)=T_{1}(v)=\frac{1}{2}(P(1,1)+P(1,3))
$$

is equal to

$$
\left(\left(\Xi_{\pi} \circ T\right)(w)\right)_{\pi(1)}=\sum_{\pi(k)=\pi(1)} T_{k}(w)=T_{2}(w)=\frac{1}{2}(P(2,2)+P(2,3)) .
$$

As $P(1,1)=P(2,2)=1 / 2$, we get $P(1,3)=P(2,3)$, which contradicts the initial assumption $P(1,3)<P(2,3)$. This finishes the proof of the other implication.

To finish this section we give an example of a weighted binary tournament whose one generalisation will be the main theme of Chapter 3 .

Example 2.5. Let $p \in[0,1]$ be a fixed parameter. We set $G=[n]=\{1,2, \ldots, n\}$ and let $P:[n]^{2} \rightarrow$ $[0,1]$ be a selection map on $G$ given by:

$$
P(i, j)=\left\{\begin{array}{lll}
p & \text { if } & i>j \\
1-p & \text { if } & i<j \\
1 / 2 & \text { if } & i=j
\end{array}\right.
$$

This means that among any two different types of genes the one labelled with the higher number dominates with probability $p$. And this is regardless of the chosen pair. The associated heuristic map $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ can be computed from the equation (2.6) and in this case reduces to:

$$
T_{i}\left(p_{1}, \ldots, p_{n}\right)=p_{i}^{2}+2 p_{i}\left(\sum_{k<i} p p_{k}+\sum_{k>i}(1-p) p_{k}\right) .
$$

Using Theorem 2.4 we can deduce which equivalence relations over [ $n$ ] are compatible with the dynamics of this weighted binary tournament.

If $p=1 / 2$ it is clear that any equivalence relation will do as $P$ is identically equal to $1 / 2$ and so (2.5) is vacuously satisfied.

If $p \neq 1 / 2$ then taking into account the definition of $P$ the same condition can be rewritten as

$$
\begin{equation*}
i \equiv j \equiv k \quad \text { whenever } \quad i \equiv k \quad \text { and } \quad i<j<k \text { or } i>j>k . \tag{2.7}
\end{equation*}
$$

Above we noted that (2.5) is always going to be satisfied when either $i=j$, or $k=j$, or $i=k$; and we could safely assume that $i, j$, and $k$ are all distinct.

The condition (2.7) can now be reinterpreted as saying that each block of a compatible equivalence relation must be an interval in $\{1,2, \ldots, n\}$ with the usual ordering.

In this section we present a result showing that even for Markov Chains, i.e. linear maps, finding aggregations is a difficult task in general. More precisely we show

Theorem 2.6. Deciding if there exists a non-trivial aggregation for a Markov chain is NP-complete.

Recall that a Markov chain defined by a stochastic $n \times n$ matrix $M$ possesses a non-trivial aggregation if there exist a (non-trivial) surjective partitioning function $\pi:[n] \rightarrow[m]$ where $1<m<n$, and an $m \times m$ matrix $R$ such that

$$
\Xi M=R \Xi
$$

where $\Xi=\Xi_{\pi}$ is the change of variable transformation associated to $\pi$.

In order for this decision problem to be well defined we clearly need to restrict the entries of transition matrices to be in a countable domain, say in $\mathbb{Q}$. Note however that by multiplying each entry of the matrix $M$ by a sufficiently large number we can obtain a matrix with integer entries and constant column sums which clearly has a non-trivially aggregation if and only if $M$ does.

Further note that this problem is indeed in NP as given $M, \Xi$, and $R$ verifying if this is a solution amounts to multiplying and comparing matrices. It will thus suffice to show that some well-know NP-complete problem, say the subset sum problem (SSP), is polynomially reducible to the problem of deciding if an integer matrix with constant column sums has a non-trivial aggregation. For more details on these notions we refer the reader to any textbook dealing with complexity, e.g. [TWo6].

Recall that SSP (originally the KNAPSACK problem in Karp's list [Kar72]) is an NP-complete decision problem that asks, given a set of positive integers $\left\{a_{1}, \ldots, a_{n}\right\}$ and an integer $0<K<\sum_{i=1}^{n} a_{i}$, whether there exists a subset $I \subseteq[n]$ such that $\sum_{i \in I} a_{i}=K$.

Proof of Theorem 2.6. Let an input for $\operatorname{SSP}\left(\left\{a_{1}, \ldots, a_{n}\right\}, K\right)$ be given. Set $L=\sum_{i=1}^{n} a_{i}-K$ and let $M$ be an $(n+2) \times(n+2)$ matrix as below

$$
M=\left[\begin{array}{ccccc}
a_{1} & 2 a_{1} & 3 a_{1} & \ldots & (n+2) a_{1} \\
a_{2} & 2 a_{2} & 3 a_{1} & \ldots & (n+2) a_{2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
a_{n} & 2 a_{n} & 3 a_{1} & \ldots & (n+2) a_{n} \\
(n+2) K & (n+1) K & n a_{1} & \ldots & K \\
(n+2) L & (n+1) L & n a_{1} & \cdots & L
\end{array}\right] .
$$

Note that $0<L<\sum_{i=1}^{n} a_{i}$. We claim that $M$ has a non-trivial aggregation if and only if the given SSP instance has a solution. This will be enough to finish the proof as this reduction is clearly polynomial in the size of the input.

First assume that $I \subseteq[n]$ solves the SSP, i.e. $\sum_{i \in I} a_{i}=K$. Let $I^{c}$ denote the complement of $I$ in $[n]$. Thus $\sum_{i \in I^{\prime}} a_{i}=L$.

Define $\pi:[n+2] \rightarrow[2]$ by

$$
\pi(i)= \begin{cases}1 & \text { if } i \in I \text { or } i=n+1 \\ 2 & \text { otherwise }\end{cases}
$$

and let $\Xi=\Xi_{\pi}$ be the associated change of variables transformation. One readily checks that

$$
\Xi M=R \Xi,
$$

where

$$
R=\left[\begin{array}{ll}
(n+3) K & (n+3) K \\
(n+3) L & (n+3) L
\end{array}\right]
$$

and thus $M$ has a non-trivial aggregation.
Conversely, assume that $\pi:[n+2] \rightarrow[m]$ is a non-trivial aggregation compatible with $M$, where $1<m<n+2$. Let $\boldsymbol{\Xi}=\boldsymbol{\Xi}_{\pi}$ and $R$ be such that

$$
\begin{equation*}
\Xi M=R \Xi \tag{2.8}
\end{equation*}
$$

holds. By the pigeon-hole principle and because of non-triviality there must exist $k \in[m]$ such that $1<\left|\pi^{-1}(k)\right|<n+2$. Choose two different integers $s, t \in \pi^{-1}(k)$. Inspecting the elements on positions $(k, s)$ and $(k, t)$ in matrices $\Xi M$ and $R \Xi$ and using $(2.8)$ we conclude that they are the same and they equal

$$
s \sum_{i \in I} a_{i}+(n+3-s)(\varkappa K+\lambda L)=t \sum_{i \in I} a_{i}+(n+3-t)(\varkappa K+\lambda L)=R_{(k, k)},
$$

where $I=\pi^{-1}(k) \cap[n]$ and $x$ and $\lambda$ are $0-1$ indicators depending on whether $(n+1)$ and $(n+2)$ respectively are in $\pi^{-1}(k)$. From here we get

$$
(s-t) \sum_{i \in I} a_{i}=(s-t)(\varkappa K+\lambda L)
$$

and as $s \neq t$

$$
\sum_{i \in I} a_{i}=\varkappa K+\lambda L .
$$

The only possibilities are now:

- $\varkappa=\lambda=1$ and $I=[n]$,
- $\varkappa=1, \lambda=0$ and $I \subsetneq[n]$,
- $\varkappa=0, \lambda=1$ and $I \subsetneq[n]$,
- $\varkappa=\lambda=0$ and $I=\emptyset$.

The first can be discarded as it would imply that $\pi^{-1}(k)=[n+2]$ and the aggregation given by $\pi$ is trivial. Similarly, the last is impossible as it would imply that $\pi^{-1}(k)=\emptyset$ contradictory to our choice of $k \in[m]$. If the second holds then $I$ is the subset solving our SSP $\sum_{i \in I} a_{i}=K$, and in case the third one holds, the complement $I^{c}$ of $I$ in $[n]$ solves the SSP $\sum_{i \in I^{c}} a_{i}=K$, as we know that $\sum_{i \in I} a_{i}=L$. This completes the proof of the theorem.

To aid the understanding, we illustrate the proof above with an example.

Example 2.7. Take two instances of $\operatorname{SSP}(\{5,6,1,8\}, 12)$ and ( $\{9,4,12,1\}, 15)$. The construction from the proof gives matrices

$$
M_{1}=\left[\begin{array}{cccccc}
5 & 10 & 15 & 20 & 25 & 30 \\
6 & 12 & 18 & 24 & 30 & 36 \\
1 & 2 & 3 & 4 & 5 & 6 \\
8 & 16 & 24 & 32 & 40 & 48 \\
72 & 60 & 48 & 36 & 24 & 12 \\
48 & 40 & 32 & 24 & 16 & 8
\end{array}\right], \quad M_{2}=\left[\begin{array}{cccccc}
9 & 18 & 27 & 36 & 45 & 54 \\
4 & 8 & 12 & 16 & 20 & 24 \\
12 & 24 & 36 & 48 & 60 & 72 \\
1 & 2 & 3 & 4 & 5 & 6 \\
90 & 75 & 60 & 45 & 30 & 15 \\
66 & 55 & 44 & 33 & 22 & 11
\end{array}\right] .
$$

The first system has a valid aggregation $\{\{1,2,3,5\},\{4,6\}\}$ and one can check that $\Xi_{1} M_{1}=R_{1} \Xi_{1}$ where

$$
\Xi_{1}=\left[\begin{array}{llllll}
1 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 1
\end{array}\right], \quad R_{1}=\left[\begin{array}{cc}
84 & 84 \\
56 & 56
\end{array}\right] .
$$

This agrees with the fact that the first instance of SSP has a solution $a_{1}+a_{2}+a_{3}=5+6+1=12$. Here $n=4$ and the set of indices giving the solution is $I=\{1,2,3\}=\{1,2,3,5\} \cap[4]$.

The other instance of SSP does not have a solution and the consequence is, as we have proved, that the Markov chain defined via transition probabilities in the normalised matrix $\frac{1}{182} M_{2}$ has no non-trivial aggregations.

It is worth noting that the problem of finding a non-trivial aggregation can be efficiently solved for certain classes of systems. For example, weighted binary tournaments discussed in Section 2.2 form one such a class. The polynomial algorithm that checks for non-trivial aggregations in that case is given below.

The algorithm relies heavily on the fact that we have an efficient way of checking whether a partition gives a compatible aggregations by means of the contiguity test (2.5), see also Theorem 2.4. In particular this means that given any non-trivial compatible partition $\left\{S_{1}, \ldots, S_{k}\right\}$ of $[n]$, and assuming that $\left|S_{1}\right|>1$, the refined partition $\left\{S_{1}\right\} \cup\left\{\{i\} \mid i \in[n] \backslash S_{1}\right\}$ is also a non-trivial aggregation for the same weighted binary tournament. This reduces the number of aggregations we need to check greatly, but still leaves exponentially many of them to be considered. The final trick making this work in polynomial time is that by virtue of (2.5) at each step we can either verify that the current lump $S$ is a block of a compatible aggregation, or we can increase it by at least one element $S \longleftarrow S \cup Q$ and be certain we are not omitting any solutions by doing so.
input : Rational $n \times n$ matrix P satisfying $\mathrm{P}_{i j}+\mathrm{P}_{j i}=1$ and $\mathrm{P}_{i i}=1 / 2$
output: Yes if the tournament given by P has an aggregation, No otherwise
foreach $s, t \in[n], s \neq t$ do
$S \longleftarrow\{s, t\}$
repeat
$Q \longleftarrow \emptyset$
foreach $j \in[n] \backslash S$ do
j_is_not_compatible $\longleftarrow$ No
foreach $i, k \in S, i \neq k$ do
if $\mathrm{P}_{i j} \neq \mathrm{P}_{k j}$ then
j_is_not_compatible $\longleftarrow$ Yes
end
end
if $j$ _is_not_compatible then
$Q \longleftarrow \bar{Q} \cup\{j\}$
end
end
$S \longleftarrow S \cup Q$
until $Q=\emptyset$
if $S \neq[n]$ then
return Yes
end
end
return No

Let us explain in plain words what this algorithm does. It starts by considering all possible pairs $s, t \in[n], s \neq t$ and then attempts to prove that there is a compatible aggregation lumping those two variables together. $S$ is the current candidate for a block of a compatible aggregation. Using criterion (2.5) the algorithm picks all the elements $Q \subseteq[n] \backslash S$ that falsify the contiguity property. If $Q=\emptyset$ then we have a certificate of $S$ being a lump of a non-trivial compatible aggregation, otherwise $S \cup Q$ is taken to be a new candidate. If in the end this results with $S$ being everything ( $S=[n]$ ) we conclude that no non-trivial aggregation lumps $s$ and $t$ together. Should this be the case for all the pairs $s$ and $t$, we have a proof that no non-trivial aggregations exist.

This discussion thus proves

Theorem 2.8. Determining whether a non-trivial aggregation for a weighted binary tournament exists is in P .
2.4 ARTIFICIAL CHEMISTRIES

We shall now show that the selection map model considered in Section 2.2 can further be generalised to include an even larger class of quadratic maps. A natural way to interpret these is through artificial chemistries.

Example 2.9 (Chemical reactions of degree 2). Let each number in [ $n$ ] represent a different chemical. Assume that for each choice of two chemicals $c_{1}$ and $c_{2}$ (not necessarily different) we are given a distribution $\tau_{v}=\left(\tau_{1, v}, \tau_{2, v}, \ldots, \tau_{n, v}\right)$ over $[n]$ whose entries are interpreted as the proportions of each of the chemicals produced by a chemical reaction involving the particles $c_{1}$ and $c_{2}$ as reactants. The vector $v \in X_{2}^{n}$ is, as before, used to represent the chosen pair by setting $v=e_{c_{1}}+e_{c_{2}}$. We can also write this as a set of $\binom{n+1}{2}$ equations of the form

$$
c_{1}+c_{2} \rightarrow \tau_{1, v} \cdot 1+\tau_{2, v} \cdot 2+\cdots+\tau_{n, v} \cdot n .
$$

The evolution of such a system (assuming the chemical solution contains a large number of particles and is well-mixed) is given by $T=\left(T_{1}, \ldots, T_{n}\right): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ where

$$
T_{i}(p)=\sum_{v \in X_{2}^{n}} \frac{2}{v_{1}!\cdots v_{n}!} \tau_{i, v} p_{1}^{v_{1}} \cdots p_{n}^{v_{n}}=\sum_{v \in X_{2}^{n}} \frac{2}{v!} \tau_{i, v} p^{v}
$$

The factor $2 / v!$ accounts for the number of different ways to choose the reactants represented by $v$. Here it is either 2, if the reactants are different, or 1 , if they are not.

One can show that for an aggregation $\Xi$ to be compatible with this dynamics $\Xi\left(\tau_{1, v}, \ldots, \tau_{n, v}\right)=$ $\Xi\left(\tau_{1, w}, \ldots, \tau_{n, w}\right)$ must hold true whenever $\Xi(v)=\Xi(w)$. In other words, taking the blocks of the partition associated with $\Xi$ as meta-chemicals, the distributions over these must be well-defined for all the pairings of meta-chemicals as reactants. This is a direct consequence of Theorem 2.II we prove later on.

We could interpret any system given by a selection map as in (2.6), as a chemistry of degree 2 . But the chemistries are still more general since they also incorporate systems as in the following example.

Example 2.10. Consider a second order chemistry on $\mathbb{Z}_{n}=\{0,1,2, \ldots n-1\}$ with the reaction rules

$$
i+j \rightarrow 1 \cdot(i+j \bmod n), \quad \text { for all } i, j \in \mathbb{Z}_{n}
$$

Following Example 2.9, a partition $\pi: \mathbb{Z}_{n} \rightarrow M$ will be a valid aggregation if and only for any two of its blocks, it is well defined which block they produce. Let us fix one of the blocks $\pi^{-1}(m)$ for $m \in M$. Then for any element $d \in \mathbb{Z}_{n}$ the set $\left(\pi^{-1}(m)+d \bmod n\right)$ must be contained within one block. From here it is not hard to see that all the blocks are translates (or cosets) of the set $\{0, l, 2 l, \ldots,(n-l)\}$, where $l$ is some positive divisor of $n$. Thus the range of $\pi$ in $M$ can be given a group structure that makes it isomorphic to $\mathbb{Z}_{l}$.

This establishes a correspondence between the compatible aggregations and the divisors of $n$. In fact, both the compatible aggregations and the set of divisors of $n$ come equipped with a natural partial order making them into lattices. It is not hard to see that these lattices are isomorphic and the refinement relation in the former corresponds to the relation 'is divisible by' in the latter.

In this section we give a general framework incorporating, amongst others, models from Sections 2.2 and 2.4. Our results in this section apply to maps that are given by an absolutely convergent series $T=\left(T_{1}, \ldots, T_{n}\right): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$

$$
\begin{equation*}
T_{i}(p)=\sum_{v_{1}, \ldots, v_{n} \in \mathbb{N}_{0}} \frac{\alpha_{i, v}}{v_{1}!\cdots v_{n}!} p_{1}^{v_{1}} \cdots p_{n}^{v_{n}}=\sum_{v \in \mathbb{N}_{0}^{n}} \frac{\alpha_{i, v}}{v!} p^{v} \tag{2.9}
\end{equation*}
$$

where $\alpha_{i, v} \in \mathbb{R}$ for $1 \leq i \leq n, v \in \mathbb{N}_{0}^{n}$ is a family of parameters. Our goal is to derive a sufficient and necessary condition for an aggregation $\pi:[n] \rightarrow[m]$ to be compatible with $T$ solely in terms of these parameters. Indeed, we prove

Theorem 2.II. Let $T=\left(T_{1}, \ldots, T_{n}\right): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be an absolutely convergent series as in (2.9) defining an analytic function on $\mathbb{R}^{n}$. An aggregation $\Xi=\Xi_{\pi}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ (associated to $\pi:[n] \rightarrow[\mathrm{m}]$ ) is a valid coarse graining if and only if

$$
\begin{equation*}
\Xi\left(\alpha_{1, v}, \ldots, \alpha_{n, v}\right)=\Xi\left(\alpha_{1, w}, \ldots, \alpha_{n, w}\right) \text { whenever } v, w \in \mathbb{N}_{0}^{n} \text { with } \Xi(v)=\Xi(w) \tag{2.10}
\end{equation*}
$$

In particular, for all $u \in \mathbb{N}_{0}^{m}$ the coefficients $\left(\beta_{1, u}, \ldots, \beta_{m, u}\right)=\Xi\left(\alpha_{1, v}, \ldots, \alpha_{n, v}\right)$, where $v \in \mathbb{N}_{0}^{n}$ is chosen such that $\Xi(v)=u$, are well-defined and the coarse grained system is a convergent series on $\mathbb{R}^{m}$ given by $Q=\left(Q_{1}, \ldots, Q_{m}\right): \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ where

$$
Q_{i}(q)=\sum_{u_{1}, \ldots, u_{m} \in \mathbb{N}_{0}} \frac{\beta_{i, u}}{u_{1}!\cdots u_{m}!} q_{1}^{u_{1}} \cdots q_{m}^{u_{m}}=\sum_{u \in \mathbb{N}_{0}^{m}} \frac{\beta_{i, u}}{u!} q^{u} .
$$

Note the similarity between condition (2.10) above and (2.5). Indeed, it is not hard to see that the former generalises the latter when $T$ is a heuristic induced by a two point selection, and hence the theorem above generalises Theorem 2.4.

Our proof of this result is elementary and relies on the well-known multi-variable multinomial theorem and the fact that aggregations compatible with $T$ must also be compatible with any of the
partial derivatives of $T$. We also use a criterion for coarse grainings from [RVWo6] specialised for the case of linear maps, Proposition 2.13 below.

Recall that, as before $p=\left(p_{1}, \ldots, p_{n}\right) \in \mathbb{R}^{n}$, and $e_{i}$ is $i$-th vector of the canonical basis in $\mathbb{R}^{n}$. Variables $v, w$, etc. are reserved for labelling vectors in $\mathbb{N}_{0}^{n}$ and $|v|:=v_{1}+v_{2}+\cdots+v_{n}$. Following the multi index notation due to Schwartz, the factorial function naturally extends over integral vectors via $v!=v_{1}!\cdots v_{n}!$ and so do integral powers $p^{v}:=p_{1}^{v_{1}} p_{2}^{v_{2}} \cdots p_{n}^{v_{n}}$. It is also convenient to introduce a shorthand $C(n, r):=\binom{r+n-1}{r}$, and for the space of (real) $m \times n$ matrices $M_{m \times n}$. We also use vectors to denote partial derivatives as in $\partial_{v} T(p)=\frac{d^{|v|}}{d p_{1}^{1} \ldots d p_{n}^{v_{n}}} T\left(p_{1}, \ldots, p_{n}\right)$.

The multinomial theorem is extremely easy to state using the introduced notation. The proof is classical and is left to the reader.

Proposition 2.12 (The vector multinomial theorem). Let $\Xi \in M_{m \times n}$ be a stochastic 0-1 matrix $(m \leq n)$ and $\pi:[n] \rightarrow[m]$ the associated aggregation, and let $u \in \mathbb{N}_{0}^{m}$. For any $p \in \mathbb{R}^{n}$ we have

$$
(\Xi p)^{n}=\prod_{j=1}^{m}\left(\sum_{\pi(i)=j} p_{i}\right)^{u_{j}}=\sum_{y \in \mathbb{N}_{0}^{v} \cap \Xi^{-1}(u)} \frac{u!}{y!} p^{y} .
$$

Proposition 2.13 (Rowe et al. [RVWo6, Theorem I]). Let $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a continuously differentiable map and let $\Xi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}, m \leq n$, be a linear transformation. Then $\Xi$ is a coarse graining of the system $T$ if and only if the kernel of $\Xi$ is invariant under the differential of $T$ at any point of the domain $\mathbb{R}^{n}$, formally

$$
\begin{equation*}
(D T)_{x} \cdot \operatorname{ker} \Xi \subseteq \operatorname{ker} \Xi \quad \text { for all } x \in \mathbb{R}^{n} \tag{2.II}
\end{equation*}
$$

Lemma 2.14. Let $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a smooth function of class $C^{d}$ and let $\Xi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a linear map. If $\Xi$ is a coarse graining of the system $T$ then it coarse grains $\partial_{v} T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ for any $v \in \mathbb{N}_{0}^{n}$ for which $|v| \leq d$.

Proof. It is enough to prove that $\partial_{i} T=\partial_{e_{i}} T=\frac{d}{d p_{i}} T$ is coarse grained via $\Xi$ for any $1 \leq i \leq n$ as the general result will then follow by induction. We denote the coarse grained system by $\tilde{T}$ and calculate

$$
\begin{aligned}
\Xi \frac{d}{d p_{i}} T(p) & =\Xi \lim _{h \rightarrow 0} \frac{1}{b}\left(T\left(p+h e_{i}\right)-T(p)\right)=\lim _{h \rightarrow 0} \frac{1}{b}\left(\Xi T\left(p+h e_{i}\right)-\Xi T(p)\right)= \\
& =\lim _{h \rightarrow 0} \frac{1}{b}\left(\tilde{T}\left(\Xi p+h \Xi e_{i}\right)-\tilde{T}(\Xi p)\right)=(D \tilde{T})_{\Xi p} \Xi e_{i}
\end{aligned}
$$

which is a function of $\Xi p$ as can be seen from the formula.

Note that the linearity of both the derivative and $\Xi$ is crucial here as it has allowed us to swap the operators $\partial_{e_{i}}$ and $\Xi$. We also note in passing that the calculation above proves that a surjective linear coarse graining of a smooth map produces a system with the same degree of smoothness. In fact, as Tóth et al. prove in [TLRT 97 , Theorem 2.I], the Lipschitz property is also preserved in the coarse grained system, and with the same order. We now proceed to prove the main result.

Proof of Theorem 2.II. To simplify notation we write $\alpha_{v}$ for the vector of parameters ( $\alpha_{1, v}, \ldots, \alpha_{n, v}$ ) and similarly for $\alpha_{w}$. This allows us to fully exploit the vector notation and write (2.9) as

$$
T(p)=\sum_{v \in \mathbb{N}_{0}^{v}} \frac{\alpha_{v}}{v!} p^{v} .
$$

Assume first that $\Xi(v)=\Xi(w)$ implies $\Xi\left(\alpha_{v}\right)=\Xi\left(\alpha_{w}\right)$. We need to show that $\Xi(T(p))$ is a function of $\Xi(p)$. We calculate

$$
\begin{aligned}
& \Xi(T(p))=\Xi\left(\sum_{v \in \mathbb{N}_{0}^{n}} \frac{1}{v!} \alpha_{v} p^{v}\right)=\sum_{v \in \mathbb{N}_{0}^{n}} \frac{1}{v!} \Xi\left(\alpha_{v}\right) p^{v}=\sum_{u \in \mathbb{N}_{0}^{n}} \sum_{v: \Xi(v)=u} \frac{1}{v!} \Xi\left(\alpha_{v}\right) p^{v}= \\
& \quad=\sum_{u \in \mathbb{N}_{0}^{n}} \frac{1}{u!} \beta_{u} \sum_{v: \Xi(v)=u} \frac{u!}{v!} p^{v}=\sum_{u \in \mathbb{N}_{0}^{n}} \frac{1}{u!} \beta_{u}(\Xi p)^{u}=Q(\Xi p)
\end{aligned}
$$

where we used the multinomial theorem.
Conversely, assume that the aggregation $\Xi$ is a coarse graining of $T$. It suffices to show that $\Xi(v)=\Xi(w)$ implies $\Xi\left(\alpha_{v}\right)=\Xi\left(\alpha_{w}\right)$ when $v-w=e_{i}-e_{j}$, i.e. when the vectors $v$ and $w$ differ by I at exactly two coordinates. For any other choice of an equivalent pair $v$ and $w$ we can construct a chain of
intermediate equivalent vectors transforming $v$ to $w$ by changing one coordinate at the time. Applying the base case to each link in the chain will produce a chain of equalities giving the general case. For example, if $n=4$ and the aggregation corresponds to the partition $\{\{1,2,3\},\{4\}\}$ then

$$
(3,0,0,1) \rightsquigarrow(2,1,0,1) \rightsquigarrow(1,2,0,1) \rightsquigarrow(0,2,1,1)
$$

is a valid sequence of intermediate transformations.

Assume, therefore, that for some $y, v, w \in \mathbb{N}_{0}^{n}$ we have $y=v-e_{i}=w-e_{j}$, and $\boldsymbol{\Xi}(v)=\boldsymbol{\Xi}(w)$. Using Lemma 2.14 we get that $\Xi$ coarse grains $\partial_{y} T$. Note that $e_{i}-e_{j}=v-w \in \operatorname{ker} \Xi$, and the necessary condition for coarse graining (2.1I) implies that

$$
\begin{aligned}
& \left(D\left(\partial_{y} T\right)\right)_{(0, \ldots, 0)}\left(e_{i}-e_{j}\right)=\partial_{e_{i}} \partial_{y} T(0, \ldots, 0)-\partial_{e_{j}} \partial_{y} T(0, \ldots, 0)= \\
& \quad=\partial_{v} T(0, \ldots, 0)-\partial_{w} T(0, \ldots, 0) \in \operatorname{ker} \Xi .
\end{aligned}
$$

Hence,

$$
\Xi\left(\partial_{v} T(0, \ldots, 0)\right)=\Xi\left(\partial_{w} T(0, \ldots, 0)\right) .
$$

But the series for $T$ is given as a Taylor series about $(0, \ldots, 0)$ and therefore $\partial_{v} T(0, \ldots, 0)=\alpha_{v}$ for all $v \in \mathbb{N}_{0}^{n}$. Thus $\Xi\left(\alpha_{v}\right)=\Xi\left(\alpha_{w}\right)$, as required.

Observation. Note that the proof works even if the series expansion for $T$ is given about a point other than 0 . This allows to extend the result to any analytic function $T$ just by requiring that the condition (2.ro) holds locally for a series expansion of $T$ about any point in the domain.

Corollary 2.15. Let $T=\left(T_{1}, \ldots, T_{n}\right): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be an analytic function as in (2.9). An aggregation $\Xi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is a valid coarse graining if and only if it coarse grains each of the homogeneous components
of $T$ which are defined for each $d \in \mathbb{N}_{0}$ as the projection $T^{(d)}=\left(T_{1}^{(d)}, \ldots, T_{n}^{(d)}\right): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ on the space of homogeneous polynomials of degree $d$ where

$$
T_{i}^{(d)}(p)=\sum_{\substack{v_{1}, v_{n} \in \mathbb{N}_{0} \\ v_{1}+\cdots+v_{n}=d}} \frac{\alpha_{i, v}}{v_{1}!\cdots v_{n}!} p_{1}^{v_{1}} \cdots p_{n}^{v_{n}}=\sum_{v \in \mathbb{N}_{0}^{n}:|v|=d} \frac{\alpha_{i, v}}{v!} p^{v} .
$$

Proof. It suffices to note that $|v|=|\Xi(v)|$ and similarly for $w$, and hence $|v|=|w|$ whenever $\Xi(v)=$ $\Xi(w)$. Applying Theorem 2.1 twice will now give the result.

### 2.6 CONCLUDING REMARKS

In the present chapter we gave a criterion for an aggregation of variables to be compatible with a map that is given by its series expansion; and showed how it can be applied to artificial chemistries. Despite the attractive and deceptively simple looking characterisations presented here, we also showed that the existence of a non-trivial compatible aggregation is a difficult problem in general. This means that for some systems, an algorithm searching for compatible aggregations cannot essentially be better then the one that exhaustively tests all the partitions of the set of variables.

For certain classes of problems, as we saw in the case of binary tournaments, it is possible to give an efficient algorithm searching for aggregations. The ideas we used here are somewhat similar in flavour to those used in other model reduction algorithms for DTMCs, one of such being 'partition minimisation' introduced by Paige and Tarjan in [PT87], and adapted to Markov chains in [DHSoz].

We also looked into different ways of modelling finite number particles systems. Given an infinite population model, one possible way of simulating the system was using Random Heuristic Search framework. The main characteristic of the RHS approach is that it is generational. Each new generation, although dependent on the previous one, consists of an entirely new collection of entities. Sometimes, other approaches may be more appropriate. Indeed, if our algorithm is supposed to simulate a real biological system, it is natural to allow the members of different generations to coexist. Similarly, if we are to simulate a chemical process, we would like to keep most of the particles for the new generation,
and only those few that bump into another particle with which they can react, will be replaced with a product of the reaction in the next time step.

Artificial chemistries are a fruitful area and it is no surprise that different authors (Fontana et al. [FB94], Tóth et al. [TLRT97], Dittrich et al. [DDFo7] to name a few) model chemical reactions in different ways. What seems promising is that all of them incorporate a polynomial model similar to the one we had above. This should mean that the results on compatible aggregations can be easily transferred across the modelling paradigms, and this is something we would like to explore in future.

## REACHING CONSENSUS ON A CONNECTED GRAPH


$N$ this chapter we study a simple random process by means of which vertices of a connected graph can reach a mutual decision only through pairwise interactions with their neighbours. Each vertex of the graph is initially assigned a label (we shall call them strategies) from the set $[n]=\{1,2, \ldots, n\}$ uniformly at random. Then at each time step one of the edges of the graph is selected uniformly at random and the two vertices it connects get relabelled as follows: with probability p both adopt the higher strategy and with probability $1-p$ both adopt the lower one. Almost surely this process has to terminate in finite time with all the vertices playing the same strategy.

In the special case when the underlying graph is the complete graph over $r$ vertices $K_{r}$ it is not too difficult to see that we can lump together any two isomorphic labellings of $K_{r}$. This means that we consider two labellings the same if the number of vertices playing each of the strategies is the same. This gives a coarse graining onto a Markov chain with the underlying state space $X_{r}^{n}$ (as defined in Section 2.I). Indeed this chain is exactly the same as the one obtained by considering the heuristic map $T$ from Example 2.5 and the chain from Section 2.I induced by the transition function $F_{2}$ defined in (2.3).

If the underlying graph is not complete then it is no longer the case that labellings with the same counts are necessarily isomorphic and thus the models considered in this chapter are truly a generalisation of those studied in Chapter 2.

For these models one can compute probabilities that a certain strategy gets chosen and these, surprisingly, do not depend on the network structure between the vertices. For the class of regular graphs those in which each vertex is adjacent to the same number of neighbours - and with the restriction to two strategies one can also show that the expected waiting time until the decision bas been made is the shortest for the complete graph. These two results are due to Haslegrave [ $\mathrm{HP}_{\mathrm{I}}$ ].

In order to obtain the formula for the mean of the waiting time we also study a version of the classical gambler's ruin process with delays. We obtain explicit expressions for the expected time until absorption and also prove that this monotonically increases with the parameter $p \in[0,1 / 2]$ in case of symmetric delays. As a direct application we obtain the monotonicity result for the mean of the waiting time until consensus on the complete graph when the number of strategies is 2 .

In the last section we briefly mention two results, again due to Haslegrave, that give upper bounds on the waiting time for $p=0$.

The results in this chapter form joint work with John Haslegrave and the paper [ $\mathrm{H} \mathrm{P}_{17}$ ] containing this material has been accepted for publication.

The reader should be warned that in order to maintain consistency with [ $\mathrm{HP}_{17}$ ] the notation is slightly altered below. From this point onwards we denote the number of strategies by $m$, and the number of vertices in the connected graph by $n$.

Let us reiterate. We consider the evolution of a system on a connected graph $G$ with $n$ vertices. Each vertex has a strategy taken from $\{1, \ldots, m\}$ (we shall frequently write $[m]$ for this set). The starting strategies of the vertices are chosen independently and uniformly at random. At each time step an edge is chosen uniformly at random, and both vertices are updated to have the same strategy, which is the higher of the two with probability $p$ and the lower with probability $1-p$. This simple model covers a broad range of real-life scenarios where a consensus is reached via pairwise interactions among the individual agents, whether we are interested in modelling an infectious disease spread or the process by which a certain gene became prevalent in the human genome.

The model was inspired by the well-studied tournament games in the theory of genetic algorithms (see Rowe, Vose and Wright [RVWo6, RVWosa] and Vose [Vos99]) and indeed, it is a generalisation of these as we have seen in the introduction. The idea is that the underlying connected graph allows for modelling a spatial aspect of the problem at hand. It therefore comes as a surprise when in Section 3.1 we prove that the probability that a certain strategy prevails does not depend on the network structure of the vertices. This is achieved by reducing the problem to the study of the two-strategy case by looking at contiguous partitions of the strategy set. Validity of these coarse grainings was previously checked only for the complete graph case in [RVWosa] (and see also Example 2.5).

The expected time to reach a consensus will, of course, depend on the graph structure and we are able to give explicit formula for this mean only for the case of the complete graph and two strategies. This is done in Section 3.2 by relating the problem to a version of the gambler's ruin process with delays. By elementary means we show that this expression is monotonic in parameter $p \in[0,1 / 2]$ in the case of symmetric delays, which translates to a monotonicity result for the expected decision time of our process on the complete graph. Computer simulations using the PRISM model-checking software [ $\mathrm{KNP}_{\mathrm{II}}$ ] seem to indicate that this holds true more generally for any fixed connected graph but the proof remains elusive.

It seems natural to conjecture that for a fixed parameter $p$ the process over the complete graph, on average, reaches consensus most quickly. This is again supported by the computer simulations but has been only proven it in the class of regular graphs where each vertex is adjacent to the same number of neighbours and with the restriction to two strategies, see Section 3.I.
3.I ABSORPTION PROBABILITIES; THE OPTIMALITY OF THE COMPLETE GRAPH

Since $G$ is connected, eventually the process will, with probability 1 , reach a state where only one strategy remains. Let $S$ be the random variable denoting the strategy that is left. Below we reproduce an argument due to Haslegrave showing that the distribution of $S$ depends only on parameters $n, m$, and $p$. In particular, it does not depend on the structure of $G$, only its order.

Theorem 3.I (Haslegrave). For any graph $G$ with $n$ vertices, if the initial state is chosen uniformly at random from $[m]^{n}$ then $\mathbb{P}(S=l)$ does not depend on the structure of $G$.

Proof. Trivially if $p=1 / 2$ all strategies are equivalent, and each is equally likely to remain to the end, so we may assume $p \neq 1 / 2$. We first compute $\mathbb{P}(S \leqslant l)$ by coarse graining the strategies into those at most $l$ and those exceeding $l$; call these sets of strategies $A$ and $B$ respectively. This is a coarse graining in the sense that when we consider the vertices as playing strategies in $\{A, B\}$ nothing changes unless the edge chosen has one vertex with strategy $A$ and one with strategy $B$ (call this a "significant edge"), in which case they will both adopt $B$ with probability $p$ and both adopt $A$ with probability $1-p$. Thus
the coarse grained process we obtain on strategies $\{A, B\}$ is exactly the same as the original process for $m=2$, save that the distribution of starting states is different. We shall have $S \leqslant l$ if and only if the coarse grained process reaches consensus with all vertices playing $A$.

Write $a_{0}$ for the number of vertices initially playing $A$, and let $a_{r}$ be the number playing $A$ after the $r^{\text {th }}$ time a significant edge is chosen. The evolution of $a_{r}$ is a random walk with absorbing states at 0 and $n$, where $a_{r}=a_{r-1}+1$ with probability $1-p$ and $a_{r}=a_{r-1}-1$ with probability $p$, independent of which edges are chosen, and indeed independent of $G$. So the probability that $a_{r}$ reaches $n$ before 0 , i.e. $\mathbb{P}(S \leqslant l)$, does not depend on $G$, only on $n$, $m$ and $l$. Therefore $\mathbb{P}(S=l)=\mathbb{P}(S \leqslant l)-\mathbb{P}(S \leqslant l-1)$ is also independent of $G$.

Remark 3.2. Note that the process $\left(a_{r}\right)_{r \in \mathbb{N}_{0}}$ above is just an instance of the classical gambler's ruin process (precisely defined in the following section) and using the formulae from say [Fel68] one can obtain the probability that $a_{r}$ reaches $n$ before 0 conditionally on $a_{0}=k$ :

$$
\mathbb{P}\left(S \leq l \mid a_{0}=k\right)=\frac{(1-p)^{n}-p^{k}(1-p)^{n-k}}{(1-p)^{n}-p^{n}}, \quad \text { for } 0 \leq k \leq n
$$

Recall that the initial distribution of strategies is uniform and thus the probability that any vertex starts with a strategy in $A$ which is less than or equal to $l$ is $\frac{l}{m}$. As there are $n$ vertices in $G$, the probability that exactly $k$ of them are initially playing $A$ is:

$$
\mathbb{P}\left(a_{0}=k\right)=\binom{n}{k}\left(\frac{l}{m}\right)^{k}\left(\frac{m-l}{m}\right)^{n-k}, \quad \text { for } 0 \leq k \leq n
$$

Now using

$$
\mathbb{P}(S \leq l)=\sum_{k=0}^{n} \mathbb{P}\left(S \leq l \mid a_{0}=k\right) \mathbb{P}\left(a_{0}=k\right)
$$

and

$$
\mathbb{P}(S=l)=\mathbb{P}(S \leq l)-\mathbb{P}(S \leq l-1)
$$

one obtains the following expression for these probabilities:

$$
\mathbb{P}(S=l)= \begin{cases}1 / m & \text { if } p=1 / 2 \\ \frac{(2 p l-2 p+m-m p-l+1)^{n}-(2 p l+m-m p-l)^{n}}{(m-m p)^{n}-(m p)^{n}} & \text { otherwise. }\end{cases}
$$

The probability of a particular strategy remaining at the end does not depend on the structure of $G$, but the time taken until this point is reached will do. It is natural to conjecture that the graph which has the quickest expected time is $K_{n}$. Haslegrave showed this for the special case where $G$ is known to be regular and $m=2$. We quote the result below and omit the proof as it does not employ any coarse graining ideas.

Theorem 3.3 (Haslegrave). For $m=2$ and any values of $n$ and $p, K_{n}$ bas the shortest expected time to completion of any $n$-vertex regular graph.

### 3.2 GAMBLER'S RUIN WITH DELAYS

In this section we consider a special case of our problem of reaching a consensus on the complete graph with $n$ vertices where $m=2$. We shall say that the vertices playing strategy 1 are active and those playing strategy 2 are inactive. Because of the symmetries of the complete graph, from the probabilistic point of view, it is easily seen that the evolution of this system is isomorphic to a random walk over the set of states $\{0,1, \ldots, n\}$ with 0 and $n$ being absorbing states. More precisely, given that $k$ vertices are active and the remaining $n-k$ are inactive, the probability of sampling a significant edge (see Section 3.I) is $\gamma_{k}=\frac{2 k(n-k)}{n(n-1)}$ and conditionally on choosing a significant edge the probability of activating yet another vertex is $1-p$, and with probability $p$ a previously active vertex is deactivated. We remark in passing that the probability of sampling a significant edge is symmetric under swapping the strategies, $\gamma_{n-k}=\gamma_{k}$. Below, we recall some of the theory on random walks relevant to our problem.

Gambler's ruin (GR) is a classical problem in probability theory. Given fixed parameters $p \in$ $[0,1 / 2]$ and $n \in \mathbb{N}$, a Markov chain $\left(X_{t}\right)_{t \in \mathbb{N}_{0}}$ over the state space $\{0,1, \ldots, n\}$ is defined as follows.

The states 0 and $n$ are set to be absorbing and the remaining transition probabilities for states $0<k<n$ are given by

$$
\begin{gathered}
p_{k, k-1}=\mathbb{P}\left(X_{t+1}=k-1 \mid X_{t}=k\right)=p, \\
p_{k, k+1}=\mathbb{P}\left(X_{t+1}=k+1 \mid X_{t}=k\right)=1-p .
\end{gathered}
$$

This Markov chain models the situation where a gambler enters a casino with $£ X_{0}$ in his pocket and plays a sequence of games in which his odds of winning are $p: 1-p$ and each time he bets $£ 1$ on his win. This continues until he either hits his goal $£ n$, or until he bankrupts, whichever occurs first. The time of this happening is represented by the random variable $T=\min \left\{t \in \mathbb{N}_{0}: X_{t} \in\{0, n\}\right\}$ and is usually called the absorption time, which is known to be almost surely finite.

There are a few interesting quantities to investigate in this setting: the probability of gambler's ruin and how it depends on the initial capital, $\mathbb{P}\left(X_{T}=0 \mid X_{0}=k\right)$, the expected time for this to happen, $\mathbb{E}\left(T \mid X_{0}=k, X_{T}=0\right)$, etc. It turns out that for the classical GR many of these quantities can be explicitly computed. This is usually done by employing martingale theory (see e.g. Williams [Wilyr]), or, more elementarily, by solving certain recurrence relations (as in [Fel68]).

In the present chapter we seek to analyse the more general problem of gambler's ruin with delays (DGR). Given $p$ and $n$ as before, and a sequence of parameters $\left(\gamma_{1}, \ldots, \gamma_{n-1}\right) \in(0,1]^{n-1}$ we define a new Markov chain $\left(X_{t}\right)_{t \in \mathbb{N}_{0}}$ over $\{0,1, \ldots, n\}$ with 0 and $n$ still being absorbing states and the following transition probabilities for $0<k<n$ :

$$
\begin{gathered}
p_{k, k-1}=\mathbb{P}\left(X_{t+1}=k-1 \mid X_{t}=k\right)=p \gamma_{k}, \\
p_{k, k+1}=\mathbb{P}\left(X_{t+1}=k+1 \mid X_{t}=k\right)=(1-p) \gamma_{k}, \\
p_{k, k}=\mathbb{P}\left(X_{t+1}=k \mid X_{t}=k\right)=1-\gamma_{k} .
\end{gathered}
$$

This modifies the previous model by allowing a draw outcome of a game with probability $1-\gamma_{k}$ in which case our gambler's fortune is unchanged, and conditioned on winning or losing $£ 1$ the probabilities are the same as before. It may seem artificial as a game of chance to allow the probability of the draw
outcome to depend on the current fortune of the gambler. However, for our purposes, this is exactly what was needed, as the number of significant edges (and hence the probability to sample one) at any time depends only on the number of currently active vertices.

Note that setting $\gamma_{0}=0, \gamma_{n}=0$ the formulae above extend to $0 \leq k \leq n$. In the special case $\gamma_{1}=\cdots=\gamma_{n-1}=1$ we recover the classical GR.

There is a vast amount of literature dealing with gambler's ruin and its extensions. This ranges from classical textbooks on probability such as Feller's [Fel68] to recent papers generalising the original problem in various directions. Engel [Eng93], Stirzaker [Sti94, Stio6], Bruss, Louchard and Turner [BLTo3], and Swan and Bruss [SBo6] all look at the problem of $N>2$ gamblers playing each other at random and compute probabilities of each player being ruined and various other associated quantities depending on the initial wealth distribution. Some authors refer to this as the $N$-tower problem as the process can be visualised by $N$ towers of stacked coins where at each step a coin is taken from the top of a tower chosen at random and placed on another tower amongst the others chosen again at random. The game stops when one of the towers becomes empty.

Other variations include two players (a casino and a gambler) with multiple currencies [ KPO ] by Kmet and Petkovšek. Lengyel in [Leno9] and Gut in [Gutı3] allow ties, and more generally Katriel in [KatI4, Katı3] studies absorption time for a game in which the pay-off is a random variable with range $[-v,+\infty) \cap \mathbb{Z}$ for a positive integer $v$. Common to all these is that they assume identically distributed increments, whereas we allow that these depend on the given state.

In Gut's paper [Guti3], a particular instance of DGR when all the delays are the same is investigated. One can recover all of his results (with slightly different notation) by setting $\gamma_{1}=\cdots=\gamma_{n-1}=1-r$. El-Shehawey [ESo9] allows all the probabilities to win, lose or draw to depend on the player's current fortune. This is indeed a more general setting then ours but only absorption (i.e. ruin) probabilities are provided there and the expected waiting time until absorption is not considered. The procedure to compute these expectations was, however, described in Parzen's book [Par99, pp. 239-241] and we apply it to our setting below.

We shall now derive the formula for the expected time of absorption of DGR. As before, $T$ is the time of absorption. To simplify notation, for each $0 \leq k \leq n$ we denote $\mathbb{E}\left(T \mid X_{0}=k\right)$ by $E_{k}$. Note
that the ratio $\frac{p_{k, k-1}}{p_{k}, k+1}=\frac{p}{1-p} \in[0,1]$ is fixed and we denote it by $\lambda$. In order to calculate the expected time of absorption, we need to solve the following recurrence relation

$$
\begin{equation*}
\gamma_{k} E_{k}=1+\gamma_{k}\left(p E_{k-1}+(1-p) E_{k+1}\right), \tag{3.1}
\end{equation*}
$$

for $0<k<n$, with the boundary conditions $E_{0}=0$, and $E_{n}=0$. Note that the associated homogeneous equation

$$
\begin{equation*}
E_{k}=p E_{k-1}+(1-p) E_{k+1} \tag{3.2}
\end{equation*}
$$

whose solutions yield the probabilities for the chain to be absorbed in 0 or $n$, depending on which boundary conditions are imposed, is the same as in the case of classical GR. In other words, since the equation (3.2) above does not depend on the lagging parameters $\gamma_{k}$, the probability that the gambler bankrupts before earning $£ n$ is the same for both DGR and GR.

It is not hard to see that for any $a, b \in \mathbb{R}$ the expression $a+b \lambda^{k}$ solves the homogeneous equation above and finding the solution is therefore just a matter of fitting the constants $a$ and $b$. In order to find all the solutions to (3.1) it therefore suffices to find just one particular solution to it. One way to solve this is by assuming a series expansion $\sum_{i} a_{i} \lambda^{i}$ of the solution. After a somewhat tedious computation which we deliberately skip, one can obtain the solution:

$$
\begin{equation*}
E_{k}=\frac{1+\lambda}{1-\lambda}\left(S_{n} \frac{1-\lambda^{k}}{1-\lambda^{n}}-\sum_{i=1}^{k-1} \frac{1}{\gamma_{i}}\left(1-\lambda^{k-i}\right)\right) \text {, for } 0 \leq k \leq n \tag{3.3}
\end{equation*}
$$

where

$$
S_{n}=\sum_{i=1}^{n-1} \frac{1}{\gamma_{i}}\left(1-\lambda^{n-i}\right) .
$$

The reader is invited to check that this indeed satisfies both the recurrence relation (3.I) and the boundary conditions. Setting $\gamma_{1}=\cdots=\gamma_{n-1}=1-r$ gives

$$
\begin{gathered}
S_{n}=\frac{1}{1-r}\left(n-\frac{1-\lambda^{n}}{1-\lambda}\right), \\
E_{k}=\frac{1}{1-r} \cdot \frac{1+\lambda}{1-\lambda}\left(n \frac{1-\lambda^{k}}{1-\lambda^{n}}-k\right),
\end{gathered}
$$

which coincides with the result in Gut's aforementioned paper [Guti3].
Note that plugging in the values $\gamma_{i}=\frac{2 i(n-i)}{n(n-1)}$ into (3.3) will give the explicit formula for the expected time of reaching a consensus on the complete graph assuming we start with $k$ supporters of the first (more persuasive if $p<1 / 2$ ) and $n-k$ of the second (weaker) option.

Remark 3.4. Note that all the formulae have a removable singularity at 1 and hence are well defined by continuity at $\lambda=1$ which corresponds to $p=1 / 2$.

### 3.2.I Monotonicity of the mean absorption time

We now wish to show that as $p$ increases from 0 to $1 / 2$ (or $\lambda$ from 0 to 1 ) the mean absorption time monotonically increases as well. We could try to prove that each $E_{k}$ is monotonic in $p$ but this clearly is not true even in the case with no delays. One can easily compute that, for example, $E_{1}$ when $n=3$ attains a global maximum at $\lambda=(-1+\sqrt{3}) / 2$. For this reason we shall be considering symmetric sums $E_{k}+E_{n-k}$.

Unfortunately, these symmetric sums are also not in general monotonic. It turns out, however, that for a fixed $0<k<n$ the symmetric term $E_{k}+E_{n-k}$ is indeed increasing with $\lambda$, as long as we assume that the parameters $\gamma_{i}$ are symmetric, i.e. if $\gamma_{i}=\gamma_{n-i}$ for $0<i<n$. Note that for the application we have in mind this suffices, as the starting distribution of strategies over the graph is usually chosen in a way that makes it symmetric under swapping the strategies, and also the probability of sampling a significant edge (which is interpreted as a delay parameter $\gamma_{i}$ ) only depends on the number of vertices currently playing one or the other strategy, and, as we noted before, is independent under swapping the two strategies.

We shall first give the proof of this fact for the classical GR which immediately extends to the case where all the parameters $\gamma_{i}$ are the same. We shall need the following lemma.

Lemma 3.5. Let $\alpha>1$. The function

$$
f(\lambda)=\frac{1-\lambda}{1+\lambda} \cdot \frac{1+\lambda^{\alpha}}{1-\lambda^{\alpha}}
$$

is a decreasing (non-negative) function of $\lambda$ on $[0,1]$.

Proof. The function is continuously differentiable on $(0,1)$ with $f^{\prime}(0)=-2$, hence it suffices to show that $f^{\prime}$ does not have zeros in $(0,1)$.

The zeros of $f^{\prime}$, if they were to exist, would have to satisfy the following equation

$$
\alpha \lambda^{\alpha-1}\left(1-\lambda^{2}\right)+\lambda^{2 \alpha}-1=0,
$$

or the equivalent one

$$
g(\lambda)=\alpha\left(\frac{1}{\lambda}-\lambda\right)+\left(\lambda^{\alpha}-\frac{1}{\lambda^{\alpha}}\right)=0 .
$$

Setting $\lambda=e^{-t}$ we get

$$
g(\lambda)=h(t)=2 \alpha(\sinh (t)-\sinh (\alpha t))
$$

and it suffices to show that $h(t)$ does not have zeros in $t \in(0,+\infty)$. But this is clear since sinh is increasing on $(0,+\infty)$ and hence $t<\alpha t$ implies $\sinh (t)-\sinh (\alpha t)<0$.

Theorem 3.6. In the classical GR setting, the symmetrised expectation

$$
E_{k}+E_{n-k}=n \cdot \frac{1+\lambda}{1-\lambda} \cdot \frac{\left(1-\lambda^{k}\right)\left(1-\lambda^{n-k}\right)}{1-\lambda^{n}}
$$

is a (non-negative) increasing function of $\lambda$ on $[0,1]$ for each $0 \leq k \leq n$.

Proof. Note,

$$
1-\lambda^{n}=\frac{1}{2}\left(1-\lambda^{k}\right)\left(1+\lambda^{n-k}\right)+\frac{1}{2}\left(1+\lambda^{k}\right)\left(1-\lambda^{n-k}\right) .
$$

Hence,

$$
\frac{1}{E_{k}+E_{n-k}}=\frac{1}{2 n}\left(\frac{1-\lambda}{1+\lambda} \cdot \frac{1+\lambda^{n-k}}{1-\lambda^{n-k}}+\frac{1-\lambda}{1+\lambda} \cdot \frac{1+\lambda^{k}}{1-\lambda^{k}}\right)
$$

and applying Lemma 3.5 twice yields the result.

We would now like to prove the same result for the general symmetric DGR. The expression for the symmetric term is

$$
\begin{align*}
& E_{k}+E_{n-k}=\frac{1+\lambda}{1-\lambda}\left[\sum_{i=1}^{n-1} \frac{1}{\gamma_{i}}\left(1-\lambda^{n-i}\right) \frac{2-\lambda^{k}-\lambda^{n-k}}{1-\lambda^{n}}\right. \\
&\left.\quad-\sum_{i=1}^{k-1} \frac{1}{\gamma_{i}}\left(1-\lambda^{k-i}\right)-\sum_{i=1}^{n-k-1} \frac{1}{\gamma_{i}}\left(1-\lambda^{n-k-i}\right)\right] . \tag{3.4}
\end{align*}
$$

For a fixed $0<i<n$ letting $\gamma_{i}=\gamma_{n-i}$ tend to 0 whilst keeping the rest of the parameters bounded away from zero, the terms containing $\frac{1}{\gamma_{i}}=\frac{1}{\gamma_{n-i}}$ will become dominant which means that the expression above increases with $\lambda$ if and only if each of those terms increases with $\lambda \in[0,1]$. It now remains to collect the like terms involving $\frac{1}{\gamma_{i}}=\frac{1}{\gamma_{n-i}}$, and to show that these are increasing with $\lambda$.

Let us fix $k$ and $i$. We may assume that $0<k, i \leq n / 2$ as it is assumed that $\gamma_{i}$ s are invariant under changing $i$ with $n-i$, and as the expression under consideration $E_{k}+E_{n-k}$ is also symmetric. The term multiplying $\frac{1}{\gamma_{i}}=\frac{1}{\gamma_{n-i}}$ in (3.4) is

$$
\begin{equation*}
\frac{1+\lambda}{1-\lambda}\left[\left(2-\lambda^{n-i}-\lambda^{i}\right) \frac{\left(2-\lambda^{k}-\lambda^{n-k}\right)}{1-\lambda^{n}}-\left(1-\lambda^{k-i}\right)-\left(1-\lambda^{n-k-i}\right)\right] \tag{3.5}
\end{equation*}
$$

if $i<k$, and hence $n-i>n-k$; and

$$
\begin{equation*}
\frac{1+\lambda}{1-\lambda}\left[\left(2-\lambda^{n-i}-\lambda^{i}\right) \frac{\left(2-\lambda^{k}-\lambda^{n-k}\right)}{1-\lambda^{n}}-\left(1-\lambda^{n-k-i}\right)-\left(1-\lambda^{i-k}\right)\right] \tag{3.6}
\end{equation*}
$$

if $i>k$, and hence $n-i<n-k$. If $k=i$ both expressions are valid. Notice that swapping $i$ with $k$ transforms one into another and therefore it suffices to prove that the expression in (3.5) is an increasing function of $\lambda \in[0,1]$ for fixed $0<i \leq k \leq n / 2$.

Remark 3.7. Note that in case $n$ is even and $i=n / 2$, we have $i=n-i$ and also $k \leq i$, so in order not to double-count, the expression we should be considering is not (3.6) but rather

$$
\frac{1+\lambda}{1-\lambda}\left[\left(1-\lambda^{n / 2}\right) \frac{\left(2-\lambda^{k}-\lambda^{n-k}\right)}{1-\lambda^{n}}-\left(1-\lambda^{n / 2-k}\right)\right]
$$

which is exactly a half of (3.6). It therefore still suffices to show monotonicity of (3.6), or equivalently (3.5).

Let us denote by $G(\lambda)$ the expression inside the square brackets in (3.5):

$$
G(\lambda)=\left(2-\lambda^{n-i}-\lambda^{i}\right) \frac{\left(2-\lambda^{k}-\lambda^{n-k}\right)}{1-\lambda^{n}}-\left(1-\lambda^{k-i}\right)-\left(1-\lambda^{n-k-i}\right) .
$$

Then in order to show that

$$
\lambda \mapsto \frac{1+\lambda}{1-\lambda} \cdot G(\lambda)
$$

is increasing on $[0,1]$ it is sufficient to show that

$$
H(\lambda)=\frac{1+\lambda^{i}}{1-\lambda^{i}} \cdot G(\lambda)
$$

is increasing and non-negative on the same domain, as by virtue of Lemma 3.5 we know that

$$
\lambda \mapsto \frac{1+\lambda}{1-\lambda} \cdot \frac{1-\lambda^{i}}{1+\lambda^{i}}
$$

is non-negative and increasing, and so will be the product of the two. We calculate,

$$
\begin{aligned}
G(\lambda) & =\frac{\left(2-\lambda^{n-i}-\lambda^{i}\right)\left(2-\lambda^{k}-\lambda^{n-k}\right)-\left(2-\lambda^{k-i}-\lambda^{n-k-i}\right)\left(1-\lambda^{n}\right)}{1-\lambda^{n}} \\
& =\frac{2-2 \lambda^{k}-2 \lambda^{n-k}-2 \lambda^{n-i}-2 \lambda^{i}+\lambda^{k+i}+\lambda^{n-(k-i)}+\lambda^{k-i}+\lambda^{n-(k+i)}+2 \lambda^{n}}{1-\lambda^{n}} \\
& =\frac{\left(1-\lambda^{i}\right)\left[2-2 \lambda^{n-i}+\lambda^{k-i}+\lambda^{n-(k+i)}-\lambda^{k}-\lambda^{n-k}\right]}{1-\lambda^{n}} \\
& =\frac{\left(1-\lambda^{i}\right)\left[2\left(1-\lambda^{n-i}\right)+\left(1-\lambda^{i}\right)\left(\lambda^{k-i}+\lambda^{n-(k+i)}\right)\right]}{1-\lambda^{n}}
\end{aligned}
$$

and hence

$$
H(\lambda)=\frac{1+\lambda^{i}}{1-\lambda^{i}} \cdot G(\lambda)=\frac{\left(1+\lambda^{i}\right)\left[2\left(1-\lambda^{n-i}\right)+\left(1-\lambda^{i}\right)\left(\lambda^{k-i}+\lambda^{n-(k+i)}\right)\right]}{1-\lambda^{n}}
$$

After introducing a substitution $\lambda=e^{-2 t}$,

$$
\begin{aligned}
F(t) & =\frac{1}{2} H\left(e^{-2 t}\right)=\frac{2 \cosh (i t)[\sinh ((n-i) t)+\sinh (i t) \cosh ((n-2 k) t)]}{\sinh (n t)} \\
& =\frac{2 \cosh (i t) \sinh ((n-i) t)+\sinh (2 i t) \cosh ((n-2 k) t)}{\sinh (n t)}
\end{aligned}
$$

it suffices to show that $F$ is non-negative and decreasing on $[0,+\infty)$. Using addition formulae we can rearrange the numerator of the previous expression to read

$$
\left.\begin{array}{rl}
{[2 \cosh (i t) \sinh (n t) \cosh (i t)-\sinh (n t)]+\sinh (n t)-} & 2 \cosh (i t) \sinh (i t) \cosh (n t) \\
& +\sinh (2 i t) \cosh ((n-2 k) t)
\end{array}\right] \begin{aligned}
=\sinh (n t) \cosh (2 i t)+\sinh (n t)-\sinh (2 i t) \cosh (n t) & +\sinh (2 i t) \cosh ((n-2 k) t) \\
= & \sinh ((n-2 i) t)+\sinh (2 i t) \cosh ((n-2 k) t)+\sinh (n t) .
\end{aligned}
$$

Therefore

$$
F(t)=1+\frac{\sinh ((n-2 i) t)+\sinh (2 i t) \cosh ((n-2 k) t)}{\sinh (n t)}
$$

To make things cleaner, we introduce yet another substitution

$$
\begin{aligned}
Q(t)=F(t / n)-1 & =\frac{\sinh ((1-\alpha) t)+\sinh (\alpha t) \cosh ((1-\beta) t)}{\sinh (t)} \\
& =\frac{2 \sinh ((1-\alpha) t)+\sinh ((\alpha+\beta-1) t)+\sinh ((1-\beta+\alpha) t)}{2 \sinh (t)}
\end{aligned}
$$

where $\alpha=\frac{2 i}{n}, \beta=\frac{2 k}{n}$, and since $0<i \leq k \leq n / 2$ we have $0<\alpha \leq \beta \leq 1$. It is clear now from the formula that $F(t) \geq 1$ on $[0, \infty)$ and in particular $F$ is non-negative on the positive reals. It therefore
remains to show that $Q$ is decreasing on $[0, \infty)$, or equivalently (since the denominator of $Q^{\prime}(t)$ is $\left.4 \sinh ^{2}(t)\right)$ that

$$
4 \sinh ^{2}(t) Q^{\prime}(t) \leq 0, \text { for } t \in[0, \infty)
$$

We calculate

$$
\begin{aligned}
W(t)= & 4 \sinh ^{2}(t) Q^{\prime}(t) \\
= & 2 \sinh (t)[2(1-\alpha) \cosh ((1-\alpha) t)+(\alpha+\beta-1) \cosh ((\alpha+\beta-1) t) \\
& +(1-\beta+\alpha) \cosh ((1-\beta+\alpha) t)]-2 \cosh (t)[2 \sinh ((1-\alpha) t) \\
& +\sinh ((\alpha+\beta-1) t)+\sinh ((1-\beta+\alpha) t)] \\
= & 2(1-\alpha)[\sinh ((2-\alpha) t)+\sinh (\alpha t)]+(\alpha+\beta-1)[\sinh ((\alpha+\beta) t) \\
& +\sinh ((2-\alpha-\beta) t)]+(1-\beta+\alpha)[\sinh ((2-\beta+\alpha) t)+\sinh ((\beta-\alpha) t)] \\
& -2[\sinh ((2-\alpha) t)-\sinh ((\alpha) t)]-[\sinh ((\alpha+\beta) t)-\sinh ((2-\alpha-\beta) t)] \\
& -[\sinh ((2-\beta+\alpha) t)-\sinh ((\beta-\alpha) t)] \\
= & -2 \alpha \sinh ((2-\alpha) t)+2(2-\alpha) \sinh (\alpha t)-(2-\alpha-\beta) \sinh ((\alpha+\beta) t) \\
& +(\alpha+\beta) \sinh ((2-\alpha-\beta) t)-(\beta-\alpha) \sinh ((2-\beta+\alpha) t) \\
& +(2-\beta+\alpha) \sinh ((\beta-\alpha) t)
\end{aligned}
$$

This last expression for $W(t)$ clearly evaluates to zero at $t=0$ and therefore it is enough to show that this is decreasing on $t \in[0, \infty)$, in other words it suffices to show $W^{\prime}(t) \leq 0$ for $t \geq 0$. We calculate again,

$$
\begin{aligned}
W^{\prime}(t)= & 2(2-\alpha) \alpha[\cosh (\alpha t)-\cosh ((2-\alpha) t)] \\
& +(\alpha+\beta)(2-\alpha-\beta)[\cosh ((2-\alpha-\beta) t)-\cosh ((\alpha+\beta) t)] \\
& +(2-\beta+\alpha)(\beta-\alpha)[\cosh ((\beta-\alpha) t)-\cosh ((2-\beta+\alpha) t)] \\
= & 4(2-\alpha) \alpha \sinh (t) \sinh ((\alpha-1) t) \\
& +2(\alpha+\beta)(2-\alpha-\beta) \sinh (t) \sinh ((1-\alpha-\beta) t) \\
& +2(2-\beta+\alpha)(\beta-\alpha) \sinh (t) \sinh ((\beta-\alpha-1) t) \\
= & -\sinh (t)[4(2-\alpha) \alpha \sinh ((1-\alpha) t)+2(2-\beta+\alpha)(\beta-\alpha) \sinh ((1-\beta+\alpha) t) \\
& -2(\alpha+\beta)(2-\alpha-\beta) \sinh ((1-\alpha-\beta) t)]
\end{aligned}
$$

In the case $\alpha+\beta>1$ the claim easily follows as the minus sign in front of the third term can be used to change the argument of that sinh function to $(\alpha+\beta-1) t$. Recalling that $0<\alpha \leq \beta \leq 1$ it is easy to check that all the other constant factors appearing in the expression are non-negative.

In the case $\alpha+\beta \leq 1$, the claim follows from the facts that

$$
\begin{gathered}
4(2-\alpha) \alpha+2(2-\beta+\alpha)(\beta-\alpha) \geq 2(\alpha+\beta)(2-\alpha-\beta), \\
1-\alpha \geq 1-\alpha-\beta \\
1-\beta+\alpha \geq 1-\alpha-\beta
\end{gathered}
$$

and the following lemma.

Lemma 3.8. Let $a_{1}, a_{2}, a_{3}, b_{1}, b_{2}, b_{3}$ be non-negative real numbers such that $b_{1} \geq b_{3}, b_{2} \geq b_{3}$, and $a_{1}+a_{2} \geq a_{3}$. Then for all $t \geq 0$

$$
a_{1} \sinh \left(b_{1} t\right)+a_{2} \sinh \left(b_{2} t\right)-a_{3} \sinh \left(b_{3} t\right) \geq 0
$$

Proof. We rewrite the left hand side as

$$
a_{1}\left[\sinh \left(b_{1} t\right)-\sinh \left(b_{3} t\right)\right]+a_{2}\left[\sinh \left(b_{2} t\right)-\sinh \left(b_{3} t\right)\right]+\left(a_{1}+a_{2}-a_{3}\right) \sinh \left(b_{3} t\right) .
$$

Since sinh is an increasing function, each of the terms above is non-negative.
This completes the proof of the following theorem.
Theorem 3.9. For each $0 \leq k \leq n$ the symmetric sum of the mean absorption times $\mathbb{E}\left(T \mid X_{0}=k\right)+$ $\mathbb{E}\left(T \mid X_{0}=n-k\right)$ of gambler's ruin with symmetric delays is monotonically increasing with $p \in$ [ $0,1 / 2]$.

In particular, we have proved the following result.
Theorem 3.Io. For $m=2$ and $G=K_{n}$ the complete graph with $n$ vertices, and if the initial state is chosen symmetrically with respect to swapping strategies (e.g. uniformly at random), then the expected time until reaching consensus increases monotonically with $p \in[0,1 / 2]$.

### 3.3 A FEW WORDS ON UPPER BOUNDS ON THE TIME TO COMPLETION

Haslegrave also considered which graphs give the longest expected time to completion. In the special case when $p=0$ and $m=2$, he proves the following upper bound.

Theorem 3.II (Haslegrave). For any connected graph $G$ with $n$ vertices, $\mathbb{E}(T)<n^{2} \log n+n$.
This bound is close to best possible, as he also shows that jellyfish graphs attain the bound up to a factor of $1-o(1)$. Recall that the jellyfish graph consists of a clique (that is, a complete subgraph) with several shorter pendant paths attached as evenly as possible.

Theorem 3.12 (Haslegrave). Let $J_{n}$ be the jellyfish graph consisting of a clique of size $n-2 n / \log _{2} n$, with $n /\left(\log _{2} n\right)^{2}$ pendant paths of length $2 \log _{2} n$ each. Then the expected time of the process on $J_{n}$ is $(1-o(1)) n^{2} \log n$.

The proofs of both of these results involve bounding the expected time to completion in a variant of the coupon collector's problem and are beyond the scope of this thesis.

Chapter 4

## INDUCED DYNAMICS ON THE HYPERSPACE OF COMPACT SUBSETS



TUDYING the dynamics of a system $(X, T)$ can be approached from many different angles.
The most direct strategy, by studying individual orbits, can indeed be very fruitful, and most of the topological dynamics has built upon this premise. In reality, however, one rarely knows precisely the state of a physical system. The observables usually come with some uncertainty and it therefore makes sense to study probability distributions on $X$ and how they evolve. As Bauer and Sigmund nicely put it in their paper [BS75] from 1975:
"The elements of $M(X)$ [the space of probability measures on $X]$ can be viewed as statistical states, representing imperfect knowledge of the system. The elements of $X$ are imbedded in $M(X)$ as the pure states."

To a topologist, it seems natural to dismiss probabilities and study bow the support of a probability distribution evolves over time, i.e. to study the induced dynamics on $2^{X}$, the byperspace of compact non-empty subsets of $X$. This transition from probability measures to their supports is in fact a coarse graining.

In this chapter we study the interplay between the original system $(X, T)$ and its associated system $\left(2^{X}, 2^{T}\right)$. The focus is on periodic points and how knowing which periods appear in one system can belp to find those appearing in the other. We give some necessary conditions on admissible sets of periods for these maps. Seemingly unrelated to this, we construct an almost totally minimal homeomorphism of the Cantor set. We also apply our theory to give a full description of admissible period sets for induced maps of the interval maps, and maps over the reals. The description of admissible periods is also given for maps induced on symmetric products.

The results in this chapter are joint with Leobardo Fernández and Chris Good - the paper [FGPRıs] containing this material is currently under review.

Let us first expand on the motivational construction from the introduction. Given a compact metric space $X$ and a continuous function $T: X \rightarrow X$, recall that

$$
2^{X}=\{A \subseteq X \mid A \text { is non-empty and compact }\}
$$

denotes the hyperspace of compact non-empty subsets of $X$. The topology on $2^{X}$ is induced by the Hausdorff distance:

$$
d_{H}(A, B)=\inf \left\{\varepsilon>0 \mid A \subseteq N_{\varepsilon}(B) \text { and } B \subseteq N_{\varepsilon}(A)\right\},
$$

for any $A, B \in 2^{X}$, where $N_{\varepsilon}(A)=\{x \in X \mid(\exists y \in A) d(x, y)<\varepsilon\}$ denotes the $\varepsilon$-neighbourhood of the set $A$. It turns out that this topology on $2^{X}$ is compact and coincides with the abstractly defined Vietoris' topology given by the basis

$$
\mathcal{B}=\left\{\left\langle U_{1}, U_{2}, \ldots, U_{m}\right\rangle \mid U_{i} \text { is open for each } i \in\{1,2, \ldots, m\}, m \in \mathbb{N}\right\},
$$

where

$$
\left\langle U_{1}, U_{2}, \ldots, U_{m}\right\rangle=\left\{A \in 2^{X} \mid A \subseteq \bigcup_{i=1}^{m} U_{i} \text { and } A \cap U_{i} \neq \emptyset, i \in\{1,2, \ldots, m\}\right\} .
$$

For the proof of these and related results see [Macos] and [Nado6, Theorem o.ir and o.I3].

On this compact space one can define a natural induced map $2^{T}: 2^{X} \rightarrow 2^{X}$ given by:

$$
2^{T}(A)=T(A)=\{T(a) \mid a \in A\}, \text { for any } A \in 2^{X},
$$

which is continuous with respect to the Hausdorff distance. Intuitively, if $T$ is taken to represent an update function of some system, then tracking the orbits of $2^{T}$ amounts to tracking a collection of points of the original system as they evolve over time.

From the measure theoretic perspective computing the probability of seeing a system in a certain state at a certain time is more important then trying to compute the exact state of the system given that the initial state is usually not accurately known and only probabilities can be assigned to regions of the state space from which the system was likely to have started. This point of view has lead to the rich study of the space of measures over $X$ and the associated push-forward operator $\mu \mapsto T \# \mu$ where $T \# \mu$ is a measure defined by:

$$
(T \# \mu)(S)=\mu\left(T^{-1}(S)\right) \text {, for any measurable } S \subseteq X .
$$

If $X$ is for example an interval $[0,1], T$ a smooth piecewise monotone map with $T^{\prime} \neq 0$ everywhere except possibly at a finite number of points, and if the measure $\mu$ has a density $f$ with respect to the Lebesgue measure; by the change of variables formula one can see that the push-forward measure $T \# \mu$ also has a density $g$ given by the formula:

$$
g(x)=\sum_{y \in T^{-1}(x)} f(y) \frac{1}{\left|T^{\prime}(y)\right|^{\prime}},
$$

which is precisely the defining relation of the transfer operator.
Dispensing with probabilities, one can ask how supports of these measures evolve over time. Recall that the support of a measure can intuitively be understood as a closed set of full measure that is minimal with respect to inclusion. The set, denoted by $\operatorname{supp}(\mu)$, outside of which our system is unlikely to be found if $\mu$ represents the probability of finding our system in some state. It is immediate from the definition that $\operatorname{supp}(T \# \mu)=2^{T}(\operatorname{supp}(\mu))$ hence the evolution of the support is precisely described by the hyperspace dynamics and the map supp: $M(X) \rightarrow 2^{X}$ is a coarse graining.

Clearly one is interested in which properties of the dynamical system $(X, T)$ transfer to the system $\left(2^{X}, 2^{T}\right)$ and there have been a number of results in this direction. For example, Banks [Banos] proves that $T$ is weakly mixing if and only if $2^{T}$ is weakly mixing which is further equivalent to $2^{T}$ being
transitive. Bauer and Sigmund in $\left[\mathrm{BS}_{75}\right]$ show that if $T$ has positive entropy, then the entropy of $2^{T}$ is infinite. Kwietniak and Oprocha go on to show [ KO 77 ] that if $T$ does not have a dense set of recurrent points, then the entropy of $2^{T}$ is at least $\log 2$. Guirao, Kwietniak, Lampart, Oprocha, and Peris in [GKL ${ }^{+}$o9] show that each of the usual notions of chaos except for the classical Devaney's definition is transferred from $T$ to $2^{T}$, whereas the converse does not hold for any of them. Fernández and Good in [FGIG] show that $2^{T}$ has shadowing if and only if $T$ does. Recently, Fernández, Good, and Ramírez jointly with the author in [FGPR15] have proved that $2^{T}$ is chain transitive if and only if $T$ is chain weakly mixing. The results from this paper have not been included in this thesis.

Prior to our work, little has been done on the periodic points of $2^{T}$ other than some results on periodicity in symmetric products by Gómez, Illanes, and Méndez in [GRIMI2] which we extend in Section 4.7. It turns out that the theory here is of some interest. Moreover, the techniques that seem to be necessary to construct hyperspaces with various periods are of independent interest.

The rest of the chapter is organised as follows. In Section 4.1 we briefly introduce the notation. Then in Section 4.2, Example 4.7 we show that the induced system $\left(2^{X}, 2^{T}\right)$ can contain periodic points of any period even when $T$ has no periodic points at all. A complete description of the situation for interval maps is given in Theorem 4.8 where we show that if $T$ is an interval map, then the set of periods of $2^{T}$ is either $\{1\}$ or $\{1,2\}$ or $\mathbb{N}$. A similar result holds for the maps over $\mathbb{R}$, see Theorem 4.3I, except that it is now possible that the map has no periods at all - as is the case e.g. for the map $x \mapsto x+1$.

In Section 4.3 we introduce minimal building blocks of periodic sets in hyperspaces and derive some fundamental properties related to these. And in Section 4.4 we seek to characterise admissible periods for induced maps. Trivially, if $x$ is a point of period $n$ under $T$, then $\{x\}$ is a point of period $n$ under $2^{T}$. Since finite unions of points are again closed sets, it follows, for example, that if $T$ has a period 4 point and a period 6 point, then $2^{T}$ has points of period $1,2,3,4,6$, and 12 . It is possible to give a complete description of admissible periods in $2^{T}$ that arise in this fashion, i.e. those that are formed exclusively of points that were periodic in the original system $(X, T)$, and this is done in Section 4.7. This section also contains results on periods in symmetric products. More generally if $2^{T}$ has points of period 4 and 6 consisting of pairwise disjoint subsets of $X$, then it would again have
points of period $1,2,3,4,6$, and 12 . It is reasonable to ask then, whether this is a general property of induced maps on hyperspaces.

It turns out that this is not the case. In Section 4.6 we construct a dynamical system $(Z, R)$ on the Cantor set such that the induced system $\left(2^{Z}, 2^{R}\right)$ only has periodic points of periods 1,2 , and 3 . In particular it does not have a period 6 point. In Theorem 4.26 we generalise this construction to an induced system which admits only those periods that are divisors ${ }^{\mathrm{I}}$ of two positive integers $p$ and $q$.

To obtain those results we first in Section 4.5 construct an almost totally minimal system (ATM) over the Cantor set which is of interest in its own right, see Theorem 4.18. Recall that a system ( $X, T$ ) having a fixed point $x_{0} \in X$ is almost totally minimal if after removing its (unique) fixed point the remaining non-compact system ( $X^{*}=X \backslash\left\{x_{0}\right\}, T$ ) is totally minimal, meaning that the full orbit with respect to any iterate of $T$ of any point is dense in $X^{*}$ (see Section 4.5 for a precise definition). This is done via graph covers, a tool first devised by Gambaudo and Martens in [GMo6] to give a combinatorial description of minimal systems over the Cantor set. This theory has proved useful not just for describing the algebraic structure of such systems but also for constructing maps on the Cantor set with particular properties. Shimomura [Shii6b], for example, uses it to construct a transitive, completely scrambled 0 -dimensional system. Essentially the same method but formalised in a slightly different way was used by Akin, Glasner, and Weiss in [AGWo8] to give a generic self homeomorphism of the Cantor set. Bernardes and Darji extend some of their results in [BDı2] and again make use of the same method. There is a close link between these graph covers, Bratteli-Vershik diagrams and Kakutani-Rokhlin towers and it would be possible to pass from one representation to another. As an example, in Section 4.9 we give a Bratteli-Vershik representation of that almost totally minimal system.

Section 4.7 contains results on periods in symmetric products, and towards the end in Section 4.Io we list some problems naturally arising from our considerations that are still without a satisfying resolution.

[^2]All the spaces under consideration will be compact and metric unless specified otherwise. Given a continuous self-map $T: X \rightarrow X$ of such a space the inverse limit $\lim (X, T)$ is defined as the set of full orbits of this system

$$
\lim _{\longleftrightarrow}(X, T)=\left\{\underline{x}=\left(x_{i}\right)_{i \in \mathbb{Z}}=\left(\ldots, x_{-1}, x_{0}, x_{1}, x_{2}, \ldots\right) \in \prod_{i \in \mathbb{Z}} X \mid T\left(x_{i}\right)=x_{i+1}\right\} .
$$

Note the slightly unconventional enumeration of indices above. We shall say that any $\underset{\underline{x}}{\in} \underset{\leftarrow}{\lim }(X, T)$ with $x_{0}=x$ is a full orbit of the point $x \in X$. There exists a natural homeomorphism of $\underset{\leftarrow}{\lim }(X, T)$ called (right) shift $\sigma: \underset{\rightleftarrows}{\lim }(X, T) \rightarrow \underset{\longleftarrow}{\lim }(X, T)$ given by $(\sigma(\underline{x}))_{i}=x_{i+1}$, for all $i \in \mathbb{Z}$. For more on inverse limits see [IMI2].

Recall that to a full orbit $\underline{x} \in \underset{\leftrightarrows}{\lim }(X, T)$ one can associate two limit sets, $\omega$ - and $\alpha$-limit set which are the accumulation sets of the forward and backward orbit of $x_{0}$ respectively.

$$
\begin{aligned}
& \omega(\underline{x})=\bigcap_{m=0}^{\infty} \overline{\bigcup_{n=m}^{\infty}\left\{x_{n}\right\}}, \\
& \alpha(\underline{x})=\bigcap_{m=0}^{\infty} \overline{\bigcup_{n=m}^{\infty}\left\{x_{-n}\right\} .}
\end{aligned}
$$

Both of these are closed, non-empty, and strongly $T$-invariant meaning that $T(\omega(\underline{x}))=\omega(\underline{x})$ and $T(\alpha(\underline{x}))=\alpha(\underline{x})$, see e.g. [BC92, BGLI3]. Note that we could equivalently say that they are fixed points of the induced map $2^{T}$. As a shorthand we denote their union $\omega(\underline{x}) \cup \alpha(\underline{x})$ by $\lambda(\underline{x})$ which is again a closed and strongly $T$-invariant set

$$
\lambda(\underline{x})=\alpha(\underline{x}) \cup \omega(\underline{x})=\bigcap_{m=0}^{\infty} \overline{\bigcup_{n=m}^{\infty}\left\{x_{-n}, x_{n}\right\} .}
$$

Remark 4.I. Note that the definition of the $\omega$-limit set involves only the forward orbit and hence does not depend on the choice of the full orbit. Thus it makes sense to define $\omega(x)$ for any point $x \in X$.

As we shall constantly be dealing with the sets of periods of different functions it is convenient to introduce a symbol $\operatorname{Per}(T)$ for the subset of natural numbers such that $k \in \operatorname{Per}(T)$ if and only if there exists a point $x \in X$ with the fundamental period $k . \operatorname{Per}\left(2^{T}\right)$ will consequentially be the set of all the fundamental periods of points in $2^{X}$.

We shall also be interested in restrictions of the map $2^{T}$ to a few $2^{T}$-invariant subsets of $2^{X}$. We introduce a special symbol for each of these restrictions:

$$
\begin{gathered}
T_{n}=\left.2^{T}\right|_{F_{n}(X)}, \\
T^{<\omega}=\left.2^{T}\right|_{F(X)},
\end{gathered}
$$

where $F_{n}(X)=\left\{A \in 2^{X} \mid A\right.$ has at most $n$ points $\}$ is the $n$-fold symmetric product of $X$ and $F(X)=\bigcup_{n=1}^{\infty} F_{n}(X)$ is the collection of all finite subsets of $X$. Occasionally we shall write just $T$ for any of the above maps (including $2^{T}$ itself) as this does not lead to any confusion, and is useful to keep the notation simple, especially when we need to refer to the $n^{\text {th }}$ iterate of the map $2^{T}$ which we simply denote by $T^{n}$.

The usual $n$-fold Cartesian product will also be of interest as the $n$-fold symmetric product can be seen as a quotient of this space. Somewhat unconventionally in this chapter we denote the product space $\underbrace{X \times X \times \cdots \times X}_{n-\text { times }}$ by $X^{(n)}$ and the induced map by $T^{(n)}$. This is not to be confused with $T^{n}$ which as mentioned above is simply the $n^{\text {th }}$ iterate of $T$.

Let us define a few more notions we use below.

Definition 4.2 (Pseudo-orbit). A sequence $\left\langle x_{0}, x_{1}, x_{2}, \ldots\right\rangle$ is said to be a $\delta$-pseudo-orbit for some $\delta>0$ provided that $d\left(f\left(x_{i}\right), x_{i+1}\right)<\delta$ for each $i \in \mathbb{N}_{0}$. A finite $\delta$-pseudo-orbit of length $l \geq 1$ is a finite sequence $\left\langle x_{0}, x_{1}, x_{2}, \ldots, x_{l}\right\rangle$ satisfying $d\left(f\left(x_{i}\right), x_{i+1}\right)<\delta$ for $0 \leq i<l$. We also say that it is a $\delta$-pseudo-orbit between $x_{0}$ and $x_{1}$.

Definition $4 \cdot 3$ (Recurrence). A point $x \in X$ is said to be recurrent in $(X, T)$ if $x \in \omega(x)$. A point that is not recurrent is said to be non-recurrent.

For notational convenience, we now introduce a stronger notion than non-recurrence which we call full non-recurrence. A point $x \in X$ is said to be fully non-recurrent if there exists a full orbit
$\underline{x} \in \underset{\longleftrightarrow}{\lim }(X, T)$ of $x=x_{0}$ such that $x \notin \lambda(\underline{x})$. Note that it is, thus, possible for a point to be neither recurrent nor fully non-recurrent. The motivation for introducing this notion is given in Remark 4.II.

Definition 4.4 (Chain recurrence). A point $x \in X$ is said to be chain recurrent in ( $X, T$ ) provided that for any $\varepsilon>0$ there exists an $\varepsilon$-pseudo-orbit $\left\langle x=x_{0}, x_{1}, \ldots, x_{l}=x\right\rangle$ of positive length $l \geq 1$.

Definition 4.5 (Turbulence). The interval map $T: I \rightarrow I$ is said to be turbulent if there exist compact subintervals $J, K$ with at most one common point such that $J \cup K \subseteq T(J) \cap T(K)$.

Definition 4.6 ( 0 -dimensional space). A compact metric space is 0 -dimensional if it has a base consisting of clopen sets, or equivalently, if it is totally disconnected.

### 4.2 TWO SIMPLE RESULTS

To put our results into perspective, we start with two related results.

Example 4.7. Let $C=\mathbb{S}^{1} \times[0,1]$ be a cylinder where $\mathbb{S}^{1}=[0,1] / \sim$ denotes the unit circle obtained from the interval $[0,1]$ with its endpoints identified. Let $T: C \rightarrow C$ be an irrational rotation by $\alpha \in \mathbb{R} \backslash \mathbb{Q}$ about the central axis combined with an upward displacement that preserves the bases, e.g. $(\varphi, z) \stackrel{T}{\mapsto}\left(\varphi+\alpha \bmod 1,2 z-z^{2}\right)$. Note that this is a homeomorphism of $C$. Let $X \subset C$ be the set consisting of the two bases $\mathbb{S}^{1} \times\{0,1\}$ and a full orbit $\left\{\ldots, z_{-1}, z_{0}, z_{1}, z_{2}, \ldots\right\}$ of a point $z_{0}$ on a generating line, say $z_{0}=(0,1 / 2)$, where we set $z_{k}=T^{k}\left(z_{0}\right)$ for all $k \in \mathbb{Z} \backslash\{0\}$ (see Figure 4.I). Then clearly $\left.T\right|_{X}$ has no periodic points and at the same time, for any $k \in \mathbb{N}$ the set $\mathbb{S}^{1} \times\{0,1\} \cup$ $\left\{\ldots, z_{-2 k}, z_{-k}, z_{0}, z_{k}, z_{2 k}, \ldots\right\}$ is periodic under $2^{T}$ with period $k$.

Block and Coven [BC86] prove that if $T$ is a continuous map from a compact interval to itself and every point is chain recurrent, then either $T^{2}$ is the identity map or $T$ is turbulent. From this, one can easily deduce the following.

Theorem 4.8. Let $T$ be a continuous map of a compact interval to itself. Then $\operatorname{Per}\left(2^{T}\right)$ is either $\{1\}$ or $\{1,2\}$ or $\mathbb{N}$.


Figure 4.I: The set $X$ from Example 4.7.

Proof. If $T^{2}$ is the identity, then $\operatorname{Per}\left(2^{T}\right)$ is either $\{1\}$ or $\{1,2\}$. If $T^{2}$ turbulent, then $T$ must have a periodic point with period which is not a power of 2 (see p 33 in [BC92]). But if $T$ has a point of period $2^{n}(2 k+1)$, then by Šarkovs'kiï's Theorem, it has points of period $2^{n+1} m$ for any positive integer $m$, from which it follows that $2^{T}$ has points of period $m$, i.e. that $\operatorname{Per}\left(2^{T}\right)=\mathbb{N}$.

So suppose that there exists a point $x_{0}$ that is not chain recurrent. ${ }^{2}$ Clearly, $x_{0}$ is not periodic. Also, we may assume that $T$ is onto, as otherwise one can take a restriction to the surjective core of the map $T$ and repeat the same reasoning. We can therefore take a full orbit $\underline{x} \in \underset{\leftarrow}{\lim }(X, T)$ of $x_{0}$ and consider the limit set

$$
\lambda(\underline{x})=\alpha(\underline{x}) \cup \omega(\underline{x})=\bigcap_{m=0}^{\infty} \overline{\bigcup_{n=m}^{\infty}\left\{x_{-n}, x_{n}\right\} .}
$$

We claim $x_{0} \notin \lambda(\underline{x})$, i.e. that $x_{0}$ is fully non-recurrent. Firstly note that $x_{0} \notin \omega\left(x_{0}\right)$ as otherwise it would be recurrent and hence chain recurrent. The other possibility is that there exists an increasing subsequence $\left(p_{k}\right)_{k \in \mathbb{N}}$ such that $x_{-p_{k}} \rightarrow x_{0}$ as $k \rightarrow \infty$. But then $x_{-p_{k}+1} \rightarrow x_{1}$ and for any $\varepsilon>0$ one can choose $k_{0} \in \mathbb{N}$ large enough so that $x_{-p_{k_{0}}+1}$ is $\varepsilon$ close to $x_{1}$. Thus, $\left\langle x_{0}, x_{-p_{k_{0}}+1}, x_{-p_{k_{0}}+2}, \ldots, x_{0}\right\rangle$ is an $\varepsilon$-pseudo-orbit from $x_{0}$ to $x_{0}$ making $x_{0}$ a chain recurrent point. A contradiction.

As $x_{0}$ is fully non-recurrent, by Proposition 4.Io, we immediately obtain all periods in $\operatorname{Per}\left(2^{T}\right)$ proving our corollary.

[^3]We shall first describe the most basic type of periodic points that appear in the induced dynamics on $2^{X}$. It captures both the periods arising from cycles in $(X, T)$ via $x \mapsto\{x\}$ embedding as well as the periods as in Example 4.7.

Given a point $\underline{x}=\left(\ldots, x_{-2}, x_{-1}, x_{0}, x_{1}, x_{2}, \ldots\right) \in \lim _{\leftrightarrows}(X, T)$ we define the set of periods of $\underline{x}$ by

$$
\operatorname{Per}(\underline{x})=\left\{k \in \mathbb{N} \mid \overline{\left\{x_{m k} \mid m \in \mathbb{Z}\right\}} \in 2^{X} \text { is periodic with period } k\right\} .
$$

We use the same symbol as before but the meaning will be clear from the context. Note that this set does not depend on the choice of the starting point, i.e. $\operatorname{Per}(\underline{x})=\operatorname{Per}(\sigma(\underline{x}))=\operatorname{Per}\left(\sigma^{-1}(\underline{x})\right)$. It may however depend on the chosen backward orbit of $x_{0}$. For example, if $x_{0}$ is a fixed point which also has a history of infinitely many isolated points then $\operatorname{Per}\left(\left(\ldots, x_{-2}, x_{-1}, x_{0}, x_{0}, \ldots\right)\right)=\mathbb{N}$ but $\operatorname{Per}\left(\left(\ldots, x_{0}, x_{0}, x_{0}, \ldots\right)\right)=\{1\}$.

Remark 4.9. If $\left\{x_{0}, x_{1}, \ldots, x_{p-1}\right\}$ is a $p$-cycle in $(X, T)$ then it is not hard to check that

$$
\operatorname{Per}\left(\left(\ldots, x_{p-1}, x_{0}, \ldots, x_{p-1}, x_{0}, \ldots\right)\right)
$$

is the set of all divisors of $p$.

The situation akin to that in Example 4.7 occurs whenever there exists a fully non-recurrent point, i.e. a point whose full orbit does not accumulate at the point itself. Formally $x \in X$ is fully non-recurrent if there exists a full orbit $\underline{x} \in \underset{\longleftarrow}{\lim }(X, T)$ of $x=x_{0}$ such that $x \notin \lambda(\underline{x})$.

Proposition 4.Io. Let $T: X \rightarrow X$ be a continuous map and assume that there exists a fully nonrecurrent point $x_{0}$ with a full orbit $\underline{x}=\left(\ldots, x_{-1}, x_{0}, x_{1}, \ldots\right) \in \underset{\leftarrow}{\lim }(X, T)$. Then $\operatorname{Per}(\underline{x})=\mathbb{N}$ and therefore also $\operatorname{Per}\left(2^{T}\right)=\mathbb{N}$.

Proof. Let $k \in \mathbb{N}$ be arbitrary and set $S=\overline{\left\{x_{m k} \mid m \in \mathbb{Z}\right\}} \in 2^{X}$. $S$ is clearly mapped to itself under $k$ iterates of $2^{T}$. It is therefore periodic with a fundamental period that divides $k$. To show that this is in fact $k$ it suffices to see that $x_{0} \notin\left(2^{T}\right)^{n}(S)$ for any $0<n<k$.

To that end take any such $n$ and note that $\left(2^{T}\right)^{n}(S)=\overline{\left\{x_{m k+n} \mid m \in \mathbb{Z}\right\}}$. Recall that $x_{0} \notin \lambda(\underline{x})$ and so if $x_{0}$ was in $\left(2^{T}\right)^{n}(S)$ it could only be equal to $x_{m_{0} k+n}$ for some $m_{0} \in \mathbb{Z}$ and thus $x_{0}$ would have to be periodic. This would then imply that $x_{0} \in \omega(\underline{x}) \subseteq \lambda(\underline{x})$ which gives a contradiction.

Remark 4.II. It is worth noting that this result does not hold if $x_{0}$ above is only required to be nonrecurrent. Indeed, the system ( $X, T$ ) we construct in Theorem 4.18 below has points whose forward orbits in the limit approach the unique fixed point and are, thus, non-recurrent in the traditional sense. Their backward orbit, however, must be densely filling the space as we know that the full orbit of each point, save the fixed one, is dense. Those points are thus non-recurrent but are not fully non-recurrent and one can easily check that $\operatorname{Per}\left(2^{T}\right)=\{1\}$.

Remark 4.12. The result holds even if $x$ itself is recurrent but has a point $x_{-k}$ for some $k>0$ in the backward part of its orbit that is fully non-recurrent. This is because $\operatorname{Per}(\underline{x})=\operatorname{Per}\left(\sigma^{-k}(\underline{x})\right)=\mathbb{N}$.

In light of this remark it is useful to extend the notion of non-recurrence to full orbits. We say that $\underline{x}=\left(\ldots, x_{-1}, x_{0}, x_{1}, \ldots\right) \in \underset{\longleftrightarrow}{\lim }(X, T)$ is fully non-recurrent if $x_{k} \notin \lambda(\underline{x})$ for some $k \in \mathbb{Z}$.

We have already used the obvious fact that $\operatorname{Per}(\underline{x}) \subseteq \operatorname{Per}\left(2^{T}\right)$ and one might suspect that by taking the union $\bigcup_{\underline{x} \in \lim (X, T)}^{\leftarrow} \operatorname{Per}(\underline{x})$ one could obtain the whole of $\operatorname{Per}\left(2^{T}\right)$. But this is not the case as is easy to see by looking at a system that consists of five points, two of which form a 2-cycle and the other three a 3 -cycle. Then clearly $6 \in \operatorname{Per}\left(2^{T}\right)$ but no point in the inverse limit has 6 in its set of periods.
$\operatorname{Per}(\underline{x})$, however, has a nice structure. Below we show that it is closed under taking divisors and least common multiples. This in particular implies that in case it is finite, $\operatorname{Per}(\underline{x})$ is simply the set of divisors of its largest element. But what if it is infinite, does it have to be $\mathbb{N}$ ? A negative answer to this provides the odometer, a classical example of a transitive system over the Cantor set.

Example 4.13. Let $X=\Sigma_{2}=\{0,1\}^{\mathbb{N}}$. The 2-adic odometer $T: X \rightarrow X$ is defined recursively by

$$
T\left(\xi_{0}, \xi_{1}, \ldots\right)=\left\{\begin{array}{l}
\left(1, \xi_{1}, \ldots\right), \text { if } \xi_{0}=0 \\
\left(0, f\left(\xi_{1}, \xi_{2}, \ldots\right)\right), \text { otherwise }
\end{array}\right.
$$

It is not hard to see that $\operatorname{Per}(\underline{x})=\left\{1,2,2^{2}, 2^{3}, \ldots\right\}$ is the set of all powers of 2 for any $\underline{x} \in \underset{\leftarrow}{\lim }(X, T)$, and that $\operatorname{Per}\left(2^{T}\right)$ is the same set.

We note in passing that this is also an example of a system where $2^{T}$-periodic points are dense in $2^{X}$. This is simply because any closed set in $\Sigma_{2}$ can be approximated by a finite union of clopen cylinders to an arbitrary precision and these cylinders are clearly periodic under $2^{T}$ and so is their finite union. We remind the reader that a cylinder in $\Sigma_{2}$ is a set of the form

$$
\left\{\left(\xi_{0}, \xi_{1}, \ldots\right) \in \Sigma_{2} \mid \xi_{i}=a_{i} \text { for } 0 \leq i \leq n\right\},
$$

for some $n \in \mathbb{N}$ and a choice of $a_{i} \in\{0,1\}$, and that all such sets form a clopen basis of the Cantor topology on $\Sigma_{2}$.

To prove the aforementioned structural result for elementary sets of periods, we shall need two lemmata.

Lemma 4.14. If $S \in 2^{X}$ is a $k$-periodic then none of its $k-1$ iterates under $2^{T}$ can be a subset of $S$.

Proof. Otherwise, let us assume that $\left(2^{T}\right)^{j}(S) \subseteq S$ for some $0<j<k$. Using the usual notation one would write $T^{j}(S) \subseteq S$ and from there

$$
S=T^{k j}(S) \subseteq T^{(k-1) j}(S) \subseteq \cdots \subseteq T^{j}(S) \subseteq S
$$

Thus $T^{j}(S)=S$ and $S$ periodic with a period strictly less than $k$, a contradiction.

Lemma 4.15. Let $\underline{x} \in \underset{\leftrightarrows}{\lim }(X, T)$. Then

$$
\begin{equation*}
\operatorname{Per}(\underline{x})=\left\{k \in \mathbb{N} \mid \exists N_{0} \in \mathbb{N} \quad \text { s.t. } \quad x_{-N_{0} k} \notin \overline{\left\{x_{l} \mid l \in \mathbb{Z} \text { and } k \nmid l\right\}}\right\} . \tag{4.1}
\end{equation*}
$$

Also

$$
\begin{equation*}
\operatorname{Per}(\underline{x})=\left\{k \in \mathbb{N} \mid \exists N_{0} \in \mathbb{N} \text { s.t. } \forall N \geq N_{0} \quad x_{-N k} \notin \overline{\left\{x_{l} \mid l \in \mathbb{Z} \text { and } k X l\right\}}\right\} \tag{4.2}
\end{equation*}
$$

and in particular

$$
\begin{equation*}
\operatorname{Per}(\underline{x})=\bigcup_{N=0}^{\infty}\left\{k \in \mathbb{N} \mid x_{-N k} \notin \overline{\left\{x_{l} \mid l \in \mathbb{Z} \text { and } k \nmid l\right\}}\right\} . \tag{4.3}
\end{equation*}
$$

Proof. (4.2) follows easily from (4.1) if one recalls that $x_{-N k} \notin \overline{\left\{x_{l} \mid l \in \mathbb{Z} \text { and } k X l\right\}}$ implies $x_{-(N+1) k} \notin$ $\overline{\left\{x_{l} \mid l \in \mathbb{Z} \text { and } k \nmid l\right\}}$. And from there it is clear that the sets under the union sign in (4.3) form a monotonically increasing family of sets converging to the set in (4.I).

We now turn to proving that the first claim holds. We first show that any $k$ satisfying the defining statement of the set in (4.I) is necessarily in $\operatorname{Per}(\underline{x})$. Let such a $k \in \mathbb{N}$ be fixed and let $N_{0}$ be as in the definition of the set. It is clear that $x_{-N_{0} k}$ is a "distinguishing feature", an element contained in $\overline{\left\{x_{m k} \mid m \in \mathbb{Z}\right\}}$ but which cannot be in any of its $k-1$ forward iterates under $2^{T}$. The set $\overline{\left\{x_{m k} \mid m \in \mathbb{Z}\right\}}$ is thus truly a $k$-period point.

Conversely, take a $k \in \mathbb{N}$ which does not satisfy the statement in (4.I). Hence, there are infinitely many points in the $k$-step backward orbit of $x_{0}$ that are also in $\overline{\left\{x_{l} \mid l \in \mathbb{Z} \text { and } k \nmid l\right\}}$. In particular, infinitely many of them are in $\overline{\left\{x_{k m+j} \mid m \in \mathbb{Z}\right\}}$ for some $0<j<k$. Similar reasoning as in the first paragraph of this proof allows us to conclude that, not just infinitely many, but all of the elements of the $k$-step orbit $\left\{x_{m k} \mid m \in \mathbb{Z}\right\}$ are contained in $\overline{\left\{x_{k m+j} \mid m \in \mathbb{Z}\right\}}$ and hence their closure as well. But this implies that $\overline{\left\{x_{k m} \mid m \in \mathbb{Z}\right\}}$ is not a $k$-periodic point by Lemma 4.I4.

Proposition 4.16. Let $\underline{x} \in \underset{\leftarrow}{\lim }(X, T)$. Then $\operatorname{Per}(\underline{x})$ is non-empty (always contains at least 1 ) and closed under taking divisors and least common multiples.

Proof. Clearly $1 \in \operatorname{Per}(\underline{x})$. The rest is proved by invoking Lemma 4.15. Let $k \in \operatorname{Per}(\underline{x}), d \mid k$ and let $N_{0}$ be chosen as in (4.I), i.e. $x_{-N_{0} k} \notin \overline{\left\{x_{l} \mid l \in \mathbb{Z} \text { and } k X l\right\}}$ and hence $x_{-\left(N_{0} k / d\right) d} \notin \overline{\left\{x_{l} \mid l \in \mathbb{Z} \text { and } k X l\right\}} \supseteq$ $\overline{\left\{x_{l} \mid l \in \mathbb{Z} \text { and } d \nmid l\right\}}$. Therefore $d \in \operatorname{Per}(\underline{x})$.

As we have already seen that this set is closed under taking divisors it will suffice to show that for any two co-prime $m, n \in \operatorname{Per}(\underline{x})$ their product $m n$ is in there as well. Chose $N_{0}$ to be the greater of the two integers associated to $m$ and $n$ in the context of (4.I). Then $x_{-\left(N_{0} m\right) n} \notin \overline{\left\{x_{l} \mid l \in \mathbb{Z} \text { and } n \chi l\right\}}$ and $x_{-\left(N_{0} n\right) m} \notin \overline{\left\{x_{l} \mid l \in \mathbb{Z} \text { and } m \chi l\right\}}$. As $m$ and $n$ are co-prime we have that $n m \nmid l$ if and only if $n \chi l$ or $m \nmid l$, hence $x_{-N_{0}(m n)} \notin \overline{\left\{x_{l} \mid l \in \mathbb{Z} \text { and } n \chi l\right\}} \cup \overline{\left\{x_{l} \mid l \in \mathbb{Z} \text { and } m X l\right\}}=\overline{\left\{x_{l} \mid l \in \mathbb{Z} \text { and } m n \chi l\right\}}$. Therefore $m n \in \operatorname{Per}(\underline{x})$.

A few facts about $\operatorname{Per}\left(2^{T}\right)$ are obvious. By considering singleton sets we see that $\operatorname{Per}\left(2^{T}\right) \supseteq \operatorname{Per}(T)$ and also $1 \in \operatorname{Per}\left(2^{T}\right)$ as $X \in 2^{X}$ is a fixed point. In fact $\operatorname{Per}\left(T^{<\omega}\right)=[\mathcal{D}(\operatorname{Per}(T))]^{3} \subseteq \operatorname{Per}\left(2^{T}\right)$ since $F(X) \subseteq 2^{X}$. It turns out that $\operatorname{Per}\left(2^{T}\right)$ itself is closed under taking prime power divisors. Whether it must be closed under taking any divisor remains an open question. Surprisingly it needs not to be closed under taking least common multiples. The construction of such an example occupies Section 4.6. Intuitively one might think that if $A_{0}, A_{1}, \ldots, A_{n-1}$ is an $n$-cycle and $B_{0}, B_{1}, \ldots, B_{m-1}$ is an $m$-cycle in $2^{X}$, and $d \mid n$ then $A_{0} \cup A_{d} \cup \cdots \cup A_{n-d}$ should be a $d$-periodic point and $A_{0} \cup B_{0}$ should be a [ $m, n$ ]periodic point, where $[m, n]$ denotes the least common multiple of $m$ and $n$. But this does not hold in general as it could happen that their fundamental period is smaller than expected. As a trivial example consider a map over $X=\{0,1,2,3\}$ given by $T(x)=x+1 \bmod 4$. Then $A_{0}=\{0,1,2\} \in 2^{X}$ is $2^{T}$-periodic with period 4 but $A_{0} \cup T^{2}\left(A_{0}\right)=X$ is a fixed rather than a period 2 point in $2^{X}$.

Theorem 4.17. Given a continuous map $T: X \rightarrow X$, the set of periods $\operatorname{Per}\left(2^{T}\right)$ of the induced map on $2^{X}$ contains $\operatorname{Per}(T) \cup\{1\}$ and is closed under taking prime power divisors.

Proof. We have already seen that $\operatorname{Per}(T) \cup\{1\} \subseteq \operatorname{Per}\left(2^{T}\right)$. Given an $n \in \operatorname{Per}\left(2^{T}\right)$ and its prime factorisation $n=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \cdots p_{r}^{\alpha_{r}}$ where $r \geq 1$, for the second part of the claim it will suffice to find a full orbit $\underline{x} \in \underset{\leftarrow}{\lim }(X, T)$ for which $\operatorname{Per}(\underline{x})$ contains $p_{1}^{\alpha_{1}}$ as the result will then follow from Proposition 4.16.

To that end we set $k=p_{1}^{\alpha_{1}}$ and $l=n / p_{1}=p_{1}^{\alpha_{1}-1} p_{2}^{\alpha_{2}} \cdots p_{r}^{\alpha_{r}}$, and let $A_{0}, \ldots, A_{n-1}$ be a periodic orbit for $2^{T}$ of period $n$. By Lemma 4.I4 there exists $x_{0} \in A_{0} \backslash A_{l}$, and as $A_{i}$ s are mapped surjectively onto each other, it is possible to find a full orbit $\underline{x}=\left(\ldots, x_{-1}, x_{0}, x_{1}, x_{2}, \ldots\right)$ of $x_{0}$ such that $x_{m n+i} \in A_{i}$ for all $m \in \mathbb{Z}$. We claim that $k \in \operatorname{Per}(\underline{x})$, i.e. that $\overline{\left\{x_{m k} \mid m \in \mathbb{Z}\right\}}$ is $k$-periodic under $2^{T}$.

Firstly note that $x_{-m n+i} \in A_{i} \backslash A_{i+l \bmod n}$ for $m \in \mathbb{N}$, as otherwise if $x_{-m n+i} \in A_{i+l \bmod n}$ then after mapping it forward by $T^{m n-i}$ we would have a contradiction with $x_{0} \in A_{0} \backslash A_{l}$. Similar reasoning allows us to conclude that, as we go backwards along the orbit, the pre-images $x_{0}, x_{-n}, x_{-2 n}, x_{-3 n}, \ldots$ belong to, possibly, more and more complements of different $A_{i}$ s and, as there are only finitely many of those, this number must stabilise. The backward iterate at which this happens is then taken to be $x_{0}$

[^4]and all the other indices are shifted accordingly. Note that this does not affect the claim we wish to prove as $\operatorname{Per}(\underline{x})=\operatorname{Per}\left(\sigma^{t}(\underline{x})\right)$ for any $t \in \mathbb{Z}$. Also note that for this new $x_{0}$ we still have $x_{0} \in A_{0} \backslash A_{l}$. This modification will however allow us that from $x_{0} \in A_{j}$ for some $j$ we infer $x_{m n+i} \in A_{i+j \bmod n}$ for all $m \in \mathbb{Z}$ where before we could conclude this only for positive $m s$. Essentially the same trick was used previously in the proof of Lemma 4.15.

After we altered the enumeration in $x$ we are ready to conclude the proof by showing that (now modified) $x_{0} \notin \overline{\left\{x_{t} \mid t \in \mathbb{Z} \text { and } k X t\right\}}$. Note that

$$
\overline{\left\{x_{t} \mid t \in \mathbb{Z} \text { and } k X t\right\}}=\bigcup_{i=1}^{k-1} \overline{\left\{x_{m k+i} \mid m \in \mathbb{Z}\right\}}
$$

and for the sake of getting a contradiction we assume that $x_{0} \in \overline{\left\{x_{m k+i} \mid m \in \mathbb{Z}\right\}}$ for some $0<i<k$. This means that either $x_{0}=x_{m k+i}$ for some $m \in \mathbb{Z}$ and therefore $x_{0} \in A_{i}$ where

$$
\tilde{i} \equiv m k+i \quad(\bmod n), \quad \text { hence } \quad \tilde{i} \equiv i \quad(\bmod k),
$$

or $x_{0}$ is a limit of such points $\left(x_{m k+i} s\right)$ out of which infinitely many must fall within the same congruence class with respect to $n$, say $\tilde{i}$, and thus also in the same $A_{i}$ for some $0 \leq \tilde{i}<n$, which must also satisfy $\tilde{i} \equiv i(\bmod k)$. As $A_{i}$ is closed, in both cases we get $x_{0} \in A_{0} \cap A_{i}$.

From here we can conclude that in the periodic case $x_{0} \in A_{i} \cap A_{2 \bar{i} \bmod n}$ as $x_{0}=x_{m k+i}=x_{2 m k+2 i}$. Also, if $x_{0}$ is a limit point of some subsequence in $\left\{x_{m n+\bar{i}} \mid m \in \mathbb{Z}\right\} \subseteq A_{\bar{i}}$, using the reasoning described above and in light of the fact that $x_{0} \in A_{\bar{i}}$, this subsequence is also in $A_{2 \bar{i} \bmod n}$ and so must be $x_{0}$ as its limit. In both cases we henceforth conclude $x_{0} \in A_{0} \cap A_{\bar{i}} \cap A_{2 \bar{i} \bmod n}$. Continuing in this fashion we see that $x_{0} \in A_{j}$ for any $j$ that satisfies

$$
j \equiv s \tilde{i} \quad(\bmod n) \text { for some } s \in \mathbb{N}_{0} .
$$

To obtain a contradiction with $x_{0} \notin A_{l}$ it now only remains to show that there exist $s \in \mathbb{N}_{0}$ for which $s \tilde{i} \equiv l(\bmod n)$. It is an elementary fact from number theory that there exists $\tilde{s} \in \mathbb{N}_{0}$ such that $\tilde{s} \tilde{i} \equiv(\tilde{i}, n)(\bmod n)$, where $(a, b)$ stands for the greatest common divisor of integers $a$ and $b$. Note
that $\tilde{i} \not \equiv 0(\bmod k)$ and hence $p_{1}^{\alpha_{1}}=k \nmid \tilde{i}$. Thus $(\tilde{i}, n)=\left(\tilde{i}, n / p_{1}\right)=(\tilde{i}, l) \mid l$ and setting $s=\frac{l}{(\tilde{i}, n)} \tilde{s}$ gives the desired conclusion.

We now turn to showing that $\operatorname{Per}\left(2^{T}\right)$ is not always closed under taking least common multiples. But for this we need first to revisit the notion of almost minimal systems.

### 4.5 ALMOST TOTALLY MINIMAL CANTOR SYSTEM

Recall that any two non-compact, locally compact, totally disconnected, separable, metrizable spaces with no isolated points are homeomorphic (see e.g. [Danoi, Proposition I.I]). These are essentially equal to the Cantor set without a point, which is in turn homeomorphic to a countable union of Cantor sets. Let us denote such a set by $X^{*}$. In [Danor] Danilenko gives a direct limit construction of a class of minimal systems on $X^{*}$. The system $\left(X^{*}, T\right)$ is said to be minimal if the only non-empty, closed, strongly $T$-invariant subset of $X^{*}$ is $X^{*}$ itself, or equivalently if any full orbit ${ }^{4}$ of any point is dense in $X^{*}$. In the compact case this is equivalent to asking that the $\omega$-limit set of any point is whole of the state space, but here one has to be careful with the definition of minimality as some points can have their $\omega$-limit sets empty due to non-compactness even if their full orbits are dense. In fact Danilenko proved that for any invertible minimal map on $X^{*}$ the set of points with their forward orbit dense (those points $x$ for which $\omega(x)=X^{*}$ ) will be a dense, $G_{\delta}$ set with empty interior (see [DanoI, Theorem I.2]).

The class of maps constructed there conveniently extends to a class of continuous homeomorphisms of the Cantor set $X$ which is obtained as a one point compactification of $X^{*}$ with point at infinity being mapped onto itself. Such maps, with one fixed point and all the other points having dense full orbits are called almost minimal systems and in particular they are examples of essentially minimal systems which are defined as those systems which have one unique minimal subsystem (see [HPS92]). To make our proofs in Section 4.6 work we need a map that is almost totally minimal (ATM) meaning that the system $\left(X, T^{m}\right)$ is almost minimal for any iterate $T^{m}$ of the original map $T$ where $m \in \mathbb{N}$, in

[^5]other words, that the system $\left(X^{*},\left.T\right|_{X^{*}}\right)$ with the fixed point removed is totally minimal in the usual sense.

Theorem 4.18. There exists an almost totally minimal homeomorphism $T: X \rightarrow X$ of the Cantor set $X$. This $T$ has exactly one fixed point $x_{0} \in X$ and the full $T^{m}$-orbit of every other point is dense in $X$ for every $m \in \mathbb{N}$ i.e.
(i) $\left(\exists!x_{0} \in X\right) \quad T\left(x_{0}\right)=x_{0}$,
(ii) $\left(\forall y \in X \backslash\left\{x_{0}\right\}\right)(\forall m \in \mathbb{N}) \quad\left\{T^{m k}(y) \mid k \in \mathbb{Z}\right\}=X$.

Remark 4.19. We remark in passing that, as $X$ here is a Baire space without isolated points, the set $\left\{T^{k}(y) \mid k \in \mathbb{Z}\right\}$ is equal to $X$ if and only if $\lambda(\underline{y})=X$ where $\underline{y} \in \underset{\longleftarrow}{\lim }(X, T)$ is the full orbit of $y$.

To prove this theorem we revisit Gambaudo and Martens' combinatorial approach for constructing self-maps of the Cantor set (or indeed any 0-dimensional compact metric space) via graph covers (see [GMo6]).
4.5.I Graph covers

It is a well-known fact that any totally disconnected, compact and Hausdorff space (these are sometimes called Stone spaces) can be obtained as an inverse limit of a (countable) system of discrete finite spaces. This property actually characterises Stone spaces via Stone duality (see [Nag70, Proposition 8-5]) which is why these are also occasionally called profinite spaces.

It turns out, using similar ideas, that it is possible to give a complete description not just for Stone spaces, but also for the self-maps on them by adding arrows to the discrete spaces forming the inverse system and, thus, creating an inverse limit of directed graphs. We shall now briefly recall the main results of this theory following Shimomura's treatment in [Shir4].

A graphs is a pair $G=(V, E)$ where $V$ is a finite set of vertices and $E \subseteq V \times V$ is a set of directed edges. We additionally require that each vertex has at least one outgoing and one incoming edge. A

[^6]graph homomorphism between graphs $(V, E)$ and $\left(V^{\prime}, E^{\prime}\right)$ is a vertex map $\phi: V \rightarrow V^{\prime}$ which respects the edges, i.e. for any pair $(v, w) \in E$ it must be $(\phi(v), \phi(w)) \in E^{\prime}$. A graph homomorphism is said to be + -directional if $\phi\left(w_{1}\right)=\phi\left(w_{2}\right)$ whenever both $\left(v, w_{1}\right) \in E$ and $\left(v, w_{2}\right) \in E$. If additionally $\left(v_{1}, w\right) \in E$ and $\left(v_{2}, w\right) \in E$ implies $\phi\left(v_{1}\right)=\phi\left(v_{2}\right)$ it is said that $\phi$ is bidirectional. A graph cover is a +-directional homomorphism of graphs that is also edge-surjective meaning that the map which $\phi$ naturally induces on the set of edges $\phi: E \rightarrow E^{\prime}$ is surjective.

Given a sequence of graph covers $G_{0} \stackrel{\phi_{0}}{\longleftarrow} G_{1} \stackrel{\phi_{1}}{\longleftarrow} G_{2} \stackrel{\phi_{2}}{\longleftarrow} \cdots$ one forms a Stone space as the inverse limit

$$
G_{\infty}=\lim _{\leftarrow} G_{i}=\left\{\left(v^{(i)}\right)_{i \geq 0} \in \prod_{i=0}^{\infty} V_{i} \mid v^{(i)}=\phi_{i}\left(v^{(i+1)}\right) \text { for all } i \in \mathbb{N}_{0}\right\} .
$$

It is possible to define a self-map $\phi_{\infty}: G_{\infty} \rightarrow G_{\infty}$ by setting

$$
\phi_{\infty}\left(\left(v^{(i)}\right)_{i \geq 0}\right)=\left(\phi_{i}\left(w^{(i+1)}\right)\right)_{i \geq 0}
$$

where $w^{(i)}$ is any vertex for which the edge $\left(v^{(i)}, w^{(i)}\right)$ is in $E_{i}$. Intuitively, the map is given by the rule 'follow the arrows' except that if there are more than one outgoing arrow from the chosen vertex at any given level, we might need to peek at one level below whose finer resolution will help us decide which of the arrows to follow. +-directionality of the covers ensures that this process, or indeed $\phi_{\infty}$ is a well-defined continuous self-map of the Stone space $G_{\infty}$. If additionally each of the bonding maps in the sequence is bidirectional then the map $\phi_{\infty}$ is a homeomorphism, see [Shir4, Lemma 3.s].

The full correspondence is given by

Theorem 4.20 ([Shis4, Theorem 3.9]). A topological (compact, metric, surjective) dynamical system is 0-dimensional if and only if it is topologically conjugate to $G_{\infty}$ for some sequence of covers $G_{0} \stackrel{\phi_{0}}{\longleftrightarrow}$ $G_{1} \stackrel{\phi_{1}}{\longleftarrow} G_{2} \stackrel{\phi_{2}}{\longleftarrow} \cdots$.

We remark that these results have a flavour of those by Mioduszewski in [Mio63] but are more elaborate as here we are dealing only with 0 -dimensional spaces.

We are now ready to construct the system described in Theorem 4.18. The inspiration for this came from the construction in [Shii6b]. Very recently similar techniques appeared in [Shir6a].
4.5.2 Proof of Theorem 4.18

Let $G_{0}=\left(\left\{v_{0}^{(0)}\right\},\left\{\left(v_{0}^{(0)}, v_{0}^{(0)}\right)\right\}\right)$ be one vertex with a self-loop. Given $G_{i}$ we shall inductively define $G_{i+1}$. The graph $G_{i+1}$ will consist of $\left|V_{i+1}\right|=\left(\left|V_{i}\right|+C_{i}\right) \cdot(i+1)!+1$ vertices $^{6} V_{i+1}=\left\{v_{0}^{(i+1)}, \ldots, v_{\left|V_{i+1}\right|-1}^{(i+1)}\right\}$ which make a cycle in that order, and additionally $E_{i+1}$ also contains a self-loop at $v_{0}^{(i+1)}$, see Figure 4.2. The constants $C_{i} \in \mathbb{N}$ are inductively chosen so that $\left|V_{i}\right|+C_{i}$ and $(i+1)$ ! are co-prime. It remains to specify the cover $\phi_{i}: V_{i+1} \rightarrow V_{i}$ by the formula

$$
\phi_{i}\left(v_{k}^{(i+1)}\right)=v_{I(i, k)}^{(i)}
$$

where

$$
I(i, k)= \begin{cases}0, & \text { if } k \equiv 0,1,2, \ldots, \text { or } C_{i} \quad\left(\bmod \left|V_{i}\right|+C_{i}\right) \\ l, & \text { otherwise, where } l \equiv k-C_{i} \quad\left(\bmod \left|V_{i}\right|+C_{i}\right)\end{cases}
$$

It is perhaps easier to see what is going if we look at how $\phi_{i}$ maps the edges of $G_{i+1}$ onto the edges of $G_{i}$. Let us denote the self loops in $G_{i}$ and $G_{i+1}$ by $e_{0}$ and $e_{0}^{\prime}$ respectively, and let $\left\{f_{1}, \ldots, f_{\left|V_{i}\right|}\right\}$ and $\left\{f_{1}^{\prime}, \ldots, f_{\left|V_{i+1}\right|}^{\prime}\right\}$ be successive edges in their bigger cycles respectively. The formulae above capture the fact that the cycle $\left\{f_{1}^{\prime}, \ldots, f_{\left|V_{i+1}\right|}^{\prime}\right\}$ on the $(i+1)^{\text {st }}$ level is wound ( $i+1$ )! times over the full circuit (with the first edge being repeated $C_{i}$ times) in the graph $G_{i}$ in the following succession


[^7]$G_{0}:$

$G_{1}$ :

$G_{2}:$


Figure 4.2: The first 3 steps of the construction, with $C_{0}=1$ and $C_{1}=2$.

In particular, looking at Figure 4.2, $\phi_{1}: G_{2} \rightarrow G_{1}$ maps denoted edges as follows:

$$
\begin{array}{ccccccccccc}
f_{1}^{\prime}, & f_{2}^{\prime}, & f_{3}^{\prime}, & f_{4}^{\prime}, & f_{5}^{\prime}, & f_{6}^{\prime}, & f_{7}^{\prime}, & f_{8}^{\prime}, & f_{9}^{\prime}, & f_{10}^{\prime}, & f_{11}^{\prime} \\
I & I & I & I & I & I & I & I & I & I & I \\
e_{0}, & e_{0}, & f_{1}, & f_{2}, & f_{3}, & e_{0}, & e_{0}, & f_{1}, & f_{2}, & f_{3}, & e_{0}
\end{array}
$$

Also note the additional twist over $e_{0}$ at the end which is needed to ensure that these are bidirectional covers.

Let $G_{\infty}$ be the inverse limit of the just constructed inverse system $G_{0} \stackrel{\phi_{0}}{\longleftarrow} G_{1} \stackrel{\phi_{1}}{\longleftarrow} G_{2} \stackrel{\phi_{2}}{\longleftarrow} \cdots$. As each vertex in $G_{i}$ is covered with at least 2 vertices of $G_{i+1}$ one easily checks that $G_{\infty}$ has no isolated points and is therefore homeomorphic to the Cantor set. As we mentioned earlier, the sequence consists of bidirectional covers and $\phi_{\infty}: G_{\infty} \rightarrow G_{\infty}$ is thus a homeomorphism of the Cantor set.

It remains to be seen that ( $G_{\infty}, \phi_{\infty}$ ) is almost totally minimal. One fixed point of the system is clearly $\left(v_{0}^{(i)}\right)_{i \geq 0}$. Any other point $\left(v_{p_{i}}^{(i)}\right)_{i \geq 0} \in G_{\infty}$ will have $p_{i}>0$ for all $i$ large enough. Let $x_{\infty}=\left(v_{p_{i}}^{(i)}\right)_{i \geq 0}$ be one such a point. We wish to show that for any given $m \in \mathbb{N}$ the full orbit under $\phi_{\infty}^{m}$ of this point is dense in $G_{\infty}$.

We shall denote by $\left[v_{k}^{(i)}\right]$ the set of all the points in $G_{\infty}$ with $i^{\text {th }}$ coordinate equal to $v_{k}^{(i)}$. Recall that these sets $\left[v_{k}^{(i)}\right]$, where $i \in \mathbb{N}_{0}$ and $0 \leq k \leq\left|V_{i}\right|-1$, form a clopen basis for the topology on $G_{\infty}$. They
are neatly nested within each other and those on the level $i+1$ refine all those on levels less than $i$. In fact one has the relation $\left[v_{k}^{(i+1)}\right] \subseteq\left[\phi_{i}\left(v_{k}^{(i+1)}\right)\right]=\left[v_{I(i, k)}^{(i)}\right]$. It will thus suffice to see that for any level $L \in \mathbb{N}_{0}$, one can find $\phi_{\infty}^{m}$-iterates of $x_{\infty}$ that hit each of the sets $\left[v_{k}^{(L)}\right]$, for $0 \leq k \leq\left|V_{L}\right|-1$.

Let $L$ be one such level and choose $M \geq \max \{L, m-1\}$ large enough so that $p_{M+1}>0$. We claim that $\phi_{\infty}^{(M+1)!}$-iterates of $x_{\infty}$ hit each of the sets $\left[v_{k}^{(M)}\right]$, for $0 \leq k \leq\left|V_{M}\right|-1$, which will suffice as $m \mid(M+1)!$ and $M \geq L$.

Note that as $p_{M+1}>0$ it is possible to infer where a large portion of iterates of $x_{\infty}$ are mapped within level $M+1$ without actually having to look at what happens at the level below ${ }^{7}$. In particular we know that $\phi_{\infty}^{-p_{M+1}+k}\left(x_{\infty}\right) \in\left[v_{k}^{(M+1)}\right]$ for each $0 \leq k \leq\left|V_{M+1}\right|-1$. This means that those same iterates hit each of the sets $\left[v_{k}^{(M)}\right]$, for $0 \leq k \leq\left|V_{M}\right|-1$, at least $(M+1)$ ! times, as each of the vertices in $G_{M+1}$ covers those of $G_{M}$ with at least multiplicity $(M+1)!$. This, along with the choice of $C_{M}$ (the number of successive repetitions of $v_{0}^{(M)}$ in the covering map), creates an apt offset implying that $\phi_{\infty}^{(M+1)!}$-iterates of $x_{\infty}$ end up in all of the sets $\left[v_{k}^{(M)}\right]$.

To put it precisely, let $p_{M+1}=q(M+1)!+r$ with $0 \leq r<(M+1)!$ as in Euclidean division. Then if $k=s(M+1)!+r$ with $0 \leq s \leq\left|V_{M}\right|+C_{M}-1$ we have $\phi_{\infty}^{(s-q)(M+1)!}\left(x_{\infty}\right)=\phi_{\infty}^{-q(M+1)!-r+k}\left(x_{\infty}\right)=$ $\phi_{\infty}^{-p M+1+k}\left(x_{\infty}\right) \in\left[v_{k}^{(M+1)}\right] \subseteq\left[v_{I(M, k)}^{(M)}\right]$. This is justified by noting that $k$ falls within the required range

$$
0 \leq r \leq k \leq(M+1)!\left(\left|V_{M}\right|+C_{M}\right)=\left|V_{M+1}\right|-1 .
$$

As $\left|V_{M}\right|+C_{M}$ and $(M+1)$ ! are co-prime it is an elementary number theoretic fact that $s(M+1)!$, and hence also $k=s(M+1)!+r$, will run through all the residue classes modulo $\left|V_{M}\right|+C_{M}$ as $s$ runs through $\left\{0,1, \ldots,\left|V_{M}\right|+C_{M}-1\right\}$. Inspecting the definition of $I(M, k)=I(M, s(M+1)!+r)$, we see that this attains all the values in $\left\{0,1, \ldots,\left|V_{M}\right|-1\right\}$ when $s$ goes through $\left\{0,1, \ldots,\left|V_{M}\right|+C_{M}-1\right\}$. This completes our proof.

[^8]Using Theorem 4.18 we can now prove an interesting embedding result which will later help us to construct a map on the Cantor set for which the induced map on the hyperspace has period 2 and 3 points but none of the period 6 .

Theorem 4.2I. Let $(Y, S)$ be a 0 -dimensional minimal system. There exist a system $(\hat{Y}, \hat{S})$ on the Cantor set $\hat{Y}$ such that:
(i) $(Y, S)$ dynamically embeds into $(\hat{Y}, \hat{S})$ as a nowhere dense set via : $Y \rightarrow \hat{Y}$,
(ii) Every full $\hat{S}^{m}$-orbit of any point $y \in \hat{Y} \backslash \iota(Y)$ is dense in $\hat{Y}$ for every $m \in \mathbb{N}$.

Let $(X, T)$ be the ATM system we constructed in Theorem 4.18. Let $X=A \sqcup B$ be a separation into two disjoint clopen non-empty sets. Further assume that the fixed point $x_{0}$ of the ATM is in $A$. For any $x \in X$ let

$$
N(x, B)=\min \left\{k \in \mathbb{N}_{0} \mid T^{-k}(x) \in B\right\}
$$

be the time elapsed since $x$ last visited $B$. If the minimum above does not exist, we set $N(x, B)=\infty$. Clearly $N(x, B)=0$ for all $x \in B$, but it is also finite for all other $x \in X$ which have their backward orbit dense in $X$ which we know is a $G_{\delta}$ dense set in $X$ with empty interior. In fact, $N(x, B)$ is finite on a much larger (dense and open) set $U=\{x \in X \mid N(x, B)<\infty\}$. To see that $U$ is open it suffices to notice that $N(x, B)$ is a locally constant function. What we mean by this is that for any point $x \in U$ there exists a $(\mathrm{cl})$ open neighbourhood containing $x$ on which the function $N(\cdot, B)$ is constant $(=N(x, B))$. This is easy to see as one just needs to ensure that the neighbourhood is small enough so that the $N(x, B)$ backward iterates of the points in it follow tightly those of $x$.

Going forward fix a point $y_{0} \in Y$ to act as the origin and set

$$
\hat{Y}=\overline{\left\{\left(x, S^{N(x, B)}\left(y_{0}\right)\right) \in X \times Y \mid N(x, B)<\infty\right\}}
$$

where the closure is taken in $X \times Y$. Note that $\hat{Y}$ is still homeomorphic to the Cantor set since it is defined as the closure of a subset of the Cantor set with no isolated points. It is also immediately clear that $\hat{Y}$ can be written as

$$
\hat{Y}=\overline{\bigcup_{k=0}^{\infty} \hat{S}^{k}\left(B \times\left\{y_{0}\right\}\right)}
$$

where $\hat{S}$ is the map on the product $X \times Y$ given by $\hat{S}=\pi \circ S \circ \pi$ and where $\pi$ is a partial projection onto $X \times\left\{y_{0}\right\}$ defined by

$$
\pi(x, y)= \begin{cases}(x, y), & \text { if } x \in A \\ \left(x, y_{0}\right), & \text { if } x \in B\end{cases}
$$

To prove that this is the unique minimal closed strongly $\hat{S}$-invariant set containing $B \times\left\{y_{0}\right\}$ it only remains to be seen that $\hat{Y} \subseteq \hat{S}(\hat{Y})$. Actually, $B \times\left\{y_{0}\right\} \subseteq \hat{S}(\hat{Y})$ will suffice.

To see this let $\pi_{X}: X \times Y \rightarrow X$ be the projection to the first coordinate given by $\pi_{X}(x, y)=x$. This is in fact a semi-conjugacy as one can verify that $\pi_{X} \circ \hat{S}=T \circ \pi_{X}$. Using this we get $T\left(\pi_{X}(\hat{Y})\right)=$ $\pi_{X}(\hat{S}(\hat{Y})) \subseteq \pi_{X}(\hat{Y})$ and so $\pi_{X}(\hat{Y})$ is a $T$-invariant set clearly containing $B$. Remembering that the set of points with their forward orbit dense under $T$ is itself dense in $X$ we conclude that $\pi_{X}(\hat{Y})=X$.

Now given any $\left(x, y_{0}\right) \in B \times\left\{y_{0}\right\}$ set $x_{-1}=T^{-1}(x)$. Since $\pi_{X}(\hat{Y})=X$, there exists a point $\left(x_{-1}, y\right) \in \hat{Y}$. Then clearly $\hat{S}\left(x_{-1}, y\right)=\left(x, y_{0}\right)$ which concludes the proof that $B \times\left\{y_{0}\right\} \subseteq \hat{S}(\hat{Y})$.

Another important thing to note is that the map $\pi_{X}$ restricted to $\hat{Y}$ is almost a homeomorphism as it is injective everywhere except possibly at some points of $\pi_{X}^{-1}(X \backslash U) \cap \hat{Y}$. To see that $\pi_{X}$ is injective on $\pi_{X}^{-1}(U) \cap \hat{Y}$ recall that for any $x \in U$ one can find a clopen neighbourhood $V_{x}$ where $N(\cdot, B)$ is constant and hence $V_{x} \times\left\{S^{N(x, B)}\left(y_{0}\right)\right\}$ is contained in $\hat{Y}$ and this is the only intersection of $\hat{Y}$ with the rectangle $V_{x} \times Y$. In other words, $\pi_{X}$ is invertible on the part of $\hat{Y}$ contained in the strip $V_{x} \times Y$.

This observation allows us to prove the following lemma.

Lemma 4.22. For any fixed natural number $m \in \mathbb{N}, \hat{Y}$ is the least closed $\hat{S}^{m}$-invariant set that contains $B \times\left\{y_{0}\right\}$.

Proof. Let $m \in \mathbb{N}$ be fixed, and let $F \subseteq \hat{Y}$ be a closed, $\hat{S}^{m}$-invariant subset of $\hat{Y}$ containing $B \times\left\{y_{0}\right\}$. We need to see that $F=\hat{Y}$. Reasoning similarly as before, we see that $\pi_{X}(F)$ is a closed $T^{m}$-invariant
subset of $X$ containing $B$. Almost minimality of $\left(X, T^{m}\right)$ then gives $\pi_{X}(F)=X$. If we now remember that $\pi_{X}$ is injective on $\pi_{X}^{-1}(U) \cap \hat{Y}=\left\{\left(x, S^{N(x, B)}\left(y_{0}\right)\right) \mid N(x, B)<\infty\right\}$, we get that $F$ contains $\left\{\left(x, S^{N(x, B)}\left(y_{0}\right)\right) \mid N(x, B)<\infty\right\}$ and from there immediately $F=\hat{Y}$.

Remark 4.23. The statement of Lemma 4.22 could equivalently be written as

$$
\hat{Y}=\overline{\bigcup_{k=0}^{\infty} \hat{S}^{k m}\left(B \times\left\{y_{0}\right\}\right)}, \quad \text { for any } m \in \mathbb{N}
$$

Proof of Theorem 4.2I. As we said before, $\hat{Y}$ is the closure of a subset of the Cantor set $X \times Y$ with no isolated point and is thus homeomorphic to the Cantor set itself.

We shall now see that $\left\{x_{0}\right\} \times Y$ is indeed contained in $\hat{Y}$. This follows from the fact that $\hat{Y}$ fully projects on the $X$ and thus we can conclude that there exists $y \in Y$ such that $\left(x_{0}, y\right) \in \hat{Y}$. Since we know that $\hat{Y}$ is $\hat{S}$-invariant, that the dynamics of $\hat{S}$ coincides with that of $S$ on $\left\{x_{0}\right\} \times Y$, and because $(Y, S)$ is minimal we infer that $\left\{x_{0}\right\} \times Y \subset \hat{Y}$.

Since all the points in $\left\{x_{0}\right\} \times Y$ are limit points of those in $\left\{\left(x, S^{N(x, B)}\left(y_{0}\right)\right) \mid N(x, B)<\infty\right\}$ we can conclude that the interior of $\left\{x_{0}\right\} \times Y$ inside $\hat{Y}$ is empty. This concludes the proof of the statement (i) above where the map $\iota$ is given by $y \mapsto\left(x_{0}, y\right)$.

To see (ii), let $(x, y) \in \hat{Y}$ be a point with $x \neq x_{0}$ and let $m \in \mathbb{N}$ be fixed. We know that the closure of any full $\hat{S}^{m}$-orbit of $(x, y)$ is a closed $\hat{S}^{m}$-invariant set. Since $\pi_{X}$ is a semi-conjugacy the projection of this set to $X$ is going to be the closure of some full obit of $x$ under the map $T^{m}$. Almost total minimality allows us to conclude that this projection is the whole of $X$ and thus reasoning as in Lemma 4.22 we conclude that the closure of this full orbit of $(x, y)$ under $\hat{S}^{m}$ is the whole of $\hat{Y}$.

From Theorem 4.21 one directly obtains the following corollary.

Corollary 4.24. Theorem 4.2 holds for any 0 -dimensional system $(Y, S)$ that can be obtain as a power of a minimal system.

Proof. Let $(Y, R)$ be a minimal system such that $R^{n}=S$ and apply Theorem 4.2 to obtain the system $(\hat{Y}, \hat{R})$. Then the system which embeds $(Y, S)$ as a nowhere dense set and in which any point outside this embedding has its full orbit dense under any iterate of the map is simply $\left(\hat{Y}, \hat{S}=\hat{R}^{n}\right)$.

This poses a question:

Question 4.25. Which 0-dimensional systems cannot be represented as a power of a minimal system?
Does Theorem 4.2 hold for those systems?
4.6.I $\quad 2,3 \in \operatorname{Per}\left(2^{T}\right) \nRightarrow 6 \in \operatorname{Per}\left(2^{T}\right)$

We can now use Theorem 4.2I to construct a map on the Cantor set for which the induced map on the hyperspace has period 2 and 3 points but none of the period 6 .

Let $(Y, S)$ be a two point cycle, i.e. let $Y=\left\{x_{0}, x_{1}\right\}$ and let $S: Y \rightarrow Y$ be a map swapping the two points in $Y$. Apply Theorem 4.2I to obtain the system $(\hat{Y}, \hat{S})$ into which $(Y, S)$ is dynamically embedded. We identify $Y$ with its image in $\hat{Y}$ so we can write $Y \subset \hat{Y}$. Now take a product of $(\hat{Y}, \hat{S})$ with a three cycle and quotient out the six cycle obtained from three copies of the cycle $\left\{x_{0}, x_{1}\right\}$. More precisely let $Z=\hat{Y} \times\{0,1,2\} / \sim$ be a quotient space obtained by gluing the points in $\left\{\left(x_{0}, i\right) \mid i=0,1,2\right\}$ together and likewise the points in $\left\{\left(x_{1}, i\right) \mid i=0,1,2\right\}$. Let us call those two points $z_{0}$ and $z_{1}$ respectively. We define a map $R: Z \rightarrow Z$ by:

$$
R(y, i)=(\hat{S}(y), i+1 \bmod 3) .
$$

Note that this rule respects the quotient relation on $\hat{Y} \times\{0,1,2\}$ and therefore accounts for a welldefined map on $Z$.

We claim that $(Z, R)$ is a system for which $\operatorname{Per}\left(2^{R}\right)=\{1,2,3\}$. The whole set $Z \in 2^{Z}$ is of course a fixed point. It is clear that $\left\{z_{0}\right\} \leftrightarrow\left\{z_{1}\right\}$ is a 2 -cycle in $2^{Z}$ as $z_{0}$ is 2-periodic for $R$. It is also clear that the natural embedding of $\hat{Y}$ in $Z$ as $\hat{Y} \times\{0\}$ produces a 3-cycle in $2^{Z}$. It remains to show that no 6 -cycle, or indeed any other cycle, in $2^{Z}$ exists. For if it did, the set $F \in 2^{Z}$ of period $m$ other than 1,2 , or 3 would have to contain at least one point $(y, i) \in Z$ other than $z_{0}$ or $z_{1}$. Note that $y \in \hat{Y} \backslash Y$, and let $\underline{y}=\left(\ldots, y_{-1}, y_{0}, y_{1}, y_{2}, \ldots\right) \in \underset{\leftarrow}{\lim }(\hat{Y}, \hat{S})$ be a full orbit of $y=y_{0}$ such that

$$
\left\{\left(y_{m k}, i+m k \bmod 3\right) \mid k \in \mathbb{Z}\right\} \subseteq F .
$$

In particular $\overline{\left\{\left(y_{m k}, i+m k \bmod 3\right) \mid k \in 3 \mathbb{Z}\right\}}=\overline{\left\{\left(y_{3 m k}, i\right) \mid k \in \mathbb{Z}\right\}} \subseteq F$. Now part $(i i)$ of Theorem 4.2I guaranties that the full orbit $\left(\ldots, y_{-3 m}, y_{0}, y_{3 m}, y_{6 m}, \ldots\right) \in \underset{\leftarrow}{\lim }\left(\hat{Y}, \hat{S}^{3 m}\right)$ is dense in $\hat{Y}$. Thus $\hat{Y} \times\{i\} / \sim \subseteq F$. Since $i \in\{0,1,2\}$ was arbitrary, the previous reasoning shows that in fact $F=\hat{Y} \times I / \sim$ where $I \subseteq\{0,1,2\}$ is non-empty. But then clearly the period $k$ of $F$ is either 1 or 3 . This contradiction concludes the proof that $\operatorname{Per}\left(2^{R}\right)=\{1,2,3\}$.

### 4.6.2 General $p$ and $q$

It is easy to see how the construction above generalises to obtain a system $(Z, R)$ for which $\operatorname{Per}\left(2^{R}\right)$ is the set of divisors of $p$ or $q$ where $p$ and $q$ are two positive integers.

As before let $(Y, S)$ be a $p$-cycle embedded into $(\hat{Y}, \hat{S})$ by virtue of Theorem 4.21. We set $Z=$ $\hat{Y} \times\{0,1, \ldots, q-1\} / \sim$ where $\sim$ identifies $q$ distinct sets of points coming from the $p$-cycle into one $p$-periodic orbit $\left\{z_{0}, \ldots, z_{p-1}\right\} \subset Z$. The map $R: Z \rightarrow Z$ given by:

$$
R(y, i)=(\hat{S}(y), i+1 \bmod q)
$$

is once again well-defined and clearly satisfies $p, q \in \operatorname{Per}\left(2^{R}\right)$. We claim that any other $m \in \operatorname{Per}\left(2^{R}\right)$ must be a divisor of either $p$ or $q$.

Firstly, if we assume that the periodic point $F \in 2^{Z}$ of period $m$ is completely contained in $\left\{z_{0}, \ldots, z_{p-1}\right\}$ then it is not hard to see that $m \mid p$. If otherwise there exists a point $(y, i) \in F$ other than any of $z_{0}, \ldots, z_{p-1}$ then arguing as before we can show that $\hat{Y} \times\{i\} / \sim \subseteq F$. Thus $F=\hat{Y} \times I / \sim$ for some non-empty $I \subseteq\{0,1, \ldots, q-1\}$. From here we immediately get that $m \mid q$. Therefore we have proved the following theorem.

Theorem 4.26. Let $p, q \in \mathbb{N}$. There exists a continuous onto map of the Cantor set $R: Z \rightarrow Z$ for which the periods appearing in the induced map are exactly divisors of either p or q, i.e.

$$
\operatorname{Per}\left(2^{R}\right)=\{m \in \mathbb{N}|m| p \text { or } m \mid q\} .
$$

In this section we shall be concerned only with periodic points in $2^{X}$ made up entirely of periodic points for $(X, T)$. We shall see that in this setting the anomalies such as those in Theorem 4.26 are not possible.

Firstly note that one can reduce the problem to studying periodic points of $T^{<\omega}$. Namely, let $F \in 2^{X}$ be a periodic point with fundamental period $k=p_{1}^{\alpha_{1}} \cdots p_{r}^{\alpha_{r}}$ where each point of $F$ is periodic under $T$. Then as in the proof of Theorem 4.17 we can find points $x_{1}, \ldots, x_{r}$ in $F$ for which $p_{i}^{\alpha_{i}} \in \operatorname{Per}\left(\underline{x}_{i}\right)$ where each $\underline{x}_{i}$ is the unique full orbit of $x_{i}$ that is periodic. It could happen that some of these $x_{i} s$ are represented by the same point or by points that are members of the same full orbit, which in this case means the same cycle. For a moment let us assume that this is not the case and that all of these $r$ full orbits are mutually disjoint when considered as subsets of $X$. Then for each $1 \leq i \leq r$ let $F_{i} \in 2^{X}$ be the canonical $k_{i}=p_{i}^{\alpha_{i}}$-periodic set given by $F_{i}=\left\{x_{i}, T^{k_{i}}\left(x_{i}\right), T^{2 k_{i}}\left(x_{i}\right), \ldots\right\}$. Note that $F_{i} \mathrm{~s}$ are finite and mutually disjoint, and thus $\bigcup_{i=1}^{r} F_{i}$ is a $k$-periodic point for $2^{T}$ but also for $T^{<\omega}$. This proves the reduction when distinct prime factors of $k$ can be represented by mutually disjoint orbits.

Suppose now that $x_{1}$ and $x_{2}$ belong to the same orbit. As they are both periodic it must be that $\underline{x}_{1}$ is just shifted $\underline{x}_{2}$. We then apply Proposition 4.16 to get $l_{1}=k_{1} k_{2} \in \operatorname{Per}\left(\underline{x}_{1}\right)=\operatorname{Per}\left(\underline{x}_{2}\right)$. Grouping the elements of the same orbits in this way and discarding all but one representative for each of the orbits we obtain a factorisation of $k=l_{1} \cdots l_{s}$ into $s$ co-prime factors where $s \leq r$ and where each $l_{i}$ is an element of some $\operatorname{Per}\left(\underline{x}_{t(i)}\right)$ with $x_{t(1)}, \ldots, x_{t(s)}$ all belonging to distinct orbits. After setting $F_{i}=\left\{x_{t(i)}, T^{l_{i}}\left(x_{t(i)}\right), T^{2 l_{i}}\left(x_{t(i)}\right), \ldots\right\}$ the union $\bigcup_{i=1}^{s} F_{i}$ will again be a $k$-periodic point for both $2^{T}$ and $T^{<\omega}$. We thus obtained the reduction in general.

We shall now give explicit formulae for $\operatorname{Per}\left(T^{(n)}\right), \operatorname{Per}\left(T_{n}\right)$, and $\operatorname{Per}\left(T^{<\omega}\right)$ in terms of $\operatorname{Per}(T)$. Recall that $T^{(n)}$ is an induced map on the $n$-fold Cartesian product $X^{(n)}=X \times \cdots \times X$, that $T_{n}$ is the restrictions of $2^{T}$ on $F_{n}(X)$ - the space of subsets of $X$ of cardinality at most $n$, and that $T^{<\omega}$ is the restriction of $2^{T}$ on $F(X)$ - the space of subsets of $X$ of finite cardinality.

## Proposition 4.27. We have the following identities

$$
\begin{align*}
& \operatorname{Per}\left(T^{(n)}\right)=\left\{\left[m_{1}, \ldots, m_{n}\right] \mid m_{i} \in \operatorname{Per}(T) \text { for all } 1 \leq i \leq n\right\},  \tag{4.4}\\
& \operatorname{Per}\left(T_{n}\right)= \bigcup_{l=1}^{n}\left\{\left[d_{1}, \ldots, d_{l}\right]\left|d_{i}\right| m_{i} \in \operatorname{Per}(T) \text { for all } 1 \leq i \leq l,\right.  \tag{4.5}\\
&\text { and } \left.\frac{m_{1}}{d_{1}}+\cdots+\frac{m_{l}}{d_{l}} \leq n\right\}, \\
& \operatorname{Per}\left(T^{<\omega}\right)= \bigcup_{l=1}^{\infty}\left\{\left[d_{1}, \ldots, d_{l}\right]\left|d_{i}\right| m_{i} \in \operatorname{Per}(T) \text { for all } 1 \leq i \leq l\right\}, \tag{4.6}
\end{align*}
$$

where $\left[k_{1}, \ldots, k_{m}\right]$ stands for the least common multiple of $k_{1}, \ldots, k_{m}$.

Proof. The statement (4.4) is easy. Given points $x_{1}, \ldots, x_{n}$ with fundamental periods $m_{1}, \ldots, m_{n}$ it is clear that the point $\left(x_{1}, \ldots, x_{n}\right) \in X^{(n)}$ has fundamental period $\left[m_{1}, \ldots, m_{n}\right]$. And conversely any periodic point of $T^{(n)}$ must arise in this fashion.

We shall now prove (4.5). Let $Q=\left\{x_{1}, \ldots, x_{n}\right\}$ be a periodic point in $F_{n}(X)$. Clearly each $x_{i}$ must be a periodic point of $T$. Then $Q$ can be naturally partitioned into sets $Q_{1}, \ldots, Q_{l}$ where each $Q_{i}$ contains points belonging to the same cycle under $T$, and no two points from distinct $Q_{i}$ selong to the same cycle. All the points in $Q_{i}$ have the same period $m_{i}$ under $T$. Let us denote the periods of $Q, Q_{1}, \ldots, Q_{l} \in F_{n}(X)$ by $d, d_{1}, \ldots, d_{l}$ respectively. Clearly $d=\left[d_{1}, \ldots, d_{l}\right]$ and since $T_{n}^{m_{i}}\left(Q_{i}\right)=Q_{i}$ we also have $d_{i} \mid m_{i}$. By the construction we have $l \leq n$ as every $Q_{i}$ must contain at least one point from $Q$.

Lastly, we claim that $\frac{m_{i}}{d_{i}} \leq\left|Q_{i}\right|$ where $\mid$. $\mid$ denotes the cardinality of a set. This is because $T_{n}^{d_{i}}$ acts on $Q_{i}$ as a permutation over set of cardinality $\left|Q_{i}\right|$ of order at most $\frac{m_{i}}{d_{i}}$. But a permutation can not have order larger than the cardinality of the set it acts upon and, thus, we get the claim. From this it follows $\sum_{i=1}^{l} \frac{m_{i}}{d_{i}} \leq\left|\bigcup_{i=1}^{l} Q_{i}\right|=|Q|=n$ which finishes the proof of the inclusion $\subseteq$ in (4.5).

The other inclusion follows by noting that any period of the form $\left[d_{1}, \ldots, d_{l}\right]$ where $1 \leq l \leq n$, $d_{i} \mid m_{i}$ for some $m_{i} \in \operatorname{Per}(T)$, and $\sum_{i=1}^{l} \frac{m_{i}}{d_{i}} \leq n$ can be realised by taking points $x_{1}, \ldots, x_{l}$ of periods $m_{1}, \ldots, m_{l}$ respectively and then setting $Q=\bigcup_{i=1}^{l} Q_{i}$ where for each $1 \leq i \leq l$ the set $Q_{i}$ is formed of $\frac{m_{i}}{d_{i}}$ equispaced iterates of $x_{i}$. More precisely $Q_{i}=\left\{x_{i}, T^{d_{i}}\left(x_{i}\right), T^{2 d_{i}}\left(x_{i}\right), \ldots, T^{\left.\frac{m_{i}}{d_{i}}-1\right) d_{i}}\left(x_{i}\right)\right\}$. Thus (4.5) holds.

Lastly, note that $\operatorname{Per}\left(T^{<\omega}\right)=\bigcup_{n \in \mathbb{N}} \operatorname{Per}\left(T_{n}\right)$, therefore (4.6) follows immediately from (4.5).

Remark 4.28. An important observation that implicitly drives the proof of the equation (4.5) above was that no periods are lost if one only considers points in $F_{n}(X)$ formed of equispaced ${ }^{8}$ iterates of points in $X$. To take a simple example, consider a point $x$ which is periodic with fundamental period 6 in some system $(X, T)$. Even though $\{x, T(x)\},\left\{x, T(x), T^{2}(x)\right\}$, and many others are period 6 points for $T_{3}$, there is a simple, canonical, equispaced point of period 6 for $T_{3}$, namely $\{x\}$.

Remark 4.29. Note that the statement (4.6) could equally be written as

$$
\operatorname{Per}\left(T^{<\omega}\right)=[\mathcal{D}(\operatorname{Per}(T))]
$$

where $\mathcal{D}(S)=\{d \in \mathbb{N}|d| n$ for some $n \in S\}$ is the set of divisors of $S$, and $[S]=\left\{\left[k_{1}, \ldots, k_{l}\right] \mid l \in\right.$ $\left.\mathbb{N}, k_{1}, \ldots, k_{l} \in S\right\}$ is the set of least common multiples of a set $S \subseteq \mathbb{N}$. In particular, $\operatorname{Per}\left(T^{<\omega}\right)$ is the smallest set containing $\operatorname{Per}(T)$ that is closed both under taking least common multiples and divisors.

Let us show how Proposition 4.27 can be used to compute the periods of induced maps on hyperspaces.

Example 4.30. Let $T:[0,1] \rightarrow[0,1]$ be an interval map of type $2^{r}(r>1)$, i.e. a map for which $\operatorname{Per}(T)=\left\{1,2,2^{2}, \ldots, 2^{r-1}, 2^{r}\right\}$. One possible construction of such a map is described in [BC92, Example I.ı3]. For any positive integer $n$, all the sets $\operatorname{Per}\left(T_{n}\right), \operatorname{Per}\left(T^{(n)}\right), \operatorname{Per}\left(T^{<\omega}\right)$ clearly contain $\operatorname{Per}(T)$. Note that in our special case, if $d_{i} \mid m_{i}$ and $m_{i} \in \operatorname{Per}(T)$ then $d_{i} \in \operatorname{Per}(T)$, and hence also $\left[d_{1}, \ldots, d_{l}\right]=\max \left\{d_{1}, \ldots, d_{l}\right\} \in \operatorname{Per}(T)$. Therefore $\operatorname{Per}\left(T_{n}\right)=\operatorname{Per}\left(T^{(n)}\right)=\operatorname{Per}\left(T^{<\omega}\right)=\operatorname{Per}(T)$. Note that using Theorem 4.8 and the fact $\operatorname{Per}(T) \subseteq \operatorname{Per}\left(2^{T}\right)$ we can also conclude $\operatorname{Per}\left(2^{T}\right)=\mathbb{N}$. $\triangleleft$

[^9]In this section we prove an extension of Theorem 4.8 to a non-compact setting where the underlying set is taken to be $\mathbb{R}$. Recall that in this case $2^{\mathbb{R}}$ denotes the set of all compact subsets of the reals and that $2^{\mathbb{R}}$ itself is no longer compact.

Theorem 4.31. Let $T: \mathbb{R} \rightarrow \mathbb{R}$ be a continuous map over the reals. Then $\operatorname{Per}\left(2^{T}\right)$ is either $\emptyset$ or $\{1\}$ or $\{1,2\}$ or $\mathbb{N}$.

Proof. We shall consider 3 cases depending on the number of fixed points of the map $T$.

Case I. If $T$ has no fixed points then either $T(x)>x$ or $T(x)<x$ for all $x \in \mathbb{R}$ which means that $\operatorname{Per}(T)=\operatorname{Per}\left(2^{T}\right)=\emptyset$.

Case 2. If $T$ fixes at least two points then $T$ is either the identity (in which case $\operatorname{Per}\left(2^{T}\right)=\{1\}$ ) or there exists a non-degenerate interval $[a, b]$ whose endpoints are fixed by $T$ but no other point in $(a, b)$ is. Therefore either $T(x)>x$ or $T(x)<x$ for all the points $x \in(a, b)$.

Let us assume that the former is the case as the other possibility is treated analogously. Let $z=\min \{x \in(a, b] \mid T(x)=b\}$. If $z=b$ then $T((a, b))=(a, b)$ and any point in $(a, b)$ has a bounded (contained in $[a, b]$ ) fully non-recurrent full orbit with its forward iterates converging to $b$ and its backward orbit converging to $a$. If on the other hand $a<z<b$ then any backward orbit (within $[a, b]$ ) of $z$ is still converging to $a$ and as $T(z)=b$ the point $z$ is (boundedly) fully non-recurrent. In both cases Proposition 4.io gives $\operatorname{Per}\left(2^{T}\right)=\mathbb{N}$.

Case 3. If $T$ fixes exactly one point (say $T(0)=0$ ) and further assume that $\operatorname{Per}\left(2^{T}\right) \supsetneq\{1\}$ as otherwise we are done. Let $F \in 2^{\mathbb{R}}$ be a compact set with period $p>1$. Then $D=\bigcup_{k=0}^{p-1} T^{k}(F)$ is a compact set which is fixed by $T$ and is not $\{0\}$. It then follows using the same reasoning as in [BC86, Lemma 3] that $T^{2}$ fixes at least two points. For convenience of the reader we reproduce the argument.

Clearly $T^{2}$ fixes the point 0 thus we need to find one additional $T^{2}$-fixed point. Set $m=\min D$ and $M=\max D$. As 0 is the only fixed point of $T$ it is not hard to see that $m$ and $M$ must be on
the opposite sides of 0 , i.e. $m<0<M$. Further we see that $T([m, 0]) \supseteq[0, M]$ and similarly $T([0, M]) \supseteq[m, 0]$. This means that there exists a point $z \in[m, 0)$ such that $T^{2}(z)=m$. As $T^{2}(m) \geq m$ and $T^{2}(z)=m \leq z$ there must exist a point in $[m, z]$ which is fixed by $T^{2}$. This point is clearly an additional fixed point for $T^{2}$ as $z<0$.

Now that we know that $T^{2}$ fixes at least two points we can argue as in Case 2. Either $T^{2}$ is the identity map in which case $\operatorname{Per}\left(2^{T}\right)=\{1\}$ or $\{1,2\}$, or there exist a point with a bounded fully nonrecurrent full orbit under the map $T^{2}$. For definiteness let us call it $\underline{x}^{(2)}=\left(\ldots, x_{-2}, x_{0}, x_{2}, \ldots\right)$. Then $\underline{x}=\left(\ldots, x_{-2}, x_{-1}, x_{0}, x_{1}, x_{2}, \ldots\right)$ where $x_{2 i+1}=T\left(x_{2 i}\right)$ still has bounded orbit and we claim it is fully non-recurrent. We shall show that $x_{-2 k} \notin \lambda(\underline{x})$ for some $k \in \mathbb{N}$. Otherwise, for each $k \in \mathbb{N}$ there would exist a monotone (increasing to $+\infty$ or decreasing to $-\infty$ ) subsequence $\left(p_{n}^{k}\right)_{n}$ such that $x_{2 p_{n}^{k}+1} \rightarrow x_{-2 k}$. Note that we know that $x_{-2 k} \notin \lambda\left(\underline{x}^{(2)}\right)$ where this set denotes the limit set of $\underline{x}^{(2)} \in \underset{\leftarrow}{\lim }\left(\mathbb{R}, T^{2}\right)$. But then $x_{2 p_{n}^{k}+2} \rightarrow x_{-2 k+1}$ and thus $x_{-2 k+1} \in \lambda\left(\underline{x}^{(2)}\right)$. As $\lambda\left(\underline{x}^{(2)}\right)$ is $T^{2}$ invariant we get that $x_{2 k+1} \in \lambda\left(\underline{x}^{(2)}\right)$ for all $k \in \mathbb{Z}$, and since it is closed we get that $x_{0}$ is in it too which contradicts the fact that $x_{0} \notin \lambda\left(\underline{x}^{(2)}\right)$ as $x_{0}$ is fully non-recurrent under $T^{2}$. This completes the proof that for some $k \in \mathbb{N}$ the point $x_{-2 k}$ is fully non-recurrent under $T$ and we can once more use Proposition 4.io to conclude that $\operatorname{Per}\left(2^{T}\right)=\mathbb{N}$.

One could now use this result to deduce Theorem 4.8 as follows. Given an interval map $T:[0,1] \rightarrow$ $[0,1]$ we first extend it over the whole $\mathbb{R}$ by setting

$$
\tilde{T}(x)=\left\{\begin{array}{l}
T(x), \text { if } x \in[0,1] \\
T(1), \text { if } x \geq 1 \\
T(0), \text { if } x \leq 0
\end{array}\right.
$$

Clearly the option $\operatorname{Per}\left(2^{\tilde{T}}\right)=\emptyset$ is not viable any more as $\tilde{T}$ has to fix a point inside $[0,1]$ and furthermore any $2^{\tilde{T}}$-periodic compact set is contained in $[0,1]$ and thus $2^{T}$-periodic with the same period.

We have mentioned before that it would be possible to give rewrite rules for translating a description of a systems given by graph covers to those using Bratteli-Vershik diagrams or Kakutani-Rokhlin towers. In this section we give an example of how this is done by providing another, equivalent construction of the system $(X, T)$ from Theorem 4.18 using the former.

There are many references explaining the theory behind Bratteli-Vershik diagrams, e.g. [HPS92, Dooo3], but to us most relevant was a recent paper [AEGis] by Amini, Elliott, and Golestani where they give a category theory treatment of the matter highlighting the connection between these diagrams and essentially minimal systems.

Consider the infinite graph in Figure 4.3, where all the edges are oriented downwards even if this is not depicted there. Additionally, for each node other than the root $L_{0}$ which has no incoming edges, an ordering is given on the set of incoming edges into that node. This order is depicted in the figure as the order in which the edges connect to that node going from left to right.

We have yet to explain how this infinite graph is constructed. Recall that in the proof of Theorem 4.18 we obtained a sequence of numbers $\left(C_{i}\right)_{i \in \mathbb{N}_{0}}$ which was of some significance in the construction of the map $T$. Here, any node $L_{i+1}$ will have only one incoming edge coming from the node $L_{i}$ for any $i \in \mathbb{N}_{0}$. The incoming edges into the node $R_{i+1}$ will be: $C_{i+1}$ edges coming form the node $L_{i}$, then one edge from the node $R_{i}$, then another $C_{i+1}$ edges form $L_{i}$, and another one from $R_{i}$, and this sequence of $C_{i+1}+1$ edges is to be repeated in total $(i+1)!$ times, after which the last one in comes the edge from $L_{i}$. Note that we could simply say that there are $(i+1)!\cdot\left(C_{i+1}\right)+1$ edges coming from $L_{i}$ and ( $i+1$ )! from $R_{i}$ into $R_{i+1}$, but by listing them as above, we implicitly specified the order on those edges incoming into the node $R_{i+1}$ for any $i \in \mathbb{N}$.

The space we shall be considering is the space of all infinite paths starting from $L_{0}$ and then following the sequence of edges down through the vertices $L_{i} / R_{i}$. Encoding these paths as sequences of edges allows one to see this space as the Cantor set of symbolic sequences. It remains to specify the map on this space of infinite paths.


Figure 4.3: Bratteli-Vershik representation of the system from Theorem 4.18.

Recall that for each node other than the root there exists the minimal and the maximal ingoing edge into that node. A path is said to be minimal (resp. maximal) if it consists entirely of minimal (resp. maximal) edges. It is not hard to check that in our graph the path $e_{1}^{1} e_{1}^{2} e_{1}^{3} \ldots$ that is always staying on the left side is both minimal and maximal and no other minimal nor maximal path exits. This path will be the fixed point of our map. For any other path $p^{1} p^{2} p^{3} \ldots$ there must exist a $k \in \mathbb{N}_{0}$ such that the edge $p^{k}$ is not maximal. Choose this $k$ to be the smallest possible and then we let our function map this path to the path $q^{1} q^{2} \ldots q^{k} p^{k+1} p^{k+2} p^{k+3} \ldots$ where $q^{k}$ is the successor of the edge $p^{k}$ and $q^{i}$ s for $i<k$ are chosen in such a way that $q^{1} q^{2} \ldots q^{k-1}$ forms the (unique) minimal path connecting $L_{0}$ and the source vertex of the edge $q^{k}$. Equivalently, $q^{1} \ldots q^{k}$ is chosen to be the successor of the path $p^{1} \ldots p^{k}$ with respect to the natural induced order on the sequence of paths (of length $k$ ) terminating at the source of $p^{k+1}$.

We leave to the reader to check that this does give the same (or formally, conjugated) system as the method given in Section 4.5. For this it is helpful to see how this representation was derived from Figure 4.2 .

Each vertex above stands for a cycle in the graph covers representation. To be precise, the self-loop of the graph $G_{0}$ is represented by the root $L_{0}$, the self-loop of any $G_{i}$ is represented by the vertex $L_{i}$, and the bigger cycle $v_{0}^{(i)} v_{1}^{(i)} \ldots v_{\left|V_{i}\right|}^{(i)}$ in $G_{i}$ corresponds to the right side vertex $R_{i}$. Finally the edges and the order in which they connect vertices $L_{i}$ and $R_{i}$ to the vertices $L_{i+1}$ and $R_{i+1}$ are to be inferred from the way the cycles in the graph $G_{i+1}$ wrap around through the cycles of $G_{i}$. In particular, the loop $e_{0}^{\prime}$ in $G_{2}$ just goes once through the loop $e_{0}$ in $G_{1}$ and hence only one edge from $L_{1}$ to $L_{2}$. On the other hand, the cycle $f_{1}^{\prime} f_{2}^{\prime} \ldots f_{11}^{\prime}$ in $G_{2}$ wraps firstly two times around $e_{0}$, then once around the bigger cycle in $G_{1}$, then repeats this, and then finally winds the last time over $e_{0}$. This means that the edges incoming into $R_{2}$ are: two edges from $L_{1}$, followed by one from $R_{1}$, then again two from $L_{1}$ and one from $R_{1}$, and lastly one from $L_{1}$.

At the very end we mention that the corresponding representation using Kakutani-Rokhlin towers is obtained by associating the cycles in the graphs $G_{i}$ with the eponymous towers and the vertices within those cycles correspond to the levels of the towers.
4.IO CONCLUDING REMARKS

Nearly all the results contained in this chapter were driven by the problem of finding a complete description of all admissible pairs $\left(\operatorname{Per}(T), \operatorname{Per}\left(2^{T}\right)\right)$. We say that a pair $(A, B)$ of subsets of positive integers $A, B \subseteq \mathbb{N}$ is admissible if there exist a compact metric dynamical system $(X, T)$ with $(A, B)=$ ( $\operatorname{Per}(T), \operatorname{Per}\left(2^{T}\right)$ ). The first step would be to find constraints on $\operatorname{Per}\left(2^{T}\right)$ given $\operatorname{Per}(T)$ and this already seems involved. We have shown that $\operatorname{Per}\left(2^{T}\right)$ must be closed under taking prime divisors, but the question remains if it is closed under taking divisors in general. Whatever turns out to be the truth, one will still be faced with the laborious task of constructing maps attaining all the admissible periodicity sets in-between, if one seeks for such a full characterisation. Some of these will be easy, but we have already gone through much trouble in order to construct examples having two co-prime periods in $\operatorname{Per}\left(2^{T}\right)$ but not their product. We conjecture that, more generally, a map with $\operatorname{Per}\left(2^{T}\right)=\{m|m| p$ for $p \in P\}$ exists for any finite $P \subset \mathbb{N}$.

One plausible strategy for obtaining such results easily would be to find a way to extend the embedding result from Theorem 4.21 to any, and not just minimal, Cantor set dynamics $(Y, S)$. We have already remarked that this is possible for the systems which are a powers of a minimal system but anything more general than this is still out of our reach. We thus pose a question:

Question 4.32. Does Theorem 4.21 hold for any 0-dimensional system $(Y, S)$ ?

Should the answer to this question be yes, one could construct a system for which the set of periods in the hyperspace is $\{m|m| p$ for some $p \in P\}$ as follows. Let $p_{1}, p_{2} \in P$ and let $(Y, S)$ be the system with $\operatorname{Per}\left(2^{S}\right)=\left\{m|m| p_{1}\right.$ or $\left.m \mid p_{2}\right\}$ as in Theorem 4.26. To add another period $p_{3} \in P$ we simply imitate the proof of Theorem 4.26. We firstly embed $(Y, S)$ within $(\hat{Y}, \hat{S})$ and then define $Z=\hat{Y} \times\left\{0,1, \ldots, p_{3}-1\right\} / \sim$ where $\sim$ identifies $p_{3}$ copies of $Y \subset \hat{Y}$ into just one copy. The map over $Z$ is given by $R:(y, i) \mapsto\left(\hat{S}(y), i+1 \bmod p_{3}\right)$. It is not hard to check that $\operatorname{Per}\left(2^{Z}\right)=\left\{m|m| p_{1}\right.$ or $m \mid p_{2}$ or $\left.m \mid p_{3}\right\}$. This procedure can now be repeated with the system we have just obtained $(Z, R)$ as a starting point. Continuing in this way we shall eventually add all the periods from $P$, building along the way systems with increasingly complex hierarchies of subsystems nested within each other. The final system obtained in this way will have $\{m|m| p$ for some $p \in P\}$ for the set of periods of its induced system.

Another possible direction for further research is investigating almost totally minimal systems and the spaces that admit them. This is related to a prominent question in topological dynamics to characterise spaces which admit minimal maps. One usually asks this question in the class of compact systems, but as we have seen on the example of the Cantor set, asking for almost minimality on compact spaces is related to minimality on non-compact spaces.

Let us elaborate, if $\left(X^{*}, T\right)$ is a system on a non-compact $X^{*}$, and if furthermore $T$ is a (totally) minimal homeomorphism, then there is a well-defined extension of $T$ on the one point compactification of $X^{*}$ that fixes the point at infinity and that is again a homeomorphism which is almost (totally) minimal.

## Chapter 5

TWO ADDITIONAL RESULTS


HE two additional results included in this chapter continue our study of the Cantor set dynamics. The first part is concerned with a beautiful result proved by Sherman in bis PhD thesis [SheI2] where he completely characterised the orbit structure of homeomorphisms of the Cantor set. A part of his work relies on a surprising result that a compact system consisting entirely of periodic points must either bave a finitely based spectrum, a notion defined below, or otherwise have a non-trivial connected component. He proves this using somewhat involved point-set topology argument. In the first part of this chapter we show how by choosing an appropriate coarse graining one can obtain this as a consequence of a structural result about shift spaces.

In the second part of this chapter using similar symbolic methods we answer a question posed by Barwell in his thesis [Barı, BDGI2]. He asked whether in a system with the shadowing property each internally chain transitive set is necessarily an $\omega$-limit set of some point in that system. We show that unexpectedly the answer is no. The terminology will be defined below.
5.I ON SHERMAN'S RESULT

Up until now, whenever we had a dynamical system ( $X, T$ ) we assumed that $X$ was a nice (Hausdorff, metric and often compact) topological space and that $T$ was a continuous map on it. Let us for a moment forget about the topology and continuity - and just think of $X$ as a set on which a map $T$ is given. We can think of the space $X$ as having the discrete topology where each point is isolated and where each $x \in X$ is connected by an arrow to its image $T(x)$.

If we think of these arrows as links in a chain then the whole space $X$ breaks apart in a number of disjoint chains each of which is a full orbit of the map $T$. These orbits can be categorised in three main groups. Those which contain a loop of $n$ points $z_{1} \rightarrow z_{2} \rightarrow \cdots \rightarrow z_{n} \rightarrow z_{1}$ are called $n$-cycles, those with a chain stretching infinitely in both directions $\cdots \rightarrow z_{-1} \rightarrow z_{0} \rightarrow z_{1} \rightarrow z_{2} \rightarrow \ldots$ are $\mathbb{Z}$-orbits, and those remaining are $\mathbb{N}$-orbits. Note that if $T$ is a bijection then all the orbits are either cycles or $\mathbb{Z}$-obits. The cardinalities of each type of those orbits are denoted by $\sigma_{n}, \zeta$ and $v$ respectively. This information written as a sequence $\left(\nu, \zeta, \sigma_{1}, \sigma_{2}, \sigma_{3}, \ldots\right)$ is called the orbit spectrum of $(X, T)$ and it is denoted by $\sigma(T)$.

It is interesting to see how much the topology of $X$ affects the orbit spectrum of a system. In particular one can ask which orbit spectra are admissible for a class of dynamical systems over, say, compact Hausdorff spaces. This very question was answered by Good, Greenwood, Knight, McIntyre, and Watson in $\left[\mathrm{GGK}^{+} \mathrm{o6}\right]$ - and they further proved that knowing the orbit spectrum alone is enough to determine whether one can put a compact Hausdorff topology on an, a priori topologyless, system ( $X, T$ ) which makes the map $T$ continuous.

Under the additional assumption that $T$ is a bijection, they obtain a similar characterisation of the admissible orbit spectra for the class of compact metric spaces. In this case there are no $\mathbb{N}$-orbits, hence $\nu=0$.

Theorem 5.I (Good et al. [GGK ${ }^{+}$o6]). Let $T: X \rightarrow X$ be a bijection. Then $X$ admits a compact metric topology with respect to which $T$ is a homeomorphism if and only if $\zeta$ and each $\sigma_{n}, n \in \mathbb{N}$ is either countable or has cardinality c , and either:
(I) $|X|=\mathfrak{c}$; or
(2) $\zeta \neq 0$ and $\sigma_{n} \neq 0$ for some $n \in \mathbb{N}$; or
(3) $\sigma(T)$ is finitely based.

Recall that $\sigma(T)$ is said to be finitely based if the set $N=\left\{n \in \mathbb{N} \mid \sigma_{n} \neq 0\right\}$ is finitely generated meaning that there exist a finite subset $G \subseteq N$ such that each $j \in N$ is a multiple of a number in $G$.

This theorem was further refined by Sherman in [Shei2] where he yields a criterion to make $X$ the Cantor set. As an initial step towards his classification he obtains the following result:

Theorem 5.2 (Sherman [SheI2]). If $X$ is a compact Hausdorff space and $T: X \rightarrow X$ is a bomeomorphism with $\zeta=0$, i.e. all points are periodic, and if $\sigma(T)$ is not finitely based, then $X$ bas a non-degenerate connected component.

We shall now show how to obtain this result using the coarse graining approach. Recall that the connected component of a point $x \in X$ is the union of all connected subspaces of $X$ containing it. In a compact Hausdorff space this is easily seen to be the intersection of all clopen sets containing $x$, see [Eng89, Theorem 6.I.23]. This allows us to prove the following lemma.

Lemma 5.3. Let $X$ be a compact Hausdorff space and $x_{1}, x_{2}, \ldots, x_{n}$ a finite number of points in it, no two of which belong to the same connected component of $X$. Then there exists a continuous map $\pi: X \rightarrow\{1,2, \ldots, n\}$ so that $\pi\left(x_{i}\right)=i$, for each $1 \leq i \leq n$.

Proof. Since no two of the points $x_{1}, x_{2}, \ldots, x_{n}$ share a connected component and since components can be written as intersections of clopen sets, there must exist clopen sets $U_{1}, U_{2}, \ldots, U_{n}$ in $X$ such that each $U_{i}$ contains $x_{i}$ and none of the other $n-1$ points.

We can easily ensure that the sets are disjoint just by taking $U_{i}^{\prime}=U_{i} \backslash \bigcup_{j \neq i} U_{j}$. The sets $U_{i}^{\prime}$ satisfy the same property as those without dashes and are also pairwise disjoint.

Finally note that the remaining part of the space $R=X \backslash \bigcup_{i=1}^{n} U_{i}^{\prime}$ is also clopen and we can define a continuous map satisfying the lemma as follows:

$$
\pi(x)= \begin{cases}i & \text { if } x \in U_{i}^{\prime} \text { for some } 1 \leq i \leq n \\ 1 & \text { if } x \in R\end{cases}
$$

Before we can proceed with the proof of Theorem 5.2 we have to recall some facts about shift spaces. The full shift over a finite discrete set of symbols $\mathcal{A}$ is the set $\mathcal{A}^{\mathbb{N}}$ consisting of all right-infinite sequences of elements in $\mathcal{A}$. The product topology on this set can be induced by the following metric: two distinct points $\xi=\left(\xi_{1}, \xi_{2}, \ldots\right)$ and $\eta=\left(\eta_{1}, \eta_{2}, \ldots\right)$ are $2^{-i}$ apart if and only if their $i^{\text {th }}$ entries differ $\xi_{i} \neq \eta_{i}$ while the ones preceding them match $\xi_{j}=\eta_{j}$, for $1 \leq j<i$. This topology makes $\mathcal{A}^{\mathbb{N}}$
into a Cantor set and it is common to denote it by $\Sigma_{\mathcal{A}}$ or in case $\mathcal{A}=\{0,1, \ldots, n-1\}$ by $\Sigma_{n}$. There is a natural left shift map on this space $\sigma: \Sigma_{\mathcal{A}} \rightarrow \Sigma_{\mathcal{A}}$ given by:

$$
\xi=\left(\xi_{1}, \xi_{2}, \xi_{3}, \ldots\right) \stackrel{\sigma}{\mapsto}\left(\xi_{2}, \xi_{3}, \xi_{4}, \ldots\right)=\sigma(\xi) .
$$

Any compact, $\sigma$-invariant subset $X \subseteq \Sigma_{\mathcal{A}}$ of the full shift is called a shift space. Here by $\sigma$-invariant we mean $\sigma(X)=X$ so that the shift map $\sigma$ restricted to $X$ is well-defined and surjective. More on this topic can be found for example in a textbook by Lind and Marcus [LM95].

The shift space systems are one of the best understood dynamical systems around. One can use their symbolic structure to effectively compute a number topological invariants such as their entropy, number of periodic points, structure of limit sets etc. This is why, quite often, they are used as toy models to test conjectures - and why finding a coarse graining from, or to a shift space leads to a better understanding of the system one studies.

Nevertheless, their dynamics can be quite restrictive. As we are about to see, a shift space consisting only of periodic points must be finite.

Lemma 5.4. Let $X$ be a shift space, i.e. a $\sigma$-invariant closed subset of the full shift over $n \in \mathbb{N}$ symbols. Then all points in $(X, \sigma)$ are periodic if and only if $X$ is a finite set.

Proof. We shall first show that periodicity implies finiteness. For the sake of getting a contradiction assume that $X$ is not finite and yet all points are periodic. Note that in the full shift over $n$ symbols, and thus in any of its subshifts, there are at most $n^{k}$ points of period $k$. Since $X$ is infinite it must contain points with arbitrarily large periods.

Let $\left(x_{i}\right)_{i \in \mathbb{N}}$ be a sequence of points whose corresponding periods $\left(p_{i}\right)_{i \in \mathbb{N}}$ form a strictly increasing sequence of positive integers. By passing onto a subsequence, if necessary, we may assume that $\lim _{i \rightarrow \infty} x_{i}=$ $x$. This limit is again a periodic point with some period $m \in \mathbb{N}$. By discarding an initial portion of the sequence we may assume that $p_{1}>m$ and in particular no point of $\left(x_{i}\right)_{i \in \mathbb{N}}$ is equal to $x$. We can write $x$ as

$$
x=\left(\overline{\xi_{1}}, \xi_{2}, \ldots, \xi_{m}, \overline{\xi_{1}}, \xi_{2}, \ldots, \xi_{m}, \ldots\right) .
$$

For each $i \in \mathbb{N}$ let $t(i) \in \mathbb{N}$ be the first position in which the sequences $x_{i}$ and $x$ differ. Since $\lim _{i \rightarrow \infty} x_{i}=x$ it must be that $\lim _{i \rightarrow \infty} t(i)=\infty$. By passing onto a subsequence yet again, if necessary, we may assume that $t(i)$ gives the same remainder $0 \leq r<m$ when divided by $m$ for all $i \in \mathbb{N}$. Since the period of $x$ is $m$ this means that the symbol $\xi_{t(i)}$ in $x$ at the position in which $x$ and $x_{i}$ differ is always $\xi_{r}$ (in case $r=0$ we set $\xi_{0}=\xi_{m}$ ).

Let us now consider the sequence $\left(\sigma^{t(i)-1}\left(x_{i}\right)\right)_{i \in \mathbb{N}}$. The initial coordinate of each of its elements is never $\xi_{r}$ for the reasons given in the previous paragraph. By passing onto a subsequence for the third time, if necessary, we may assume that $\left(\sigma^{t(i)-1}\left(x_{i}\right)\right)_{i \in \mathbb{N}}$ is again convergent and that the initial coordinate of its limit $\lim _{i \rightarrow \infty} \sigma^{t(i)-1}\left(x_{i}\right)=y$ is also not $\xi_{r}$. We can write

$$
y=\left(\eta_{1}, \eta_{2}, \ldots\right)
$$

where $\eta_{1} \neq \xi_{r}$.

Since $t(i)$ grows unboundedly the numbers $t(i)-1-m$ are positive for all large enough $i \in \mathbb{N}$. Therefore taking the limit $\lim _{i \rightarrow \infty} \sigma^{t(i)-1-m}\left(x_{i}\right)$ makes sense and it is clear from the construction that this limit is:

$$
\left.\lim _{i \rightarrow \infty} \sigma^{t(i)-1-m}\left(x_{i}\right)=\overline{\left(\xi_{r}, \xi_{r+1}, \ldots, \xi_{r+m-1}\right.}, \eta_{1}, \eta_{2}, \ldots\right)
$$

where $\xi_{j}$ for $j \geq m$ is defined as $\xi_{j \bmod m}$.
Similarly for any $k \in \mathbb{N}$ we have

$$
\lim _{i \rightarrow \infty} \sigma^{t(i)-1-m k}\left(x_{i}\right)=(\underbrace{\overline{\xi_{r}, \xi_{r+1}, \ldots, \xi_{r+m-1}}, \ldots, \overline{\xi_{r}, \xi_{r+1}, \ldots, \xi_{r+m-1}}}_{k \text { times }}, \eta_{1}, \eta_{2}, \ldots)
$$

and $\eta_{1} \neq \xi_{r}$.

By the initial assumption, all of these points we have constructed should be periodic under the shift map. But since all of them contain $y$ in their forward orbit they must all belong to the same cycle consisting only of iterates of $y$. This is only possible if $y=\left(\overline{\xi_{r}, \xi_{r+1}, \ldots, \xi_{r+m-1}}, \overline{\xi_{r}, \xi_{r+1}, \ldots, \xi_{r+m-1}}, \ldots\right)$ which is in contradiction with $\eta_{1} \neq \xi_{r}$. This finishes the proof of one implication.

To prove the converse let us assume that $X$ is finite. As $\sigma$ is surjective on $X$ it also must be bijective. This means that $\sigma$ permutes the points of $X$ and thus all of them are periodic.

The following simple fact about coarse graining periodic points will also come in handy in the proof of Theorem 5.2.

Lemma 5.5. Assume that $(X, T)$ coarse grains onto $(Y, S)$ via $\Xi: X \rightarrow Y$. Then any periodic point $x \in X$ coarse grains onto a periodic point $\Xi(x) \in Y$ and furthermore the period of $\Xi(x)$ divides that of $x$.

Proof. Let us assume that the period of $x$ is $n$. Then $T^{n}(x)=x$ and thus

$$
\Xi(x)=\Xi\left(T^{n}(x)\right)=S^{n}(\Xi(x))
$$

which means that $\Xi(x)$ is periodic. This however does not imply that the fundamental period of $\Xi(x)$ is $n$. Let $m \leq n$ be the least positive integer for which $S^{m}(\Xi(x))=\Xi(x)$ and write $n=m q+r$ with $q \in \mathbb{N}$ and $0 \leq r<m$ as in Euclidean division. Then

$$
\Xi(x)=S^{n}(\Xi(x))=S^{m q+r}(\Xi(x))=S^{r}\left(S^{m q}(\Xi(x))\right)=S^{r}(\Xi(x))
$$

where in the last equality we used the fact that $\Xi(x)$ is $m$-periodic.
This now implies that $r=0$ as $m$ was chosen to be the least positive integer satisfying $S^{m}(\Xi(x))=$ $\Xi(x)$. Thus $n=m q$ and $m \mid n$.

Now we have all the ingredients to prove Sherman's theorem.

Proof of Theorem 5.2. Since $\sigma(T)$ is not finitely based, the set $N=\left\{n \in \mathbb{N} \mid \sigma_{n} \neq 0\right\}$ is infinite. Enumerate its elements in the increasing order by a sequence $\left(p_{i}\right)_{i \in \mathbb{N}}$. As $N$ is not finitely generated, one can find a sequence of points $\left(x_{i}\right)_{i \in \mathbb{N}}$ in $X$ such that for each $i \in \mathbb{N}$ none of the integers $p_{1}, p_{2}, \ldots, p_{i}$ divides the period of $x_{i}$.

Using compactness we can extract a convergent subsequence $\left(x_{s(i)}\right)_{i \in \mathbb{N}}$. Its $\operatorname{limit}_{i \rightarrow \infty} \lim _{s(i)}=x \in X$ must again be periodic with period $p_{m} \in N$ for some $m \in \mathbb{N}$. If all the connected components of $X$
were degenerate then each iterate of $x$ would lie in its own component and applying Lemma 5.3 we could obtain a map $\pi: X \rightarrow\left\{1,2, \ldots, p_{m}\right\}$ sending each point of the cycle $\left\{x, T(x), \ldots, T^{p_{m}-1}(x)\right\}$ to a different integer. Indeed we can choose $\pi$ so that $\pi\left(T^{i-1}(x)\right)=i$ for $1 \leq i \leq p_{m}$.

The map $\pi$ naturally induces a coarse graining $\Xi$ into the full shift over $p_{m}$ symbols $\left\{1,2, \ldots, p_{m}\right\}$ which is given by:

$$
\Xi(x)=\left(\pi(x), \pi(T(x)), \pi\left(T^{2}(x)\right), \ldots\right) .
$$

This is just the itinerary assignment from Milnor and Thurston's kneading theory[MT88, CE8o]. Each point gets a sequence of numbers in $\left\{1,2, \ldots, p_{m}\right\}$ depending on the area of set $X$ in which its iterates land. The image $\Xi(X)$ of $X$ in the full shift is easily seen to be a shift space, a $\sigma$-invariant compact subset of the full shift. As any coarse graining maps periodic points to periodic points and since all points in $X$ are periodic, by Lemma 5.4 we get that $\Xi(X)$ is a finite set. This further implies that all but finitely many points in the sequence $\left(x_{s(i)}\right)_{i \in \mathbb{N}}$ are mapped to the same point as $x$ which due to the construction is

$$
\Xi(x)=\left(\overline{1,2, \ldots, p_{m}}, \overline{1,2, \ldots, p_{m}}, \ldots\right),
$$

and is clearly $\sigma$-periodic with period $p_{m}$. Therefore, by Lemma 5.5, $p_{m}$ divides the period of all but finitely many points in $\left(x_{s(i)}\right)_{i \in \mathbb{N}}$. This is not possible as by the construction $p_{m}$ does not divide the period of $x_{s(i)}$ for all $i$ large enough (it suffices to take $i \geq m$ ). This contradiction means that at least two different iterates of $x$ must lie in the same connected component proving that not all the components of $X$ can be degenerate.

As we are closing this section we remark that this forms a small part of Sherman's characterisation and that it looks like the coarse graining approach alone is not powerful enough to recover his complete result.

In this section we give an example of a dynamical system on a compact metric space having shadowing property for which $\omega_{f} \neq I C T(f)$, thus answering negatively on a question raised in [Barı, BDGi2]. Independently, Gareth Davies found a similar example which remains unpublished.

We warn the reader that in order to stay consistent with most of the literature on the topic - the map providing dynamics in this section is denoted by $f$ rather than $T$. The underlying space $X$ is always assumed to be compact and metric.

Let $(X, f)$ be a dynamical system. To gain insight about its long term behaviour it is useful to study the structure of its limit sets or attractors. The most natural limit set to consider is probably the $\omega$-limit set of a point $x \in X$ which is defined as the set of limit points of its orbit sequence $\left(f^{i}(x)\right)_{i \in \mathbb{N}_{0}}$, or equivalently by:

$$
\omega_{f}(x)=\bigcap_{i=1}^{\infty} \overline{\bigcup_{j=i}^{\infty}\left\{f^{j}(x)\right\}}
$$

where, as is usual, $f^{j}=\underbrace{f \circ \cdots \circ f}_{j \text { times }}$ stands for the $j$-fold iteration of $f$. We shall write just $\omega(x)$ when the mapping is clear from the context.

It can be shown that each $\omega$-limit set is a non-empty, closed, and $f$-invariant subset of $X$, see e.g. [BC92, Chapter IV]. In particular, this means that all of them belong to $2^{X}$ - the hyperspace of closed subsets of $X$. By

$$
\omega_{f}=\left\{\omega_{f}(x) \mid x \in X\right\} \subseteq 2^{X},
$$

we denote the set of all $\omega$-limit sets in the system.
It is also known (see again [BC92, Chapter IV]) that for any given point $x$ the set $\omega(x)$ satisfies a slightly technical property known as weak incompressibility (WI) introduced by Šarkovs'kiì in [Šar65].

Definition 5.6 (Weak Incompressibility). An $f$-invariant and closed set $A \subseteq X$ is said to be weakly incompressible if for any proper, non-empty closed subset $F \subset A$ we have

$$
F \cap \overline{f(A \backslash F)} \neq \emptyset,
$$

or equivalently, any non-empty subset $G \subseteq A$ relatively open in $A$ that satisfies $f(\bar{G}) \subseteq G$ is necessarily $A$ itself.

Barwell, Good, Oprocha, and Raines in [BGORI3] showed that WI is equivalent to another wellknown notion, namely that of internal chain transitivity (ICT). But before we can define this we need to recall what pseudo-orbits are.

Definition 4.2 (Pseudo-orbit). A sequence $\left\langle x_{0}, x_{1}, x_{2}, \ldots\right\rangle$ is said to be a $\delta$-pseudo-orbit for some $\delta>0$ provided that $d\left(f\left(x_{i}\right), x_{i+1}\right)<\delta$ for each $i \in \mathbb{N}_{0}$. A finite $\delta$-pseudo-orbit of length $l \geq 1$ is a finite sequence $\left\langle x_{0}, x_{1}, x_{2}, \ldots, x_{l}\right\rangle$ satisfying $d\left(f\left(x_{i}\right), x_{i+1}\right)<\delta$ for $0 \leq i<l$. We also say that it is a $\delta$-pseudo-orbit between $x_{0}$ and $x_{1}$.

Definition 5.7 (Internal Chain Transitivity). An $f$-invariant and closed set $A \subseteq X$ is said to be internally chain transitive if given any $\delta>0$ there exists a $\delta$-pseudo-orbit between any two points of $A$ that is completely contained inside $A$. By $I C T(f)$ we denote the set containing all ICT subsets of $X$. This is again a subset of $2^{X}$.

As we mentioned before, any $\omega$-limit set is WI/ICT. We thus have the following inclusion of sets in the hyperspace $2^{X}$ :

$$
\omega_{f} \subseteq I C T(f)
$$

For some systems this is a strict inclusion and it is not hard to find such examples. It is much more interesting to try to characterise systems in which $\omega_{f}$ and $\operatorname{ICT}(f)$ coincide. This would be useful as it is easier to check if a given set is ICT than if it is an $\omega$-limit set.

Bowen in [Bow75] proved that $\omega_{f}=I C T(f)$ holds for Axiom A diffeomorphisms. In a series of papers [BDGı2, BRı5, Barıo, BGOı2, BGKRıo, BGORı3] Barwell, Davies, Good, Knight, Oprocha, and Raines prove that for many other classes of systems, they also coincide. These include shifts of finite type and Julia sets for certain quadratic maps. It turns out that they can prove this equality for an even larger class of systems under the assumption that the systems in question have the shadowing property.

Definition 5.8. A point $z \in X$ is said to $\varepsilon$-shadow a sequence $\left\langle x_{0}, x_{1}, x_{2}, \ldots\right\rangle$ for some $\varepsilon>0$ if $d\left(x_{i}, f^{i}(z)\right)<\varepsilon$ for each $i \in \mathbb{N}_{0}$.

Definition 5.9 (Shadowing). A dynamical system $f: X \rightarrow X$ is said to have shadowing provided that for every $\varepsilon>0$ there exists a $\delta>0$ such that every $\delta$-pseudo-orbit is $\varepsilon$-shadowed by some point in $X$.

Barwell et al. posed a conjecture that under shadowing it is always $\omega_{f}=I C T(f)$. Not long ago, Meddaugh and Raines in $\left[\mathrm{MR}_{13}\right]$ have proved that the set $I C T(f)$ must be closed in the space $2^{X}$ furnished with the Hausdorff distance. Assuming the shadowing condition they further show that closure of $\omega_{f}$ in $2^{X}$ is equal to $I C T(f)$ :

$$
\overline{\omega_{f}}=I C T(f) .
$$

This is a particularly nice result, because it has been known for some time that for any continuous map of the interval $f:[0,1] \rightarrow[0,1]$ the set $\omega_{f}$ is closed, i.e. $\overline{\omega_{f}}=\omega_{f}$, and so assuming that $f$ has shadowing $\omega_{f}=\operatorname{ICT}(f)$.

That $\omega_{f}$ is closed for interval maps was proved by Blokh, Bruckner, Humke, and Smítal in [BBHS96]. Pokluda then showed this for circle maps in [Pokoz], and finally the general case of maps on any finite graph was covered by Mai and Shao in [MSo7].

This meant that Meddaugh and Raines's result gave a positive resolution to the conjecture in all of these cases. It remained open if the shadowing property itself implies closedness of $\omega_{f}$. Note that in the light of new results this is equivalent to Barwell's question.

We shall now show that the answer is no by constructing a system with shadowing in which $\omega_{f} \neq I C T(f)$. To do this we once again use shift spaces and methods of symbolic dynamics.

As before, let $\mathcal{A}$ be an alphabet - a finite discrete set of symbols. Recall that a word over $\mathcal{A}$ is a finite sequence of elements in $\mathcal{A}$. If one can find a finite collection of words $W$ such that a shift space $X$ is precisely the set of sequences in which none of the words from $W$ appears, then that shift space is said to be of finite type. Walters in [Wal78] showed that shifts of finite type are precisely those shift spaces with the shadowing property.

Proposition 5.10 (Walters [Wal78]). A shift space over a finite alphabet is of finite type if and only if it has the shadowing property.

We can now proceed with the construction. We fix the alphabet $\mathcal{A}=\{0,1\}$ and for each $k \in \mathbb{N}_{0}$ we set

$$
X_{k}=\left\{\xi \in \Sigma_{2} \mid \text { any two } 1 \mathrm{~s} \text { in } \xi \text { are separated with at least }(k+1) 0 \mathrm{~s}\right\},
$$

and

$$
X_{\infty}=\left\{\xi \in \Sigma_{2} \mid \xi \text { has at most one symbol } 1\right\} .
$$

Note that each $X_{k}$ is in fact a shift space of finite type where the set of forbidden words is exactly

$$
\{\underbrace{10 \ldots 01 \mid 0 \leq l \leq k\}=\{11,101,1001, \ldots, \underbrace{0 \ldots 0}_{k \text { zeros }}\} . ~ . ~ . ~}_{\text {lzeros }}
$$

We also set $N=\left\{1 / 2^{k} \mid k \in \mathbb{N} \cup\{0, \infty\}\right\}$ where ${ }^{1 / 2^{\infty}}=0$ by the convention. The topology on $N$ is taken to be inherited from the real line, and the observant reader might realise that $N$ and $X_{\infty}$ are in fact homeomorphic. The space $N \times \Sigma_{2}$ is a compact metric space equipped with the max-distance:

$$
d\left(\left(a_{1}, \xi_{1}\right),\left(a_{2}, \xi_{2}\right)\right)=\max \left\{\left|a_{1}-a_{2}\right|, d_{\Sigma_{2}}\left(\xi_{1}, \xi_{2}\right)\right\}
$$

where $d_{\Sigma_{2}}$ is the standard metric on the full shift $\Sigma_{2}$ defined in the previous section.

On $N \times \Sigma_{2}$ we define a continuous map $f$ as the product of the identity on $N$ and the shift map $\sigma$ on $\Sigma_{2}$ :

$$
f(a, \xi)=(a, \sigma(\xi)) .
$$

This is easily seen continuous. Finally, we take

$$
X=\left\{(a, \xi) \in N \times \Sigma_{2} \left\lvert\, a=\frac{1}{2^{k}}\right. \text { and } \xi \in X_{k}, \text { for some } k \in \mathbb{N} \cup\{0, \infty\}\right\}
$$

or equivalently

$$
X=\{0\} \times X_{\infty} \cup \bigcup_{k=0}^{\infty}\left\{1^{1} 2^{k}\right\} \times X_{k} .
$$

This is clearly an $f$-invariant subset of $N \times \Sigma_{2}$. We below show that $X$ is also closed and that the map $f$ restricted to $X$ provides the counter-example we have been looking for

Let us briefly describe the idea behind the construction. The map $f$ on each space $\left\{1 / 2^{k}\right\} \times X_{k}$ is conjugated to a shift of finite type and hence, by Proposition 5.Io, $f$ has shadowing on those subspaces. The space $\{0\} \times X_{\infty}$ on the other hand is not of finite type and does not have shadowing. In the construction we exploit the fact that the sequence of spaces $\left(\left\{1 / 2^{k}\right\} \times X_{k}\right)_{k \in \mathbb{N}_{0}}$ converge to $\{0\} \times X_{\infty}$ in the hyperspace $2^{X}$ as $k \rightarrow \infty$. This allows us to shadow pseudo-orbits in the subspace $\{0\} \times X_{\infty}$ using real orbits in the space $\left\{1 / 2^{k}\right\} \times X_{k}$ for $k$ large enough. In this way we succeeded (Lemma 5.12) to impose shadowing on $f$ in the whole space by having shadowing on a family of proper subspaces approximating $X$ in the limit.

It remains to be seen that for this system $\omega_{f} \neq I C T(f)$. The counter-example is the set $\{0\} \times X_{\infty}$ which is not an $\omega$-limit set of any of the points in $X$ (Theorem 5.13). Yet, it is the limit of the sequence of subspaces $\left\{1 / 2^{k}\right\} \times X_{k}$ as $k \rightarrow \infty$, each of which is an $\omega$-limit set of a point in $X$. This, when combined with the result of Meddaugh and Raines, implies that $\{0\} \times X_{\infty}$ is an ICT set but not an $\omega$-limit set. We shall now proceed with proving these claims.

## Lemma 5.II. $X$ is a closed and hence a compact subset of $N \times \Sigma_{2}$.

Proof. Let $(a, \xi)$ be a point in $N \times \Sigma_{2} \backslash X$. If $a=1 / 2^{k}>0$, this means that $\xi \in \Sigma_{2} \backslash X_{k}$. Since $X_{k}$ is closed in $\Sigma_{2}$ there is an open set $V$ around $\xi$ that does not intersect $X_{k}$. Since $U=\{a\}$ is an open (and closed) set in $N, U \times V$ is an open neighbourhood containing $(a, \xi)$ that does not intersect $X$.
 $V$ to be the set of all 0-1 sequences in $\Sigma_{2}$ which have this word at the same position as $\xi$ does. This set is easily seen to be clopen. It is indeed what is called a cylinder set in $\Sigma_{2}$ (see e.g. [LM95]). Setting $U=\left[0,1 / 2^{k}\right) \cap N$ one readily checks that $U \times V$ is an open neighbourhood containing $(a, \xi)$ but not intersecting $X$.

Lemma 5.I2. $(X, f)$ has shadowing.
Proof. Let $\varepsilon>0$ and additionally assume $\varepsilon<1$. Choose a $k \in \mathbb{N}$ so that $\varepsilon / 2 \leq 1 / 2^{k}<\varepsilon$. Set $\delta=\min \left\{\varepsilon / 4, \delta_{1}(\varepsilon), \ldots, \delta_{k}(\varepsilon)\right\}>0$, where each $\delta_{j}(\varepsilon)$ for $1 \leq j \leq k$ is a positive number chosen so that every $\delta_{j}(\varepsilon)$-pseudo-orbit in $X_{j}$ is $\varepsilon$-shadowed. This can be done by Proposition 5.ro. We claim that for this $\delta$, every $\delta$-pseudo-orbit in $X$ is $\varepsilon$-shadowed by a real orbit.

Let $\left\langle\left(a_{n}, \xi_{n}\right)\right\rangle_{n \in \mathbb{N}_{0}}$ be a $\delta$-pseudo-orbit in $X$. We shall distinguish two cases.

Case I. We first suppose that $a_{0}>\varepsilon / 2$. If $a_{1}>a_{0}$ then $a_{1} \geq 2 a_{0}$ and hence $\left|a_{1}-a_{0}\right|>\varepsilon / 2>\delta$. On the other hand, if $a_{1}<a_{0}$ then $2 a_{1} \leq a_{0}$ and hence $\left|a_{0}-a_{1}\right| \geq a_{0} / 2>\varepsilon / 4 \geq \delta$. Therefore, it must be that $a_{1}=a_{0}$ and inductively $a_{n}=a_{0}$ for all $n \in \mathbb{N}$. Which means that in this case the whole pseudo orbit is actually contained in the same subspace $\left\{1 / 2^{m}\right\} \times X_{m}$ where $a_{0}=1 / 2^{m}$.

Clearly $m \leq k$. Since $\delta \leq \delta_{m}(\varepsilon)$, we have that $\left\langle\xi_{n}\right\rangle_{n \in \mathbb{N}_{0}}$ is a $\delta_{m}(\varepsilon)$-pseudo-orbit in $X_{m}$, hence we can choose a point $\xi^{*}$ that $\varepsilon$-shadows it. But then the point $\left(a_{0}, \xi^{*}\right)$ clearly $\varepsilon$-shadows the initial pseudo-orbit.

Case 2. We now suppose $a_{0} \leq \varepsilon / 2$. A similar argument to the one above shows that $a_{n} \leq \varepsilon / 2$, and hence $a_{n} \leq 1 / 2^{k}$ for all $n \in \mathbb{N}$. Since $\left(X_{n}\right)_{n \in \mathbb{N}}$ from a decreasing sequence of sets, each $\xi_{n}$ is contained in the space $X_{k}$. The sequence $\left\langle\xi_{n}\right\rangle_{n \in \mathbb{N}_{0}}$ is a $\delta_{k}(\varepsilon)$-pseudo-orbit in $X_{k}$, hence there exists a point $\xi^{*}$ that $\varepsilon$-shadows it. Again, it is readily checked that $\left(1 / 22^{k}, \xi^{*}\right) \varepsilon$-shadows the initial pseudo-orbit.

Theorem 5.13. $(X, f)$ is a dynamical system on a compact metric space which exhibits shadowing but for which $\omega_{f} \neq I C T(f)$.

Proof. It suffices to note that $\{0\} \times X_{\infty}$ is an ICT set that is not an $\omega$-limit set of any of the points in $X$. If it were an $\omega$-limit set of some point $(a, \xi) \in X$, it would have to be that $a=0$. But it is not hard to see that the $\omega$-limit set of any point in $\{0\} \times X_{\infty}$ is the singleton $\left\{\left(0,0^{\infty}\right)\right\}$ as they are all pre-fixed points. Here by $0^{\infty}$ we denote the sequence in $\Sigma_{2}$ consisting only of zeros. Therefore the set $\{0\} \times X_{\infty}$ is not in $\omega_{f}$.

It remains to be shown that $\{0\} \times X_{\infty}$ is in $I C T(f)$. To simplify notation we shall instead show that the set $X_{\infty}$ is ICT under the shift map $\sigma$. This is clearly an equivalent statement. Let $\delta>0$ and let $\xi$ and $\eta$ be any two points in $X_{\infty}$. We can always choose $k \in \mathbb{N}$ such that $\sigma^{k}(\xi)=0^{\infty}$. If $\eta=0^{\infty}$ we are done as

$$
\left\langle\xi, \sigma(\xi), \ldots, \sigma^{k}(\xi)=\eta\right\rangle
$$

is a $\delta$-pseudo-orbit between $\xi$ and $\eta$.

If otherwise $\eta=0^{m} 10^{\infty}$ for some $m \in \mathbb{N}_{0}$, choose $n>m$ large enough so that the point $\zeta=0^{n} 10^{\infty}$ is $\delta$-close to $0^{\infty}$. Then one can check that

$$
\left\langle\xi, \sigma(\xi), \ldots, \sigma^{k}(\xi)=0^{\infty}, \zeta, \sigma(\zeta), \ldots, \sigma^{n-m}(\zeta)=\eta\right\rangle
$$

is a $\delta$-pseudo-orbit between $\xi$ and $\eta$.

We mentioned already that combining this theorem with Meddaugh and Raines's result we obtain the following corollary.

Corollary 5.14. $(X, f)$ is a dynamical system on a compact metric space which exbibits shadowing but for which $\omega_{f}$ is not closed in the hyperspace of compact subsets $2^{X}$.

We remark that Barwell's results in particular show that ( $X, f$ ) cannot be conjugated to any shift system.

Related to these results, Good and Meddaugh in [GMI6] very recently obtained a characterisation of systems in which $\omega_{f}=I C T(f)$. They show that this is equivalent to another technical property named orbital limit shadowing, a definition of which can be found in their paper. Our example thus shows that a system can exhibit shadowing without having orbital limit shadowing.
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[^0]:    ${ }^{\text {I }}$ As mentioned before, one feature of this model is that it allows for the same parent being chosen twice to form a couple.

[^1]:    ${ }^{2}$ The dots stand for zeros.

[^2]:    ${ }^{1}$ Here and elsewhere in text by divisors we actually mean positive divisors.

[^3]:    ${ }^{2}$ Compare this with Proposition 4.Io. Also note that whether a point is (chain) recurrent depends only on its forward orbit, as is common in the literature; but, for convenience, our notion of fully non-recurrent point involves the full $\lambda$-limit set of the point. As a results, it is possible for a point to be neither recurrent nor fully non-recurrent.

[^4]:    ${ }^{3}$ This notation is defined in Remark 4.29 below.

[^5]:    ${ }^{4}$ If $T$ is non-invertible then there will be points with more than one full orbit.

[^6]:    ${ }^{\text {s }}$ All graphs we consider are directed.

[^7]:    ${ }^{6}$ Thus $\left|V_{n}\right|$ grows faster than superfactorials $n!(n-1)!\cdots 2!1!$.

[^8]:    ${ }^{7}$ By the level below we mean level $M+2$, i.e. a level with a finer structure.

[^9]:    ${ }^{8}$ Formally, we say that $Q=\left\{x_{1}, \ldots, x_{m}\right\}$ is an equispaced point in $F_{n}(X)$ if $\min \left\{k \geq 1 \mid T^{k}\left(x_{i}\right) \in Q\right\}$ does not depend on $1 \leq i \leq m$.

