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Abstract

Confidence measures represent a systematic way to ex-
press reliability of speech recognition results. A common
approach to confidence measuring is to take profit of the
information that several recognition-related features offer
and to combine them, through a given compilation mecha-
nism, into a more effective way to distinguish between cor-
rect and incorrect recognition results. We propose to use
a fuzzy reasoning scheme to perform the information com-
pilation step. Our approach opposes the previously pro-
posed ones because ours treats the uncertainty of recogni-
tion hypotheses in terms of “possibility” contrasted to the
“probability” notion of similar works. Experimental re-
sults over isolated words, continuous speech and keyword
spotting recognition tasks show higher performance of our
system compared against standard compilation methods.
Here we demonstrate that, due to their approach to un-
certainty; to their capabilities to handle expert knowledge
and to their versatility, Fuzzy Inference Systems represent
a natural way to add up recognition information into con-
fidence measures.

1. Introduction

In spite of the multiple efforts done to date on auto-
matic speech recognition technology, its results are not per-
fect. Every time a recognized word sequence is considered,
there is some degree of uncertainty about its correctness.
Confidence measures (CM’s) represent a feasible way to
express which of the recognized sequences are likely to
be correct and which can be disregarded as incorrect. A
rather simple technique, that has shown remarkable results,
to generate confidence measures is known as “Likelihood
score ratio” (LSR) [10]. It is done by normalizing the like-
lihood score resulting from the Viterbi decoding process�This research was supported by CONACyT and by CICYT under
contract TIC98-0423-C06-01

by the likelihood score produced by an alternative recog-
nition network. In our work, we add other information
related to the speech recognition process to the LSR by
means of a fuzzy inference system in order to build a more
reliable measure of confidence. This paper is organized
as follows: first, in section 2, features extracted from the
recognition process are considered. In section 3, the im-
portance of gradual terms in confidence measuring is re-
marked and fuzzy logic is presented as a suitable frame-
work to deal with degrees of confidence. Some configura-
tions for the feature-compilation step are described on sec-
tion 4. The experimental frameworks in which our system
is tested are described on section 5 and the results obtained
are discussed in section 6. Conclusions and future lines of
research are enumerated on section 7.

2. Features to express degrees of confidence

Confidence measures can be generated by combining
information about the recognition system in a feature-
compilation fashion [2]. This approach has proven to rise
the discriminative power of CM’s when the features are ex-
tracted from the comparison of alternative recognition hy-
potheses or from multiple hypotheses recognition schemes
[11]. Some features, by themselves, can be directly treated
as CM’s, however, not every feature presents high dis-
crimination capabilities and some of them may represent
a high effort to be calculated without high performance as
compensation. Through careful study of the nature of the
recognition process, we have formulated three features to
be the basis of our experimentation:

2.1. Likelihood score ratio (LSR)

Our first feature is the likelihood score ratio (LSR) it-
self. For its calculation, the likelihood score of the recogni-
tion hypothesis is normalized by the score of an alternative
recognition network:LSR = logL( ~Xj�p)� logL( ~Xj�a): (1)



~X is the vector of acoustic features related to the actual in-
put utterance and�p and�a are the sets of hidden Markov
models of the principal and alternative recognition net-
works respectively. Due to its unconstrained (and inac-
curate) nature, the purpose of the alternative network is to
model the unrestricted signal probability,P ( ~X). This pro-
cedure tends to approximate Bayes law in posterior proba-
bility calculation. Because its simplicity and its high per-
formance [10], we consider this feature as our baseline.

2.2. Sequence alignment score (SAS)

Our second feature is what we call “sequence alignment
score” (SAS). In the calculation of likelihood score ratio,
the scores of both recognizers have been considered, but
the decoded strings (the main product of recognition) have
been disregarded. We have reported in a previous paper
[3] that a proper comparison between the principal recog-
nition hypothesis and the alternative one can result in an
efficient feature for confidence measuring. The reasoning
behind this feature is to consider the alternative sequence
as a “second opinion”. Although this sequence cannot be
considered as a recognition hypothesis, it can provide in-
formation about the nature of the recognition process. This
approach is different from considering multiple hypothe-
ses of recognition since both “opinions” are taken from
two completely different recognizers. To calculate SAS,
the principal recognition hypothesis is transcribed into the
phonetic units used by the alternative recognizer. This
“principal” string is time aligned against the “alternative”
recognition string. The cost of the alignment for every pair
of units (principal and alternative) is taken from a con-
fusion matrix previously calculated that covers the typi-
cal hits, confusions, deletions and insertions present when
recognition is made with the alternative units set. The over-
all alignment score of both strings is what we call SAS. A
graphical representation of the calculation of SAS is pre-
sented on figure 1 and expressed in formulae by:SAS = maxj(i) Y 
(pijqj(i)) pi 2 P; qj(i) 2 Q (2)

whereP is the principal string andQ the alternative
one. 
(pijqj(i)) is the confusion probability of the pair of
unitspi; qj(i). The indexj is a function ofi according to
the restrictions shown on the right part of figure 1.

This feature tends to model the distance between two
different recognition opinions. The alternative hypothe-
sis will only be close to the principal one when both of
them present similar results. In order to avoid high scores
from common confusions, phonetic units have been gath-
ered in groups under confusability criteria and penalties to
the alignment score are applied accordingly. This feature,
by itself, has a medium discriminative power that does not
surpass the performance of LSR (see figures 4 through 6).
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Figure 1. Calculation of SAS

2.3. Relative speaking rate (RSR)

When dealing with continuous speech, recognition er-
rors are not just of confusion nature. Instead, insertions
and deletions are a common presence. Our third feature is
conceived to handle this sort of errors. We call it “Relative
speaking rate” (RSR) and it is calculated according to:RSR = NT �Ni;ftT � ti;f (3)

whereNT is the total number of speech units (words,
phones, etc) detected in the whole recognition hypothesis
andNi;f is the number of units detected in the time in-
terval (tf ; ti) considered.tT is the duration of the whole
utterance andti;f is the length of the time interval. This is
a relative measure because, to calculate its value for a sin-
gle word, it takes into account information from the whole
phrase. This feature is intended to detect the lack or excess
of phonetic units in a recognition hypothesis. It should
be noticed that this feature is only useful on continuous
speech and its use on isolated words or keywords spotting
is not recommended because it may lead to wrong values
of confidence.

3. Fuzzy Inference Systems in confidence mea-
suring

Probability, understood from a frequency point of view,
deals with uncertainty in terms of occurrences of known
facts. In the case of speech recognition results, the known
facts are whether the recognition hypothesis is correct or
not. Probability is useful when dealing with serial events
that require an enumeration notion of uncertainty but is not
very useful when the uncertainty is about the degree of ac-
complishment of a known situation [5]. This is the case of
confidence measuring where the task is to knowfor every
single recognition hypothesis, its degree of possible cor-
rectness. The notion of “possibility” opposed to “probabil-
ity” is a relevant contrast that fuzzy logic presents in front
of probability theory.



The spirit of confidence measures is to express the un-
certainty of speech recognition results in gradual terms
and not in frequency. Under such consideration, fuzzy
logic represents natural foundations for confidence mea-
sures. But fuzzy logic is not just a theoretic tool to repre-
sent uncertainty, a good share of its success is due to the
several practical implementations it has. Fuzzy logic sys-
tems or Fuzzy Inference Systems (FIS) are schemes that
(among other capabilities) allow to map a number of fuzzy
variable inputs into a number of fuzzy outputs [7]. The
mapping is done by a set of fuzzy rules that relates inputs
with outputs in an “if . . . then” fashion. Inputs and out-
puts can be represented by means of fuzzy variables able
to contain language terms and fuzzy hedges. By analyz-
ing the histograms of each of the features that we have
proposed, some characteristics of them are observed and
some fuzzy thresholds to separate their values when there
is a correct or incorrect result are proposed. This analysis
allows us to define some rules of behavior according to the
correctness status of the hypotheses. The collected expert
knowledge can be condensed in a fuzzy inference system.
In this application, the fuzzy system can be understood as
a non-linear classifier (just as a neural network) that trans-
forms several inputs into a unique output that compiles all
the information given.

4. Feature compilation schemes

It is customary that the compilation step of the infor-
mation included in the recognition features is performed
by means of a uniting tool based on the development of
conditional probabilities. In such a way, Bayesian classi-
fiers [1], linear discriminative analysis [11], decision trees
[9] and neural networks [12] have been used as reasoning
schemes to compile the involved features. We have built
some classifiers based on some of the schemes mentioned
to compare their performance against fuzzy systems.

4.1. Bayesian classifier (BC)

This is a rather simple classifier that maps recognition
features into a confidence measure by means of a linear
combination. The coefficients for such a combination are
calculated from the covariance matrix of the features de-
rived from some training data. Throughout this paper, this
procedure may also be called BC.

4.2. Neural Networks (MLP)

Neural networks have been broadly used to combine
recognition features into CM’s. High performing results
have been reported [12] and their advantages over other
combination systems have been largely discussed [11].
Network topology is always a delicate issue. Remarkable
results have been achieved with multi-layer perceptrons

(MLP’s) when trained under a back propagation frame-
work. Simpler configurations have been preferred instead
of complicate ones since performance is quite similar [11].
For our experimentation, we have chosen a feed-forward
MLP with 1 hidden layer containing 4 to 6 elements, each
with a hyperbolic tangent sigmoid transfer function. The
input layer deals with the values of the features and the
output layer deals with the CM value. The parameters of
the net are adjusted in a back propagation learning phase
taking examples from a training database.

4.3. Fuzzy Inference System (FIS)

Fuzzy inference system, as a classification engine, can
be equipped with expert knowledge capable to separate
class elements. For what our system is concerned, a rather
simple configuration is considered. A Sugeno-type FIS is
chosen due to its good behavior as classifier and its sim-
plicity [4]. The number of input variables depends on the
number of features used. The output variable is the value
of the CM. The fuzzy rules are designed with a “reinforce-
ment” spirit. Likelihood score ratio is treated as the main
discrimination variable and the rest of the features are em-
ployed to reinforce its values. The rules of the fuzzy infer-
ence system allows to activate and deactivate the influence
of the reinforcing features conveniently. Figure 2 shows an
schematic representation of the FIS used to combine like-
lihood score ratio and sequence alignment score. The set
of rules for this system is presented on figure 3
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Figure 2. FIS to combine LSR and SAS

In figure 3, the consequent parts of the rules are con-
stants, but we will prove that, even with this simple config-
uration, FIS performs effectively as uniting tool for CM’s.

5. Experimental framework

Experimental work has been carried out with Spanish
Speechdat [8] as developing and testing database. This is
a database collected through the fixed telephone network,



1. if LSR = low and SAS = low, then CM = 0
2. if LSR = low and SAS = midlow, then CM =0.05
3. if LSR = low and SAS = midhigh, then CM =0.15
4. if LSR = low and SAS = high, then CM =0.25
5. if LSR = high and SAS = low, then CM =0.65
6. if LSR = high and SAS = midlow, then CM =0.75
7. if LSR = high and SAS = midhigh, then CM= 0.9
8. if LSR = high and SAS = high, then CM = 1

Figure 3. Set of fuzzy rules for a FIS of two
features

sampled at 8 kHz and recorded under several acoustic en-
vironments. Speech was parameterized with mel-cepstrum
coefficients. First and second order differential parameters
plus the differential energy were employed. The recogni-
tion system models the phonetic units by Gaussian semi-
continuous hidden Markov models (HMM’s) with quanti-
zation to the 6 (2 for the energy) closest codewords. The
codebook size was 256 (32 for the differential energy).
Near to 1000 speakers have been selected for each of the
training and testing sets. There is no speaker overlapping
between sets. To cover some of the possible frameworks
where CM are relevant, we have split our experimentation
on the following recognition tasks:

1. Isolated words: each speaker pronounces a name of
Spanish cities taken from the “City” part of Speech-
dat.

2. Continuous speech: speakers utter prompted time
phrases. The average number of words per phrase is
around 9.4. Phrases are taken from the “Time” part of
Speechdat.

3. Keyword spotting: phrases containing embedded key-
words are uttered by the speakers. Each sentence may
contain 1 to 4 keywords. These sentences come from
the “KeySentence” part of the database.

The overall task is to validate the recognition results that
the recognizer produces when dealing with each of the ex-
perimentation tasks. The principal recognizer is tailored
to be application independent. For acoustic modeling, it
is based on high-performance sublexical phonetic units
(Demiphones [6]) combined into vocabulary instances by
means of an specific language model (LM). For isolated
words a null grammar (all vocabulary words have equal
probability) is used. Continuous speech recognition is con-
ducted by a finite-state grammar that covers every possi-
ble time phrase. Keyword spotting has an stochastic tri-
gram as LM. For this task, keywords are represented by
Demiphones and out of vocabulary instances (OOV) by
a network of phonemes. Since our purpose is to detect
keywords at maximum, the presence of OOV is restricted

by penalizing transitions in the phoneme network. On
the other hand, the alternative recognizer is equipped with
loose language restrictions and Phonemes, trained under a
discriminative criterion, as phonetic units.

Detection rate, measured as the percentage of correctly
recognized words, as well as the number of false alarms
and the configuration of the test sets for each of the recog-
nition tasks is shown on table 1

isolated continuous keywords
voc. size 500 59 30
speakers 989 995 993
words 989 9405 1485
false alarms 172 377 1132
detection 82.61 % 95.23 % 93.80 %

Table 1. Configuration, false alarms and de-
tection rate of the recognition tasks tested

The number of false alarms is the summation of in-
sertions and substitutions. Without any validation of the
recognition hypotheses, to retrieve the given detection
rate, would imply to accept the indicated number of false
alarms. Some remark about the recognition rates is worth-
while: the detection rate for isolated words is rather small
due to the large number of possible words to detect. De-
tection in continuous speech is very high for words but not
for phrases (78.19 %). In keyword spotting, it is possible
to achieve a high detection rate but with a large number of
false alarms as counterpart.

Generation of confidence measures passes through the
calculation of features for each detected word. Next, the
features of every recognition candidate are compiled, by
means of one of the previously mentioned combination en-
gines, into a CM for each word hypothesis. Performance of
CM’s is evaluated in terms of their capabilities to validate
correct hypotheses and reject false alarms.

6. Discussion

In a task of results classification, there can be two kinds
of errors: false alarms(i.e. wrong results regarded as cor-
rect ones) andfalse rejections(correct results wrongly re-
garded as incorrect). To show the relationship between
these two types of errors, it is customary to generate ROC’s
(receiver operation characteristics). In this work, ROC’s
are built by varying the value of the validation threshold
imposed to the resulting confidence measures and plotting
the rate of false alarms against the rate of correctly recog-
nized tokens. An ideal classifier would be able to correctly
detect a large number of instances while accepting a low
number of false alarms.

Figure 4 shows the ROC’s of the features and com-
bined CM’s generated by different methods for the iso-
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Figure 4. ROC’s for the isolated words recog-
nition task

lated words task. As previously mentioned, LSR is con-
sidered as baseline. SAS is used as reinforcer, although
it does not perform well enough in isolation. These plots
show that all combination procedures present higher dis-
criminative characteristics than the baseline. Remarkably,
fuzzy system presents a good behavior along the whole
plot and it is only slightly surpassed by MLP in a small
region of it. Compared against the baseline, at a given
false alarms rate, FIS present a noticeable increment of de-
tection. For continuous speech, a similar behavior can be
observed in figure 5. In this case, baseline has lower per-
formance than any of the combinations. SAS has a lower
performance compared to the isolated words case and here
relative speaking ratio has also been considered as rein-
forcer, though it cannot be considered as a suitable confi-
dence measure by itself. In this case, combinations present
some irregular behavior: while BC and MLP perform well
in the high detection zone, they drop in the low false alarms
region. In contrast, FIS behaves satisfactorily at high de-
tection but considerably better at the low false alarms re-
gion. For the keyword spotting case, shown in figure 6,
only SAS, whose performance is quite fair, is considered
as reinforcer. It is worth noticing that every combination
here clearly outperforms the baseline and, among combi-
nations, FIS shows the best performance along the whole
graph.

A commonly accepted summary of ROC curves is the
equal-error rate (EER). This is the point where the rate of
false alarms equals the rate of false rejections. Table 2
contains the EER values for the features and the combi-
nation procedures tested. All of the combinations present
important reductions of the EER compared to baseline. FIS
achieves the lowest rates for every recognition task, excep-
tion made for keyword spotting where it is surpassed by
the MLP at the equal error point. However, from figure 6
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Figure 5. ROC’s for the continuous speech
recognition task

it can be noticed that MLP does not outperform FIS in the
low false alarms region.

Isolated Continuous Keywords
LSR (baseline) 20.75 23.65 21.25
SAS 30.45 34.35 31.90
RSR - 39.00 -
BC 19.45 23.25 19.75
MLP 19.85 22.85 19.05
FIS 18.50 22.05 19.35

Table 2. EER of features and combinations

In the comparison of information compilation tools, it
should be considered that the parameters of fuzzy infer-
ence systems have not been tuned up by means of the train-
ing data as the Bayesian classifier and multi-layer percep-
tron have, instead they have been adjusted manually based
on observation. The MLP used for isolated words and
the one used for keyword spotting have different param-
eters sets whereas the FIS remains the same on both ap-
plications. It is expected that some fine tuning procedure
considering the training data (as in an ANFIS framework
[4]), would rise the performance of the FIS. However, the
need of specific training data to adjust parameters turns
the system application dependent. So far, our compila-
tion tools have been designed considering information ex-
tracted from each recognition task resulting in task-specific
systems. This is not the case for FIS. We have efficiently
applied a generic system to cover both, isolated words
and keyword spotting, environments (where two features
are used) without any adaptation step and we have only
changed the system when a third feature is needed (in con-
tinuous speech). This versatility and transportability repre-
sents another advantage of FIS over the rest of the systems.
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Figure 6. ROC’s for the keyword spotting
recognition task

Nevertheless, for every combination procedure, applica-
tion dependency can be tackled by implementing sublex-
ical (phonemes or groups of phonemes instead of words)
features and confidence measures.

A final remark is deserved: the configuration of our
system does not require any information derived from the
recognition process but only from the recognition results
by themselves. This allows to build a confidence label-
ers independently of the recognizer and avoids the need
of exhaustive track of the whole recognition process. As
a counterpart, it needs of an alternative recognition step,
whose configuration is very simple, that does not represent
a serious increment of the computational load.

7. Conclusions

In this paper we have shown that fuzzy logic is a nat-
ural and effective approach to measure the confidence of
speech recognition results. The way it handles uncer-
tainty, in terms of possibility, results more consistent that
the way probability theory does. Fuzzy inference systems
have been efficiently used to compile features related to the
recognition process into a more discriminative confidence
measure. They add up information into a synergetic way
so the resulting combination always surpasses the origi-
nal features on their own. From ROC’s it is observed
that the combination of features is a process worthwhile.
Compared against Bayesian classifiers and multi-layer per-
ceptrons, fuzzy inference systems show a better and more
stable behavior for the recognition tasks tried, being able
to maintain high detection rates while properly rejecting
false alarms, even when their configuration is rather sim-
ple. Furthermore, fuzzy systems has demonstrated to be
versatile and transportable between applications. The pro-
cedure we propose takes profit of information extracted ex-

clusively from the recognition results and does not need to
have any particular relation with a concrete speech recog-
nition scheme at all.

The on-going research about this topic includes:� to develop sublexical procedures and confidence mea-
sures in order to avoid the need of application specific
data for training;� to add information from the language model in order
to improve the discrimination in continuous speech;� to include a self-learning procedure for the fuzzy sys-
tems configuration in order to finely tune its parame-
ters.
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