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The Optimality of Atta ching Unlinked Labels
to Unlinked Meanings

Ramon Ferrer-i-Cancho

Abstract. Vocabulary learning by children can be characterizg many biases. When encountering a
new word, children as well as adults, are biasedhtds assuming that it means something totally
different from the words that they already know. thie best of our knowledge, th& mathematical
proof of the optimality of this bias is presentemtén First, it is shown that this bias is a paféicease

of the maximization of mutual information betweeonrds and meanings. Second, the optimality is
proven within a more general information theordtemmework where mutual information maxim-
ization competes with other information theoretimgiples. The bias is a prediction from modern
information theory. The relationship between infation theoretic principles and the principles of
contrast and mutual exclusivity is also shown.

Keywords: vocabulary learning biases, principle obntrast, mutual exclusivity, Zipf's law,
information theory

Introduction

“...what is important is the gradual development tii@ory, based on a careful analysis
of the... facts (...). The theory finally obtained shlbe mathematically rigorous and
conceptually general. Its first applications areessarily to elementary problems where
the result has never been in doubt and no theaygtisally required. At this early stage
the application serves to corroborate the theohe fext stage develops when the
theory is applied to somewhat more complicatecasitas in which it may already lead
to a certain extent beyond the obvious and familtare theory and application cor-
roborate each other mutually. Beyond lies the f@fldeal success: genuine prediction
by theory. It is well known that all mathematizexdesices have gone through these suc-
cessive stages of evolution” (Von Newmann & Mordens 1944, pp. 7-8).

The existence of word learning biases is not irsjae but their origin and their fate remain
unanswered (Saxton, 2010). Here new light is simethese issues for a particular bias: when
encountering a new word, children tend to assuraeitimeans something totally different
from the words that they already know (e.g., Markn& Wachtel, 1988; Merriman &
Bowman, 1989; Clark, 1993). Interestingly, the saomes is found in adults (Golinkoff,
Hirsh-Pasek, Bailey, & Wenger, 1992). The phenomeisca prediction of the principle of
contrast, which states that two different forms noasitrast in meaning (Clark, 1987).

In essence, the problem is the following. Assanmeodel of semantic memory where
a network defines the mapping of words into measifgnew word arrives and the learner
has two options: a) Linking that word with an ukia meaning and b) Linking the word with
a linked meaning. Strategy a) is expected fromptineciple of contrast (Clark, 1987) and the
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more restrictive principle of mutual exclusivity.dgg Markman & Wachtel; 1988, Merriman
& Bowman, 1989). Strategy a) has received the nafridisambiguation effect” (Merriman

& Bowman, 1989). Despite various decades of rebedne true origin of a bias for a) is still
unclear (e.g., Mather & Plunkett 2009; Diesendr&karkson, 2001; Golinkoff, Hirsh-
Pasek, Bailey, & Wenger, 1992; Markman & Wacht&88). Here we aim to shed light on
the problem from modern information theory, show s$triking convergence between inform-
ation theory and theoretical perspectives fromdclahguage research concerning vocabulary
learning and establish some foundations for futheeretical research.

Sis used to refer to words aRtto refer to meanings (Ferrer-i-Cancho, 2005a;dferr
I-Cancho & Diaz-Guilera, 2007)(S, R is defined as the mutual information (Cover &
Thomas, 2006) between wordS) @nd meaningsR) before adding the new word. Mutual
information is an information theoretic measurdha capacity of words to convey meanings.
Here it will be argued that the maximization I¢ER) is a convenient redefinition of the
principle of contrast and the principle of mutuaklesivity within the framework of in-
formation theoryly (S, R)andly' (S, R are defined as the mutual information betweendaor
and meanings after applying strategy a) and bpeas/ely. Here it will be shown that
attaching new words to unlinked meanings is thenugt strategy with regard to mutual
information becaus&/’ (S, R)> Iy’ (S, R. As there are other information theoretic pritesp
that could be invoked, the optimality of strategyaacording to mutual information does not
explain why mutual information principle is the wing principle. However, it will be shown
that two other information theoretic principles éonflict with mutal information maxim-
ization, i.e. entropy minimization (Ferrer-i-Canc&oDiaz-Guilera, 2007) and compression
(Chater & Vitanyi, 2003; Ferrer-i-Canclet al, 2013), indicate a tie between the strategies,
suggesting that mutual information maximizationdgs vocabulary learning.

The remainder of the article is organized as WdloSection 2.1 formalizes the prob-
lem of vocabulary learning using network theory.eTassociations between words and
meanings are regarded as links in a network. Se@i@ presents an information theoretic
model that defines mutual informatiol{§, R)) assuming that all word-meaning pairs that are
associated are equally likely. The next sectioesbased on this model. Section 2.3 analyzes
the relationship between mutual information maxaetian and principles of language acquis-
ition: contrast (Clark, 1987), mutual exclusivitylgrkman & Wachtel, 1988) and unifunc-
tionality (Slobin, 1985). Section 2.4 proves thhehing a new word to an unlinked meaning
is optimal with respect to maximizing the mutuaformation of the new configuration.
Section 2.5 generalizes the problem to attachingrdinked word tax meanings (witho > 1
and constant) and shows that the mutual informatiotihe new configuration is maximized
when the meanings are initially unlinked. Sectiof 8hows that a couple of related prin-
ciples, compression (the minimization of the meawdmMength) and entropy minimization)
are neutral in this setup in the sense that thairerdoes not depend on the strategy. Section
2.7 generalizes the problem further with a modat tombines mutual information maximiz-
ation and entropy minimization. Although this models conceived to explain the origins of
Zipf's law for word frequencies, it also predictsat new cost of communication will be
minimized when the new word attachesaitoneanings that are unlinked. This is an important
step in the development of a theory of communicais Von Newmann & Morgenstern
(1944) indicate in the opening quote above. Fin&lgction 3 discusses various aspects of the
argument, from the reductions and simplificatiorfstlee real problem to a speculative
connection with molecular biology.
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2. Information theory of vocabulary learning
2.1 The lexical matrix

The mathematical framework is abstract enough lmwvabne to replace words by forms,
labels, tags, gestures, signals, ... and so on aregptace meanings by concepts, synsets, ob-
jects, extensions, categories and... so on. Assuatenmbrds of the potential vocabulary and
meanings of the potential repertoire of meaningsirmdexed with integer numbers from 1 to
V"™ and numbers from 1 tor™® respectively. The new word learning scenario ban
formalized by means of a lexical matd={a;} (Hurford, 1989; Steels, 1995; Nowak &
Komarova, 2001), wherg; = 1 if thei-th word is connected with thjeth meaning & = O
otherwise). This matrix indeed defines the conwestiof a bipartite network which can be
seen as a model of semantic memory (BaronchellieFeCancho, Pastor-Satorras, Chater,
& Christiansen, 2013); is defined as the degree of th#h word (the degree of a word or a
meaning is its number of connections (BaronchEbirer-i-Cancho, Pastor-Satorras, Chater,
& Christiansen, 2013) ang; is the degree of theth meaning, thus

Vénax Vsmax (1)
#=28 and @ =3 a;
=1 j=1

and the number of connections is

Vsmax Véﬂax (2)

M:;,ui:;cq.

For simplicity, our framework does not take intc@ant that meanings are structured. For
instance, meanings (concepts) are interrelated beidved to be organized hierarchically
(e.g., Fellbaum & Miller (1998)). However, our madde not incompatible with a taxonomic
structure. The concept associated to the word “afiimight be implemented in our frame-
work as many connections from the word “animal’meanings corresponding to low level
concepts of mammal such as “dog”, “horse”, andrsaQur set of meanings may also include
categories and their generalizations (“dog”,”"horae@d “animal” at the same time). Certain
meanings may differ only in taxonomic depth but mwel of abstraction allows for a totally
flat taxonomic structure (all meanings being atghme taxonomic level).

Assume that there ak& words with at least one connection alngmeanings with at
least one connection. Without any loss of gengratine can assume that the fivgtwords

are the linked words, i.e.
yseoorbdy ey, >0 AN fhy s My 50 =0 ()
and that the first/r meanings are the linked meanings, i.e.
Cgyennsly sy, >0 @NA Gy, Gy ypyen =0, (4)

A new word is an unlinked word. Hereatfter, it iss@®ed that learning a new word is
possible, i.eVs < V" Without any loss of generality, let us assumé tha new word that
arrives is the\(st+1)-th. Assuming tha¥s > 0, the learner has to link thésf1)-th word with

a meaning of degrele;, that changes its degreekgrl. Letj be the index of the candidate
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meaning. The matrid is updated changing,_,,; =0 to a,,;; =1. The learner has two

options for updating\:
a) ke = 0 (principle of contrast), i.e., linking thé&/4+1)-th word with an unlinked
meaning. Without any loss of generality, let ususse that the meaning is thé€1)-

th.

b) kg >0, i.e. linking theV{st1)-th word with a linked meaning.

Our approach is similar to that of statistical meacs in physics: we do not aim to
provide a detailed model of vocabulary learning awimplified model of reality that cap-
tures, qualitatively a wide range of phenomena,ctvimot only comprises word learning
biases (the original contribution of this articlejt also statistical properties of word fre-
quencies such as Zipf's law (Ferrer-i-Cancho, 200baeed, the model is reminiscent of the
Ising model that has been used successfully irs8tail mechanics as a simplified model for
phase transitions between ferromagnetic and panagtiagstates (Pang, 2006; Kobe, 2000).
As the Ising model reduces the magnetic momentmtp two positions “up” and “down”,
our lexical matrix approach reduces the weight s€mantic connection between a word and
a meaning to zero and one. As the dynamics ofytbtes in the Ising model is guided by the
minimization of a Hamiltonian function (Pang, 200&)will be argued the learning of new
words by children and adults is guided to a langerg by the maximization of a mutual in-
formation (or a generalization including other piples, e.g., Ferrer-i-Cancho & Diaz-
Guilera 2007) defined on a lexical matrix of binatgtes. This kind of minimalistic approach
is also found in successful research on the cruolal of the topology of social interactions
for the dynamics of collective naming games (Bahatic Dall'Asta, Barrat, & Loreto, 2007).

2.2. Information theory of the lexical matrix

The mutual information between words and meanih@R), can defined in a convenient
way as

I(S,R)=H(S)-H(S|R). (5)

H(S) is the entropy of words artd(SR) is the conditional entropy of words given measing
(Ferrer-i-Cancho & Diaz-Guilera, 2007).

The idea that word frequency is an epiphenomerfotihe mapping of words into
meanings has been used to shed light on the orfingipf's law for word frequencies
(Manin, 2008). A family of information theoretic mels of that law (Ferrer-i-Cancho, 2005a;
Ferrer-i-Cancho, 2005b), assumes tiiais finite (e.g., through finit&/s"> and VR™®) with
M>0 and that the joint probability of thth word and th¢-th meaning is

-5 (6)
P=

Eq. 6 is the fundamental assumption of a familysiofiple models of Zipf's law for word
frequencies (Ferrer-i-Cancho, 2005a; Ferrer-i-Can2b05b) which yields

L v (7)
H(S) =logM _ﬁzﬂi logu
i=1

and
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1 Vénax (8)
H (S|R):V2a4logcq.
i=1

Thanks to the convention 0log0 = 0 (Cover & Thon2iX)6) and the arrangement of words
and meanings described in Eqgs. 3-4, Egs. 7-8 become

Vs 9
H(S) =logM —ﬁz,uilog/,li ®)
i=1

and

1 & (10)
H(SIR) =12 @loga.
i=1
Applying Egs. 9-10 to Eq. 5, it is obtained
(11)

Vs Ve
I(S,R) =logM —ﬁ(z,ui log 1 +Zag|ogcq}
i=1 i=1

2.3. The relationship between mutual information ma&imization and principles from
the field of language acquisition

The principle of contrast states thavéry two forms contrast in meaningClark, 1987)
while the principle of mutual exclusivity statesattieach object could have only one category
label, and each label could refer to only one catggof objects” (Markman & Wachtel,
1988; see also Merriman & Bowman, 1989). Noticet thé definition mixes “referents”
(objects) and “categories” while contrast staythatlevel of categories. An object can be la-
beled with a word but this relationship is mediabgca concept or category, at least in human
language. To ease a comparison among differentipkas, we focus on a less restrictive
version of mutual exclusivity that is defined onteggories, i.e. éach category of objects
could have only one label, and each label couleéréd only one category of objectsThis
redefined principle of mutual exclusivity is cleadimilar to the principle of unifunctionality,
according to which one-to-one mappings of fornt® imeanings in children are favoured
(Slobin, 1985). In a strict sense, one-to-one magpiare particular cases of mutual ex-
clusivity where no word or meaning is left unlinkéx order to allow for a fairer comparison
with the principle of contrast, we are also geneirad the original principle of mutual ex-
clusivity allowing for categories of different taxamic levels.

I(SR) is an information theoretic measure of the cayaui words to convey mean-
ings. Intuitively, the principle of mutual informah maximization promotes that words
become identifiers of meanings. Wheg"*=VR™®, mutual information maximization pre-
dicts a one-to-one mapping of words into meaninigat is, words are true identifiers of
meanings (Ferrer-i-Cancho & Diaz-Guilera, 2007; é&qatix A). In this context, the principle
is equivalent to the principle of contrast and fréenciple of mutual exclusivity if dis-
connected vertices are not allowethwever, wheVs"¥<VR™ it is no longer necessary that
a word connects with only one meaning in order &ximizel(SR) (Ferrer-i-Cancho & Diaz-
Guilera, 2007; Appendix A). For instance, let usumse thavs"®= Vs= 2 andVR"= 4 and
consider two different configurations: one wherergwvord connects with a single meaning
exclusively (Fig. 1 (a)) and another where eachdasrconnected with a couple of meanings

5
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exclusively (Fig. 1 (b)). Here “exclusively’” meatisat the meanings of words do not overlap
(a meaning cannot be linked to more than one wdtddice that the configuration in Fig. 1 a)
satisfies both the definition of the principle aintrast and that of mutual exclusivity in a
strict sense but that of Fig. 1 b) only satisfiee principle of contrast. Interestingly, the
mappings of Figs. 1 a) and b) maximize mutual imatiorf. Thus, the principle mutual
exclusivity in a narrow sense is not compatiblehwatptimal solutions according to the
general principle of mutual information maximizatioVhenVs"®> VR™ it is not necessary
that a meaning connects to just one word in omenaximize the mutual informatidnThus,
neither the principle of contrast nor that of mliteseclusivity are compatible with mappings
maximizing mutual information wheds™ > V™ Interestingly, contrast in Clark’s sense
(Clark, 1987) is more compatible with mutual inf@on maximization than mutual ex-
clusivity.

A pitfall of the principle of contrast and mutue{clusivity is that they do not warrant
that enough information is transmitted. ConsidaimghatVs"?= 2 andVR"¥= 4 withM = 1
(Fig. 1 (c)), then Eqg. 11 givd$SR)=0 because all the degrees are zero. The infmmat
transmitted is minimum akSR) = 0 but the definition of the principle contrastsatisfied
(every meaning has at most one form) and the sgpkea to that of mutual exclusivity
(every form and every meaning have at most oneaxiiomn). The principle of contrast is a
necessary but not sufficient condition for maximi@®R) only whenVs™< V™ (Appendix
A). The principle of mutual exclusivity is only réed by maximun(SR) whenVg™®= Vg™
(Appendix A).

Mutual information maximization can be seen a®maftilation of the principle of
contrast or that of mutual exclusivity that is matly supported by information theory. While
the principle of contrast and that of mutual exeling need another principle to warrant the
mapping will informative, mutual information maximation does it in one shot and thus
offers a more parsimonious explanation.

2.4. The maximization ofl (S,R) predicts that new words are attached to unlinked
meanings

V's, V'r, t'i, ’i andM’ are used to refer to values 8§, Vg, ui, i andM after updating the
matrix A following strategy a) or b),' (S R) andH, (S are defined as the mutual information
between words and meanings and the word entrogy afidating the matriXA following
strategyx. EqQ. 9 gives

L5 12
H',(8) = H',(S) =log(M") ~~ 1 3" 1 log (12)

Applying V's =Vst1,M' = M+1, 4/, = 44 for 1<i<Vsandu,_,,=1, Eq. 12 becomes

3 13
H',(8) = H1,(9) =log(M +1) ——== > 4 log . (13)

2 In the first configuration (Fig. 1 (a)), one Nas= 2,M = 2,u; =, = 1, andw;{0,1} for i = 1,...,4,

which according to Eqgs. 9 and 11 and the OlogOcetvention give$(SR) = H(S = log 2. In the
second configuration (Fig. 1 (b)), one has 4,M = 4,11 = = 2, w;= 1 fori = 1,...,4, which gives
I(SR) = H(S = log 2 againl(SR) is maximum in both cases becau$g&R) = H(S) andH(S) is

maximum because(S) < log Vs"®= log 2, the maximum value thel(S) can reach.

® This is easy to see by inverting the color ofleisdn Fig. 1. b) and computidgSR) again. For a
general explanation, see Ferrer-i-Cancho & Diae@u(2007) and Appendix A.

6
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Let ap be a boolean parameter indicating if the targetnimgy is unlinked. Then one has that
V'R=Vr+ao, &\ _,,=0a, and then Eq. 10 gives

H'(SIR) = (14)

1 Vet 1 1 Ve
— > w;logw, =——| ) w,logw, +a,loga, j =—— ) w logw,
M 2 M +1(Z 0 ° ™ +1;

i=1 i=1

For strategy b), Eq. 14 yields

H,"(S|R) = —— VZ loga + (k) (15)
b "M+l i:1af g R
with
AkK)=(k+1)log k+1)-klogk. (16)

Recall thakg is the initial degree of the target meaning. Raategy a),w, = @ for 1<i <Vg
transforms Eqg. 14 into

, 1 & 1 (& 17)
H,'(SIR) —M—ﬂ;aeloga{ —M—ﬂ(;w.logcq +5(0)]

as d0)=0 thanks to the 0Olog0=0 convention. Thud,'(S|R is)a particular case of
H,'(S|R) with kg = 0. Combining Eqgs. 15 and 17 it is obtained

H,'(SIR) =H,'(SIR) +A gr) (18)
with
_ o(kg) (19)
A H(SR) — M +1'

As M> 0 and dkg)>0 thanks tokg > O for that strategy, one hadsygry > O and thus
H,'(S|R) <H,'(S|R). The definition of(SR) in Eqg. 5, H,'(S) =H, '6 )recall Eq. 13) and
Eq. 18 imply

'SR =1,' (SR +A g (20)

Thus, I,'(S|R) > 1,'(S|R)asAngr > 0. This proves that attaching a new word tonkdd
meanings is optimal from the perspective of muini@rmation maximization.

2.5. A generalized scenario with multiple connectits

In the scenario of the preceding subsection, only @onnection is added (in both strategies).
This means thaM’ = M + 1 and words cannot be polysemous or have broaduttiple
extensions. A generalization consistsi@onnections to “meanings” from the new word.

7
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The case oM’ = M + qa, with a > 0 is considered next. Under a narrow interpietat
of the principle of mutual exclusivity, one mayrtkithat the possibility that > 1 contradicts
the assumption thateach label could refer to only one category of otgé (Markman &
Wachtel, 1988) but here mutual information maxirtiaa is regarded as the fundamental
force, which is not totally incompatible with mutuexclusivity as it is explained in Section
2.3. Interestinglyg > 1 is not a problem for the principle of contrast

It will be shown that linking with disconnected amings wheru > 0, a generalized
strategy a), is still the optimal strategy. Letcamsider a generalized scenario where the new
word has to be attached to an arbitrary set mieanings (no constraint is imposed on whether
those meanings are linked or unlinked). It is kndhat the degrees of the meanings within
that set ardq,ka, ...k, (Ki,k,...,K,> 0) and thaty of those meanings are unlinked, witk @
<a.

The word entropy after updatirgis

1 Vs+l (21)
=log +a)——— logu,
H'(S) =log(M +a) (Z:u'l u'J

1 (&
=logM +ag) ——— log i + aloga |.
o ) M+a(;ﬂ. )7, gJ

Notice thatH'(S) does not depend dn,ks,...,k, and thus does not depend on the strategy
chosen to form the new links as it occurred for the particular cake 8 1 in Section 2.4.
As V'r = Vr+ ap, the word conditional entropy after updatifags

(22)

. 1 Vg+ag . 1 Vg
H'(SIR) :M—+a£ D W, |096JiJ =M—+a(2az |09a%j + A ygr)
i=1 i=1

being

LS ()

Avgr = M +a
the contribution of the particular strategy adopteH’(SR).

Keepinga constantAygr) (and thusH’'(SR)) is minimized byky,ka, ...k, = 0 (notice
that dk;) > A0) ask; > 0). This means thad’(§R) is minimized whermg = ¢, i.e. all the new
links are formed with disconnected meanings.IASR) = H'(S — H'(SR) andky,ka,... K,
only have an influence od’(§R), we conclude that(SR) is maximized whetky,ky, ...k, =
0. This indicates that attaching an unlinked wonllydo unlinked meanings is optimal in
terms of mutual information maximization.

2.6. The neutrality of other competing informationtheoretic principles

It has been shown above that the principle of mutdarmation maximization could explain
why new words are attached to unlinked meaningsig the only principle at work. How-
ever, other principles might be competing or beanflict with mutual information maximiz-
ation. If that was the case, one should explain wiwyual information maximization is still
the winner.
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An important information theoretic principle israpression (Chater & Vitanyi, 2003),
which is formalized as the minimization of the meaode length (Ferrer-i-Canchet al,
2013). The mean coding length of a repert8ire defined as

Vs 24
L(9)=3 HSIS) .

wherep(s) is the probability of thé-th signal and(s) is its length in bits. The law of brevity,
the tendency of more frequent words has been argoidoe an epiphenomenon of the
minimization of L(S) (Ferrer-i-Canchoet al 2013). For that reason, the principle of
minimization of H(S) can be seen as a particular principle of compressnder optimal
uniquely decipherable coding and variable probidsli More precisely, Ferrer-i-Canclebd
al, 2013 consider a generalizationLdf) where lengths cannot only be measured in bits, na
but also letters or time. That generaliz€8) is assumed to be proportionalli(s).

Another important principle is word entropy mingation (Ferrer-i-Cancho, 2005a;
Ferrer-i-Cancho & Diaz-Guilera, 2007). A criticablance between the maximization of
[(SR) and the minimization oH(S) is believed to underlie Zipf's law for word fregpucies
(Ferrer-i-Cancho & Solé, 2003; Ferrer-i-Cancho, 3200 The conflict between mutual
information maximization and the minimization of mlcentropy or mean code length is easy
to see from the following chain of inequalities (@0 & Thomas, 2006)

I(S,R)=H(S)-H (S|R) < H(S) < L(S). (25)

The inequalityH(S) < L(S) holds for uniquely decipherable codes, which cewewide class
of coding schemes (Cover & Thomas, 2006). The tfzatH(S), H(SR) andI(S R) are non-
negative means th&SR) < H(S) and thus the maximization 5 R) and the minimization
of H(S) are forces in conflict. The same conflict appliet.(S) for being an upper bound of
H(S) and thus an upper boundIi¢§, R).

After updating the matrix, both strategies give #ame mean code length (Cover &
Thomas, 2006), i.e.

Vel 26
L9 =L4(9= 3 p()IS). %)

wherep'(s) is the new probability o§ after applying one of the strategies. In our lakic
matrix framework (Ferrer-i-Cancho & Diaz-Guilera0Z(,

_u (27)
ps) =1

and thup(s) = ui/(M + @) if L <i <Vsandp(s) = a/(M + a) if i =Vst+1.

Eq. 26 indicates that the tie between both str@segoncerning the minimization of
L(S) illustrated by Eqg. 26 is broken by the strategst maximizes mutual information,
namely, that of attaching new labels to unlinkedanmiegs. The same tie applies to word
entropy minimization as it has been shown aboveHhgS) =H',(S) (Sections 2.4 and 2.5).
In sum, both compression and entropy minimizatismia conflict with mutual information
maximization but are neutral concerning the beiig strategy.
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2.7. Attaching new words to unlinked meanings is @dicted by a model of Zipf's law

Our findings on the optimality of strategy a) shtwe predictive power of a model of word
frequencies that was not originally conceived tplax vocabulary learning biases. This
model addresses the problem of how a communicatarid integrate the principle of mutual
information maximization and the principle of woedtropy minimization by assuming that
both are combined linearly to give the cost funciBerrer-i-Cancho & Diaz-Guilera, 2007)

Q) =-A1(S,R) + (L- A)H (S), (28)

whereA is a parameter controlling for the weight of ea€lthe two pressures€{@<1). If A=0
then mutual information maximization is irrelevaand if A=1 then word entropy
minimization is irrelevant.

Plugging(SR)=H(S - H(SR) into Eq. 28, it is obtained (Ferrer-i-Cancho &api
Guilera, 2007)

Q) = (L-2A)H(S) + HH (S|R). (29)

Now, let us consider that a learner is faced withgroblem of having to assign meanings to a
new word. Imagine that the lexical matrix is updage that the new value 6X1), i.e.

QA =A-2)H'(S)+AH'(S|R), (30)

is as small as possible. The valuedak a priori unknown. However, for the arguments that
follow its value is irrelevant provided that the xmaization ofI(S,R)is not inhibiteda priori,
which is warranted foA>0. Thus, let us assume thé&t0.

As H'(S does not depend on the strategy used, the(béd) is determined by the
strategy giving the smallest valuel8f(§R), which is a). Thus, strategy a) is also optinmal i
terms of the minimization of2’(A). Interestingly, the conclusion is robust in teraishow
H(S minimization andI(SR) maximization are combined. Thus, a simple infdrora
theoretic model is able to shed light on two apptlyeunrelated phenomena: Zipf's law for
word frequencies (Ferrer-i-Cancho, 2005a) and @soduring vocabulary learning.

3. Discussion

Our theoretical framework is able to deal with theonomic organization of word meanings,
from concrete concepts such as dog or horse torgezaions such as mammal or animal.
Imagine that the repertoire of meanings includescepts of varying taxonomic depth as
those mentioned above. The content of this repertdfimeanings assumes that the child has
realized that meanings can also contrast in taxandepth, something that does not happen
initially (Clark, 1987 and references therein). gime that a child is presented with the label
"animal” when he/she has not actually learned gmmng but he/she has a word for dog, a
word for horse, and so on. This is a plausibleasitun due to the bias for low taxonomic
levels in vocabulary learning (Mervis, 1987). Aadiog to that bias, the words for horse and
dog are likely to have been learned before the svéwd animal because they are at a lower
level in the hierarchy of concepts. The principfermutual information maximization favours
linking the word “animal” to a concept that doed wover exactly a dog, a horse,...This
suggests that mutual information maximization cdaldlitate the learning of abstract words
when combined with the basic level bias. Howevss,dxtension of “animal” includes that of
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dog, horse,...and that could turn the learning ofrtfeaning animal harder. Future research
should address with more detail the problem ofnegr of words with meanings that are
taxonomically related with the meaning of alreaglgrhed words.

If strategy a) withw = 1 was the only mechanism by which the lexicalrmaA is up-
dated, words would never be polysemous. There aeus ways of producing polysemous
words. One is obviously>1. Another one are updates involving currentlykdich words
(“old” words). Our point here is that changes iniog) “old” words might be necessary to
minimize H(S). Imagine thatx new links are added to an “old” word that has dedg (for
the word to be “old’ks > 0). We generalize the definition &k) in Eq. 16 as

dk,a) =(k+a)log k+a)—-klogk. (31)

After updating the matrix, the new entropy becomes

1 Vs (32)
H"(S) =log(M +a)_M—+a Z,ui logu + d(ke,q) |.
and then (recall Eq. 21)
H'(S)=H"(S) + A, (33)
with
34
By =1 (@logar + 8k, ) (59

It is easy to see thakyg >0 (asa, ks> 0) and thusi’(§>H" (S). We conclude that increasing
polysemy is expected by the principle of entroppimization.

It has not been specified so far if the words ewanected to linked or unlinked
meanings. Let us consider the particular case niilg to new meanings. The fact that
H'(S>H" (S implies that a communication system might prédereach the unlinked words
recycling old words. However, notice that a systeowering unlinked meanings only by
adding a new word witly links to maximizel(SR) is paying the maximum cost for com-
municating according tei(S) for a givenVs as all the linked words are equally likely, which
gives H(S = log Vs (Ferrer-i-Cancho & Diaz-Guilera, 2007). That midhe affordable
initially, namely whenVs is small, but might not be sustainable in the long. At some
point, a struggle between maximization Ig§R) by adding new words and recycling old
words to minimizeH(S) is expected. Thus, the addition of new words oabe the only track
to reach unlinked meanings.

The minimization oH(S) (recallH'(S>H" (9) puts pressure towards recycling “old”
words to reach not only unlinked but also linkedamiags. This pressure to recycle might
explain why children overextend word meanings smdently. For children of about two
years, overextensions account for about 40% of svasgs (Rescorla, 1980).

Research indicates that ‘mutual exclusivity’ issoidden by children at some point
(Markman, 1990; Imai & Haryu, 2004) but it does misappear completely (Davidson &
Tell, 2005). According to information theory, thaditional definition of the bias might be
overridden at least by two forces: pressure to mize H(S) (recall thatH'(S>H"(S) but
also pressure to maximizéSR). As for the latter, recall that the optimal cgpfiations are
only one-to-one mappings if the size of the repestof words and that of meanings is the
same (Appendix A). If the repertoire of meaningtarger, words can be attached to multiple
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meanings and mutual information still be optimuracéll Fig. 1 (b) and Section 2.3). This
situation might apply to children at some pointlasy might not be able learn words with the
same speed as their repertoire of meanings groWwsouWgh mutual exclusivity has to be
over-ridden sometime, the principle of contrast easommodate pressure for minimizing
H(S and maximizind(S,R) when the number of meanings exceeds by far thebeu avail-
able words. Not surprisingly then, contrast remaihspplies to children and adults alike
(Clark, 1987). This might have an information thegr explanation: the principle of contrast
is needed both by maximul§R) and minimumH(S) (Appendix A and B).

Mutual information maximization might provide a reoparsimonious account of
vocabulary learning biases. The ‘mutual exclusiviiyas is problematic for penalizing con-
figurations with maximum mutual information transfand for being overridden in more
circumstances than with an approach based on muieaimation maximization. The latter
approach has the additional virtue of allowing tmeecur coherently to the minimization of
H(S), a closely related information theoretic metfia;, covering what mutual information
maximization cannot explain, thus connecting withoaverful information theory framework
(Ferrer-i-Cancho & Diaz-Guilera, 2007).

In her pioneering research Clark, proposed thatptinciple of contrast should lie in
children’s earlier recognition of adult intentioas a part of rational behavior (Clark, 1988,
pp. 324). In order to select strategy a), the chliilduld make a pragmatic inference about the
speaker's intention: the speaker would have usedidaword if he was referring to and object
of a category for which a label already exists. Thex of that rational behavior could reduce
simply to the maximization of the mutual informatidbetween words and something else
(e.g., concepts, categories, objects,...). Suchdmatibehavior” could be an epiphenomenon
of a rather simple optimization principle ratheartthe result of a complex cognitive process
within an individual. If such rational behavior tems to maximizing that mutual information,
it may not be so important that children realize@wbadult intentions or adult pragmatic
directions (Clark & Grossman, 1998). A questionfidure research is if mutual information
maximization or contrast and related principles @wesible without rationality or a mind. A
challenging example of that is the mapping of amacas into codons in DNA sequences.
Every two aminoacids map to different codons tliusan be said that this mapping obeys a
generalized principle of contrast in the sense ‘vad amino acids contrast in their codon”.
Furthermore, the relationship between codons anihamcids resembles the mapping of
words into meanings in the sense that it lookstrany (Bel-Enguix & Jiménez-Lopez, 2011).
Thus one could envisage a process where a new auidarrives and one has to decide that
a) the new amino acid is attached to an unlinkedbroor that b) the new amino acid is
attached to a linked codon. It looks as if stratayyad been selected as no codon leads to
more than one amino acid. A challenge for this vigwot only the plausibility of the process
but the fact that it leads to some equivalence éetwwords and amino acids while it has
been argued the opposite, namely that words arévadgot to codons (Bel-Enguix &
Jiménez-Lbépez, 2011). This should be investigateithér in the future.

It has been shown that attaching new words tmked meanings is predicted by the
principle of mutual information maximization forssmple model based on a lexical matrix.
This provides further support for the hypothesist thutual information maximization is a
fundamental principle of communication, with humlanguage as a particular case. That
principle has been combined with a principle of dventropy minimization to explain the
origins of Zipf's law for word frequencies in larages (Ferrer-i-Cancho 2005a; Ferrer-i-
Cancho & Solé, 2003). Thus, mutual information maxation might be the powerful
memory mechanism, enabling mutual exclusivity tergen across repeated exposures to
potential referents (Mather & Plunkett, 2009). Only that abstract arrhation theoretic
principle might explain the robustness of the agsoik of synonymy (Clark, 1987; Manin,
2008), which concerns both children and adults ifkoff, Hirsh-Pasek, Bailey, & Wenger,
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1992), never disappears entirely (Davidson & T&M05), surfaces across languages (Imai &
Haryu, 2004), manifests even when referents arevisdile (Markmanet al, 2003) and goes
beyond naming (Diesendruck & Markson, 2001). Tpeaaent universality of the avoidance
of synonymy (Imai & Haryu, 2004) might be simplgansequence of the fact that all brains,
regardless of the languages they host, solve thecedive learning problem of mapping
words into ‘meanings’. Mutual information is juseasuring the quality of this learning. As-
sociative learning is the hypothesis to favour a¥er less parsimonious hypothesis that the
bias has primarily a genetic origin, in agreemeithwmai & Haryu (2004). Universal prop-
erties of the brain or cognition are the minimaksy to understanding universal linguistic
phenomena (Ferrer-i-Cancho, 2006; Ferrer-i-Can2005a; Ferrer-i-Canchet al, 2013).

In the present article, it has just been provendptimality of attaching new labels to
unlinked meanings within a specific framework. Téhey still a rich phenomenology awaiting
to be illuminated by information theory: e.g., tiige of the bias by the age of 18-22 months
(Halberda, 2003; Mather & Plunkett, 2009) and &ef(e.g., Imai & Haryu, 2004; Davidson
& Tell, 2005), the interaction with other vocabwyldearning biases (e.g., Ima & Haryu,
2004), or the even more detailed evolution that lmammbserved in ultradense corpora of the
visual and auditory experience of a child (Retyal 2006; Roy 2009). This article has
established some mathematical foundations for éutineoretical research. Beyond child
language, our framework could help to understardabolution of word meaning (Manin
2008).
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APPENDIX
A. The mappings maximizing mutual information

Here the optimal mappings of words into meaningssaudied in two casess" < VR"* and
Ve > VR™ V"™ < VR™ looks appropriate for human language™ > VR™ looks
appropriate for the correspondence between codwmhamino acids under the hypothesis that
codons are playing the role of words (Bel-EnguiXiénénez-Lépez, 2011)s"™ = 4° = 64
and VR™ = Vg = 20 V"™ - Vs = 3 due to the three stop codons that do not éodany
amino acid).
Suppose a mapping of words into meanings thatfiestie following conditions:

1. w=kfori=1,2,..Vs"*for some natural numbér> 1.

2. wi[}{0,1} (principle of contrast).
Notice that the first condition impos¥s = V<" while the second condition impodeg™ <
VR and thus

1< k < |vjnex jymax|, (A.1)

Notice also thak > 0 is needed bW>0. The existence of those maximal mappings ndes t
Vs"™*< V™ Otherwise nd satisfies Eq. A.1.

We will show that those mappings define the configions maximixing (SR) whenVe" <

VR™in two steps. First, showing that those configaragi yield maximum (SR). Second,
showing that they are the only configurations.
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First step: notice that the second condition iegplH(S§R) = 0 according to Eqg. 8
thanks to the Olog0 = 0 convention. Applying thstfcondition andv = kVs™; it is obtained
H(S = log V5" (form probability is proportional to degree and ghall forms have
probability 1Ms"®). Thus, H(S is taking its maximum possible value wher¢#S§R) is
taking its minimum value. A§SR) = H(9-H(SR), it follows thatl(S R) is maximum. Eq.
A.1 implies that one-to-one mappings are the ordppings maximizind(S, R) whenVg"® =
VR

Second step: notice that

» If condition 1 fails, then words are not equallkelly as the probability of a word is
proportional to its degree. Then one has H@ < log V" and it follows that(SR)

is not maximum becau$éSR) < H(S).

« If condition 2 fails, thenH(§R) > 0 and thud(S,R) < logV<s"™ even if H(S) is

maximum becausgSR) = H(S-H(SR).

By symmetry, the mappings of words into meanings $latisfy the following conditions:

1. wj=kfori=1,2,..VR"®*for some natural numbér> 1.

2. 1;{0,1}.
are the configurations that maximigSR) when V™ > V™. As before, first condition
imposesvg = VR while the second condition implies

1<k < |V JVre]. (A.2)

The latter is why the existence of these maximas¢eat/s">> V™™
In sum, the principle of contrast is a necessangditimn for maximum (SR) only whenvs™
< VR™ The principle of contrast is not a sufficient digion for maximumI(SR) in that
case. A mapping where words do not have the sagreelewill give a value df(SR) that is
not maximum a$(SR) is bounded above (S and maximunH(S) needs that all the form
degrees are the same. Fig. 1 (c) shows a mappigfys®y the principle contrast with
minimum I(SR). The principle of mutual exclusivity is more demdang. It is only needed by
maximuml(SR) whenVg"® = Vg™

@) (b) (c)

o
O

N

VAVAN

Figure 1. Toy examples of semantic memories with words and four meanings. White and
black circles stand for words and meanings, respdygt (a) A network configuration with
unlinked meanings. (b) A network configuration waitih unlinked meanings. (c) A network
configuration with just one link.
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B. The mappings minimizingH(S)

The mappings wher(S) is minimum are those whekg = 1, i.e. only one word has non-
zero degree (Ferrer-i-Cancho & Diaz-Guilera, 20@RY thusw; <2, which in turn implies
that the principle of contrast is satisfied. To ersitand the relationship between the
minimization H(S) and the principle of contrast, notice that (ag firinciple of contrast is
equivalent taH(SR)=0 and (b) pressure to redudé€S) implies indirect pressure for satisfying
the principle of contrast becaub¥SPH(SR) by the non-negativity of mutual information
(Ferrer-i-Cancho & Diaz-Guilera, 2007). In sum, mmam H(S) implies the principle of
contrast but that principle is not a sufficient dion for minimumH(S). Figs. 1 (a) and (b)
show mappings that satisfy contrast with maximtd(®) because all words are equally likely
for having the same degree. Interestingly, thegpla of mutual exclusivity is not needed by
minimumH(S).
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