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Abstract—This paper presents a fault detection system for
rotative machinery. A permanent-magnet DC motor is used as
case of study. The main idea is to estimate on-line the non-load
torque (T0) in order to monitor the bearing health condition.
The fault detection system is based on the design of a generalized
Takagi-Sugeno PI (proportional-integral) observer. The main
advantage of this approach is that it can be easily implemented
because the observer gains are obtained by solving a set of
LMIs (linear matrix inequalities). Moreover, the method can be
extended to more complicated nonlinear systems by using the
Takagi-Sugeno approach. A simulation is performed to show
that this fault detection scheme can be applied to detect abrupt
faults on rotative machinery which can lead the system to
undesirable performance caused by vibrations or breakdown.

Index Terms—Proportional-integral observer, Takagi-Sugeno
system, fault detection, LMIs (linear matrix inequalities).

I. INTRODUCTION

Rotative machines are used in almost all manufacturing
processes performing a wide diversity of tasks. Examples of
rotative machines frequently found in industries are pumps,
motors, compressors and generators.
A common source of faults in this kind of machinery are the
bearings whose main function is to prevent vibrations along
the shaft or along the mechanical components coupled with
the rotatory system of the machine.
When bearings are used as support, it is crucial to pre-
vent overheating and fatigue of the manufacturing materials
caused mainly by friction. Friction causes wear which in turn
causes vibration on the whole rotatory system.
Friction effects on bearings can be minimized by selecting
carefully the quality of the manufacturing materials, the
quality of lubricants or by selecting adequately the design
of the bearings (ball bearings, roller bearings, thrust bearing)
depending on the application to be used.
Bearing breakdown can cause serious damage on the equip-
ment and in consequence important economic losses. This is
the main reason because bearings are the object of permanent
maintenance programs in most industries and several works
are devoted to propose methods to monitor the bearing health
condition.
For instance in [1], the authors compute a mathematical
model of the DC motor based on the block-pulse function
series method [2] and then a multilayer neural network
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configuration to detect changes on the model parameters.
Neural networks combined with other techniques such as
fuzzy logic have also been used for fault diagnosis of DC
motors [3]. Another recent work [4] uses a fault detection
method based on a high-gain observer [5] to detect changes
on the nominal parameters of a DC motor. However, the
use of complex Algebraic Geometric techniques represent a
limitation to extend this method to other rotative machines
having more complex mathematical nonlinear models.
Because a variation on the value of the load torque (T0)
under unchanged operating conditions can be associated with
a problem on the bearings, in this work we propose a
method to supervise the friction coefficient through the on-
line estimation of T0. The fault detection system is based
on a generalized PI (proportional-integral) observer (a more
general case of this observer was developed for descriptor
systems in [6]) which is designed by using a Takagi-Sugeno
model of the DC motor presented in Section II. The structure
of this generalized PI observer has been widely studied in
recent works ([6], [7], [8], [9], [10]). It is based on the dy-
namic observers presented in [11] and [12]. The generalized
PI observer structure presents an alternative state estimation
which can be considered as more general than the Luenberger
proportional-integral and proportional observers.
The main advantage of this observer is that it only requires
a practical computation of the gains by solving a set of
LMIs (linear matrix inequalities). Another important feature
of the observer is that it can be extended to other processes
having the general Takagi-Sugeno representation given in
Section III. In Section IV, a simulation is performed in order
to evaluate the fault detection capabilities of the proposed
scheme. Finally, in Section V some general conclusions are
given.

II. MODEL DESCRIPTION

A. System under study

Consider a typical mathematical model of a permanent-
magnet DC motor [1]:

i̇a(t) = −Ra
L
ia(t)− Ke

L
Vm(t) +

1

L
u(t)

V̇m(t) =
KT

J1
ia(t)−

(
fr + fp
J1

Vm(t)

)
Vm(t)− T0(t)− T2

J1
(1)

where the states are the armature current ia(t) and the
normalized rotational speed Vm(t), u(t) is the input voltage.



T0 and T2 are the non-load and load torque respectively. The
DC motor parameters are shown in Table I.

TABLE I: Variables involved in the nonlinear model of a DC
motor

Variable Description Units
Ra Armature resistance Ω
L Inductance H
Ke Back-emf coefficient V/rpm
KT Torque-current coefficient N ·m/A
J1 Normalized inertial moment N ·m · s

of the rotator
fr Friction coefficient (due to N/rpm

the bearing lubrication condition)
fp Friction coefficient (due to N/rpm2

aerodynamics)
ia Armature current A
Vm Normalized rotational speed rpm
u Input voltage V
T0 Non-load torque N ·m
T2 Load torque N ·m

B. Takagi-Sugeno formulation

By following the methodology to represent nonlinear sys-
tems in Takagi-Sugeno form by using the nonlinear sector
approach [13], [14], the nonlinear system given in (1) can be
expressed as:

[
ẋ1(t)
ẋ2(t)

]
=

−
Ra
L

−Ke

L
KT

J1
−
(
fr + fp
J1

x2(t)

)
[x1(t)

x2(t)

]
+

[
1

L
0

]
u(t) +

 0 0

− 1

J1
− 1

J1

[T0(t)
T2

] (2)

By considering x2(t) = ρ(t) as the bounded scheduling
variable, the system (2) can be written as:

ẋ(t) = A(ρ(t))x(t) +Bu(t) +Gθ(t)

y(t) = Cx(t)
(3)

Using the nonlinear sector approach, we know that ρ(t) varies
in a bounded region ρ(t) =

[
ρ ρ

]
, where ρ and ρ are the

lower and upper bounds of ρ(t), so that, system (2) can be
rewritten as:

ẋ(t) =

m∑
i=1

ξi(ρ(t))Aix(t) +Bu(t) +Gθ(t)

y(t) = Cx(t)

(4)

where

A1 =

−
Ra
L

−Ke

L
KT

J1
−
(
fr + fp
J1

ρ

)
 , B =

[
1

L
0

]

A2 =

−
Ra
L

−Ke

L
KT

J1
−
(
fr + fp
J1

ρ

)
 , C =

[
0 1

]

θ(t) =

[
T0(t)
T2

]
and G =

 0 0

− 1

J1
− 1

J1


m is the number of local models (in this case m = 2),
ρ(t) is the scheduling variable, u(t) ∈ Rl is the input,
x(t) ∈ Rn is the state vector, y(t) ∈ Rp represents the
measured output, θ(t) ∈ Rs is the unknown input vector,
containing the non-load torque T0(t) which in normal
operation conditions must be constant. A change in its value
implies that a change in the friction torque coefficient has
occurred and in consequence a possible bearing fault.

ξi(ρ(t)) are the membership functions given as:

ξ1(ρ(t)) = η10 =
ρ− ρ(t)

ρ− ρ
ξ2(ρ(t)) = η11 = 1− η10

(5)

III. OBSERVER DESIGN

Now, let us consider the following full-order generalized
PI observer for system (4)

ζ̇(t) =
m∑
i=1

ξi(ρ(t))
(
Ni(ζ(t)+TGθ̂(t)) +Hiv(t) + Fiy(t)

)
+

Ju(t) + TGθ̂(t) (6)

v̇(t) =
m∑
i=1

ξi(ρ(t))
(
Si(ζ(t) + TGθ̂(t)) + Liv(t) +Miy(t)

)
(7)

x̂(t) = ζ(t) + TGθ̂(t) +Qy(t) (8)
˙̂
θ(t) = Φ(Cx̂(t)− y(t)) (9)

where ζ(t) ∈ Rn represents the state vector of the observer,
v(t) ∈ Rq1 is an auxiliary vector, x̂(t) ∈ Rn is the estimate
of x(t) and θ̂(t) ∈ Rs is the estimate of θ(t). Matrices Ni,
Hi, Fi, J , Si, Li, Mi, T , Q and Φ are unknown matrices
of appropriate dimensions which must be determined such
that x̂(t) and θ̂(t) converges asymptotically to x(t) and θ(t),
respectively.

For the sake of simplicity the following notation is
used:

Ψ(ρ(t)) = Ψ(ρ) =
m∑
i=1

ξi(ρ(t))Ψi

Thus, the observer (6)-(9) can be rewritten as follows:

ζ̇(t) = N(ρ)(ζ(t) + TGθ̂(t)) +H(ρ)v(t) + F (ρ)y(t)+

Ju(t) + TGθ̂(t) (10)

v̇(t) = S(ρ)(ζ(t) + TGθ̂(t)) + L(ρ)v(t) +M(ρ)y(t) (11)

x̂(t) = ζ(t) + TGθ̂(t) +Qy(t) (12)
˙̂
θ(t) = Φ(Cx̂(t)− y(t)) (13)

Now, we introduce the following lemma.



Lemma 1: There exists an observer of the form (6)-(9) for
system (4) if the error dynamics

β̇(t) = A (ρ)β(t) (14)

with

A (ρ)=

N(ρ) H(ρ) N(ρ)TG+ TG
S(ρ) L(ρ) S(ρ)TG
ΦC 0 ΦCTG


and

β(t)=

ε(t)v(t)

θ̃(t)


and if there exists a matrix T of appropriate dimension such
that the following conditions are satisfied

(a) N(ρ)T + F (ρ)C − TA(ρ) = 0

(b) J = TB

(c) S(ρ)T +M(ρ)C = 0

(d) T +QC = In

Proof. Let T ∈ Rn×n be a parameter matrix and define the
error ε(t) = ζ(t) − Tx(t) + TGθ(t), then its derivative is
given by

ε̇(t) = N(ρ)ε(t) +H(ρ)v(t) + (N(ρ)TG+ TG)θ̃(t)

(J − TB)u(t) + (N(ρ)T + F (ρ)C − TA(ρ))x(t)
(15)

where θ̇(t) = 0 and θ̃(t) = θ̂(t)− θ(t).

By using the definition of ε(t) equations (7) and (8)
can be rewritten as:

v̇(t) = S(ρ)ε(t) + L(ρ)v(t) + (S(ρ)T +M(ρ)C)x(t)+

S(ρ)TGθ̃(t) (16)

x̂(t) = ε(t) + (T +QC)x(t) + TGθ̃(t) (17)

Now, if conditions (a)-(d) of Lemma 1 are satisfied, equations
(15)-(17) are simplified as:

ε̇(t) = N(ρ)ε(t) +H(ρ)v(t) + (N(ρ)TG+ TG)θ̃(t) (18)

v̇(t) = S(ρ)ε(t) + L(ρ)v(t) + S(ρ)TGθ̃(t) (19)

e(t) = ε(t) + TGθ̃(t) (20)

where e(t) = x̂(t)− x(t).

Using (20), ˙̃
θ(t) can be written as:

˙̃
θ(t) =

˙̂
θ(t)

= ΦCε+ ΦCTGθ̃(t) (21)

Thus, the observer error dynamics is obtained from (18), (19)
and (21) as

β̇ (22)

where

A (ρ)=

N(ρ) H(ρ) N(ρ)TG+ TG
S(ρ) L(ρ) S(ρ)TG
ΦC 0 ΦCTG


and

β(t)=

ε(t)v(t)

θ̃(t)

 .
In this case if β̇(t) = A (ρ)β(t) is asymptotically stable,
then limt→∞ e(t) = 0. �

Now, the problem of the generalized PI observer design
is reduced to find matrices N(ρ), H(ρ), F (ρ), J , S(ρ),
L(ρ), M(ρ), T , Q and Φ, such that β̇(t) = A (ρ)β(t) is
asymptotically stable.

A. Parameterization of the observer matrices

In this section, the parameterization of the all solutions to
the algebraic constraints (a)-(d) is introduced.

Conditions (d) of Lemma 1 can be written as[
T Q

]
Σ = In (23)

where Σ =

[
I
C

]
. The particular solution to (23) is given by[

T Q
]

= Σ+ (24)

or equivalently

T = Σ+

[
In
0

]
(25)

Q = Σ+

[
0
Ip

]
(26)

where Σ+ is any generalized inverse of Σ, such that it
verifies ΣΣ+Σ = Σ.

From condition (a) and (d) of Lemma 1 we obtain

N(ρ) = K(ρ)C + TA(ρ) (27)

where K(ρ) = N(ρ)Q− F (ρ).

On the other hand, from condition (c) of Lemma 1
we get

S(ρ) = Z(ρ)C (28)

where Z(ρ) = S(ρ)Q−M(ρ).

Remark 1: From the above results, we can see that
the determination of the generalized PI observer (6)-(9)
can be done as follows: Matrix F (ρ) can be deduced as
F (ρ) = N(ρ)Q − K(ρ), matrix M(ρ) = S(ρ)Q − Z(ρ),
and matrix J = TB. Matrices Q, N(ρ) and S(ρ) are
defined in (26), (27) and (28) respectively. On the other
hand, parameter matrices K(ρ), H(ρ), Z(ρ) and L(ρ) can
be obtained form the stability of (22).

(t) = A (ρ)β(t)



By using equations (27) and (28) the observer error dynamics
(22) can be written as[

ϕ̇(t)
˙̃
θ(t)

]
=

[
A1(ρ) + Y(ρ)A2 B1(ρ) + Y(ρ)B2

C D

]
︸ ︷︷ ︸

A (ρ)

[
ϕ(t)

θ̃(t)

]
︸ ︷︷ ︸
β(t)

(29)

where

ϕ(t) =

[
ε(t)
v(t)

]
, A1(ρ) =

[
TA(ρ) 0

0 0

]
,

A2 =

[
C 0
0 I

]
, B1(ρ) =

[
TA(ρ)TG+ TG

0

]
,

B2 =

[
CTG

0

]
, C =

[
ΦC 0

]
,

D = ΦCTG, Y(ρ) =

[
K(ρ) H(ρ)
Z(ρ) L(ρ)

]
.

B. Stability of the proposed observer

In this section, a method for design a generalized PI
Observer is presented.
The following theorem gives the LMIs conditions which
allow the determination of all generalized PI Observer
matrices.

Theorem 1: There exists a parameter matrix Y(ρ) such
that system (29) is asymptotically stable if and only if there

exist a matrix X =

[
X1 0
0 X2

]
> 0 such that the following

LMIs are satisfied[
A2 B2

]T⊥ [X1A1(ρ) + AT1 (ρ)X1 X1B1(ρ) + CTX2

(∗) X2D + DTX2

]
×[

A2 B2

]T⊥T
< 0
(30)

and
DTX2 +X2D < 0 (31)

Then, by using the elimination lemma [15] matrix Y(ρ) is
parameterized as

Y(ρ) = X−1(B+r K(ρ)C+l + Z − B+r BrZClC+l ) (32)

where

K(ρ) = −R−1BTl ϑ(ρ)CTr (Crϑ(ρ)CTr )−1+ (33)

S(ρ)1/2L(Crϑ(ρ)CTr )−1/2

ϑ(ρ) = (BlR−1BTl −D(ρ)) > 0 (34)

S(ρ) = R−1 −R−1BTl [ϑ(ρ)− (35)

ϑ(ρ)CTr (Crϑ(ρ)CTr )−1Crϑ]BlR−1

with

D(ρ) =

[
X1A1(ρ) + AT1 (ρ)X1 X1B1(ρ) + CTX2

(∗) X2D + DTX2

]
,

B =

[
I
]

and C =
[
A2 B2

]
.

Matrix Z is arbitrarily chosen, matrix L must satisfy
||L|| < 1 and matrix R > 0 must provides matrix ϑ(ρ) > 0.
Matrices Cl, Cr, Bl and Br are full rank matrices such that
C = ClCr and B = BlBr.

Proof. Consider the following Lyapunov function

V (β(t)) = β(t)TXβ(t) > 0 (36)

with X =

[
X1 0
0 X2

]
> 0. Its derivative along the trajectory

of (29) is given by

V̇ (β(t)) = β(t)T (A T (ρ)X +XA (ρ))β(t) (37)

the inequality V̇ (β(t)) < 0 is valid for all β(t) 6= 0 if and
only if

(A1(ρ) + Y(ρ)A2)TX1+
X1(A1(ρ) + Y(ρ)A2)

X1(B1(ρ) + Y(ρ)B2)+
CTX2

(∗) X2D + DTX2

 < 0

(38)
which can be written as

BX (ρ)C + (BX (ρ)C)T +D(ρ) < 0 (39)

where X (ρ) = X1Y(ρ), B, C and D(ρ) are defined before.
By using the elimination lemma, inequality (39) is equivalent
to

CT⊥D(ρ)CT⊥T < 0 (40)

B⊥D(ρ)B⊥T < 0 (41)

with CT⊥ =
[
A2 B2

]T⊥
and B⊥ =

[
0 I

]
.

Using the definition of matrices CT⊥ and D(ρ) the
inequality (40) is equivalent to (30), and by using matrices
B⊥ and D(ρ) the inequality (41) is equivalent to (31).
From the elimination lemma, if conditions (40) and (41)
are satisfied, the parameter matrix Y(ρ) is obtained as in
(32)-(35). �

IV. SIMULATION RESULTS

Considering the following values for the parameters
of the DC motor: Ra = 0.60 Ω, L = 0.012 H ,
Ke = 0.001 V/rpm, KT = 0.3 N ·m/A, J1 = 0.20 N ·m·s,
fr = 0.35 N · m/rpm, fp = 0.0007 N · m/rpm2 and
Vm(t) = ρ(t) varying from 100 rpm to 120 rpm, we obtain
the following matrices for the Takagi-Sugeno system (4)

A1 =

[
−50.000 −0.083

1.500 −2.134

]
, A2 =

[
−50.000 −0.083

1.500 −2.155

]
B =

[
83.333

0

]
, C =

[
0 1

]
and G =

[
0 0
−5 −5

]
Now, we can obtain the generalized PI observer by
considering X2 = I in the Lyapunov function (36) to avoid
a bilinearity in inequality (31).

0



Solving (30) and (31), and considering matrices

R =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 × 10−6, L =


0.01 0.01 0.01
0.01 0.01 0.01
0.01 0.01 0.01
0.01 0.01 0.01


and Z = 0 to solve (32)-(35) we obtain the following
observer matrices:

N1 =

[
−50.000 0.274

0.750 −2.230

]
, N2 =

[
−50.000 0.184

0.750 −2.221

]

H1 =

[
298.547 298.547
43.138 43.138

]
, H2 =

[
298.546 298.546
43.050 43.050

]

F1 =

[
−0.2203
0.0481

]
, F2 =

[
−0.2203
0.0330

]
, J =

[
83.333 0
83.333 0

]

M1 =

[
−0.3869
−0.3869

]
, M2 =

[
−0.3869
−0.3869

]

S1 =

[
0 0.7738
0 0.7738

]
, S2 =

[
0 0.7738
0 0.7738

]

L1 = L2 =

[
−1.3112 0.0132
0.0132 −1.3112

]
× 105, Q =

[
0

0.5

]

T =

[
1 0
0 0.5

]
and Φ =

[
22.1137
22.1137

]
.

To evaluate the performance of our approach, a simulation
was made. In this simulation, a healthy value of T0 is fixed
as a constant in 0.01 N ·m. If a deviation from this value
is detected, then a possible fault has occurred. In a real
situation (considering that the operation conditions have not
been changed) if this deviation of T0 from the nominal value
is permanent, then we can conclude that the bearings are no
more healthy and they need to be subject of maintenance or
to be replaced. To simulate a suddenly fault in the bearing,
an abrupt change in T0 is made, changing from 0.01 N ·m
to 3 N ·m (see Fig. 4). T2 is considered constant and equal
to 0.01 N ·m. Then, the value of T0 restored to the nominal
value, to verify that the observer follows adequately the
profile of T0.

Fig. 1 illustrates the simulation scheme. The generalized
PI observer is used for fault detection and estimation on
bearings by monitoring T0.

Fig. 1: Simulation scheme of the fault detection.

The initial conditions of the simulation were x̂ (t) =[
166.40 120

]T
and x (t) =

[
170 140

]T
. The

estimation of the states are shown in Figs. 1 and 2. It can be
seen in these figures that the observer performs well when
estimating the states.
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Fig. 2: The estimation of x1
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Fig. 3: The estimation of x2

The estimation of T0 is shown in Fig. 4. Although the
observer does not estimate the exact value of T0, it is capable



to detect adequately when this variable changes its value and
consequently, that a bearing fault is present in the system.
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Fig. 4: The estimation of T0

V. CONCLUSIONS

An observer-based fault detection scheme for supervising
the health condition on bearings coupled to DC motors is
presented in this work. The Takagi-Sugeno approach is used
to obtain a suitable mathematical model of the DC motor to
design a proposed generalized proportional-integral observer.
This observer is used to monitor the bearing health by
estimating on-line the temporal profile of the load torque T0.
By considering that all time, the DC motor performs its task
at the same load operation conditions, a change on T0 can
be mainly caused by friction or other associated problems on
bearings. Simulations of abrupt changes on T0 are performed
in order to evaluate the observer capabilities to detect these
changes and to investigate the feasibility of our approach for
future experimental works and other rotative machines.
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