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Free energy barriers associated to the transfer of an excess proton in water and related to the potentials
of mean force in proton transfer episodes have been computed in a wide range of thermodynamic states,
from low density amorphous ices to high temperature liquids under the critical point for unconstrained
and constrained systems. The latter were represented by setups placed inside hydrophobic graphene slabs
at the nanometric scale allocating a few water layers, namely one or two in the narrowest case. Water-
proton and carbon-proton forces were modelled with a Multi-State Empirical Valence Bond method. As
a general trend, a competition between the effects of confinement and temperature is observed on the
local hydrogen-bonded structures around the lone proton and, consequently, on the mean force exerted
by its environment on the water molecule carrying the proton. Free energy barriers estimated from the
computed potentials of mean force tend to rise with the combined effect of increasing temperatures and
the packing effect due to a larger extent of hydrophobic confinement. The main reason observed for such
enhancement of the free energy barriers was the breaking of the second coordination shell around the
lone proton.

Keywords: Potential of mean force, acidic proton transfer, graphene slab, Multistate Empirical
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1. Introduction

Proton transfer (PT) in water and aqueous solutions is one of fundamental processes in nature,
playing a central role in processes such as water autoionization,[1] molecular reactions in aerosols,[2]
or in energy conversion processes like photosynthesis and in cellular respiration,[3] to mention only
a few relevant examples. The structure of excess protons in bulk water has been well understood
quite recently,[4] basically from computer simulations and from experimental measurements as well.
The mechanism which has gained general agreement within the community of chemical physicists
indicates that the aqueous proton can be casted out in terms of a ”default” propagating within
the three-dimensional hydrogen-bond (HB) network of water, carrying out a (first) water solvation
shell formed by one single water (hydronium, H3O+), two water molecules (Zundel dimer, H5O+

2 )
or three water molecules (Eigen cation, H9O+

4 ), under continuous interconversion among such
three species. The classical model of the dynamics of the proton was introduced by Von Grotthuss
long time ago,[5–7] consisting in a mixed mechanism of rotation and jump between neighboring
molecules, using the wires formed by hydrogen-bonding. After long time of analysis and debate
from both experimental and theoretical studies[8–24] a general consensus arose, based on the fact
that the dynamics of the lone proton in water is directly associated with dynamics of the HB
network, so that any external influence on the HB structure of water will significantly modify the
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dynamics of the acidic proton.
When turning to the transport of the a lone proton within complex, strongly confined aqueous

environments, the characteristics of such species are still far from being well understood. Often
protons are conducted through restricted spaces, such as in the case of protons within water
channels like those of nafion membranes in hydrogen fuel cells,[25–27] for protons in tiny water
nanopools embedded inside proteins and peptides,[28] for protons near alumina surfaces[29] or in-
side biomembranes.[22] Nevertheless, despite the large scientific and industrial relevance of confined
protons, the mechanisms of proton conduction in confined spaces are still a largely unexplored area
of research, essentially due to the limited number of experimental techniques accurate enough and
also the lack of detailed predictions from the theory and simulation side. As a general fact it has
been observed that under restricted geometries local structure and dynamics of the proton suffer
drastic changes from those at bulk states[30, 31].

Given the complexity of the phase diagram of water[32, 33], computational studies of aqueous
lone protons are usually reported for a few selected thermodynamical states. Multi-State Empirical
Valence Bond (MS-EVB) calculations of PT in water inside carbon nanotubes[34] confirmed previ-
ous results[35] and revealed that PT rates in severe confinement are about one order of magnitude
faster than in bulk. Recently Wolf and Groenhof[36] proposed a new classical model with explicit
proton transfer that has provided a very efficient computational tool using classical force fields
and capturing key aspects of the phenomenon. More accurate but very expensive simulations made
with ab initio Molecular Dynamics (MD) of water inside nanochannels[37, 38] reported different
mobilities for hydroxyl OH− and hydronium H3O+ ions, depending essentially on the size of the
tubes and the degree of functionalization of the tubes. Mahadevan and Garofalini[39] introduced
a dissociative water potential including three-body terms able to reproduce the liquid-vapor co-
existence curve. The reliability of such a potential model has been recently examined and a good
agreement of the local structure and dynamical properties of the lone proton with ab-initio data
has been found[40]. Finally, Car-Parrinello simulations by Bankura and Chandra[41] indicated that
in water inside narrow two-dimensional environments the lone proton is normally solvated as the
Eigen cation and that PT rates are much lower than in the quasi-one-dimensional case described
above. However, few works have focussed on the free energy barriers of PT and their relationship
to the local structure of the proton[42]. Although there is plenty of information on microscopic
properties of lone protons in constrained water, the influence of a variety of factors on them, from
variations in thermal energy to hydrophobicity effects makes the problem very difficult to handle.
Based on a previous work of computer simulations of excess protons confined in narrow nanomet-
ric channels at room conditions[43], I will report in the present paper the potentials of mean force
between the instantaneous protonated water molecule, i.e. the water molecule carrying the proton,
and its closest neighbors in an attempt to evaluate the influence of temperature and confinement
together on the likeliness of the transfer episodes and on the characteristics of the energy barriers
associated with acidic PT.

2. Methods

The computational experiments reported in this study have been performed by means of a MS-EVB
approach combined with MD simulations. The implementation of such kind of methodology has
been widely described in the literature[44–58], so that here I will restrict myself to give a fair but
schematic description of the main features of the method. Full details can be found in a previous
work[43] and in references therein.

The systems considered in the present work consisted in: (1) a quantum particle (excess proton)
and (2) a classical bath (water) formed by 125 water molecules. The EVB method assumes that
the Born-Oppenheimer potential energy surface ε0({R}) driving the dynamics of the nuclei with
coordinates {R} can be obtained from the lowest instantaneous eigenvalue of a EVB Hamiltonian
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ĤEVB({R}). This Hamiltonian is represented in terms of a basis set {|φi〉} of diabatic (localized)
states. For a lone proton in water, these diabatic states are associated to configurations with the
H+ located in a given water oxygen. The ground-state |ψ0〉 of the Hamiltonian satisfies:

ĤEVB|ψ0〉 = ε0({R})|ψ0〉. (1)

It can be written as a linear combination of diabatic states |φi〉 as:

|ψ0〉 =

Nb∑
i=1

ci|φi〉, (2)

with Nb being the number of basis sets and the potential energy surface is given by:

ε0{R} = cicjh
ij({R}), (3)

with hij standing for the matrix elements of the EVB Hamiltonian. In the framework of EVB
methods, off-diagonal elements hij can be casted out in terms of nuclear coordinates, achieving an
excellent agreement with results from full quantum calculations. The parameterization employed
in this work follows was proposed by Schmitt, Voth et al. and it has been proven to be very suc-
cessful in a wide variety of cases[51–55]. The newest version of this procedure (MS-EVB 3.2) was
recently published[58]. Within this framework, Schmitt et al. were able to reproduce geometries
and energetics of the most important protonated water clusters (such as H5O+

2 , H7O+
3 and H9O+

4 ),
obtained from ab initio calculations. Diagonal elements hii include contributions from stretching
and bending intramolecular interactions within the tagged H3O+ and also inside the rest of wa-
ter molecules, which are modeled using a flexible TIP3P force field[59]. Diagonal elements also
include intermolecular interactions such as those between hydronium-solvent and solvent-solvent.
Conversely, off-diagonal elements hij account for the coupling between diabatic states i and j and
have been modeled including interatomic contributions within a particular H5O+

2 Zundel dimer
spanned by states |φi〉 and |φj〉 plus Coulomb interactions between the dimer and the rest of sol-
vent. A complete list of parameters is provided in Ref.[53]. Oxygen-carbon and hydrogen-carbon
forces were modeled by means of Lennard-Jones forces with the same parameterization employed
previously.[60] From Lorentz-Berthelot mixing rules, the size and energy crossed parameters were
σOC = 3.28 Å σHC = 2.81 Å εOC = 0.389 kJ/mol εHC = 0.129 kJ/mol.

The construction of the EVB Hamiltonian is usually performed by a series of steps. First, the
water closest to the excess proton is identified. This particular water forms the initial pivot H3O+

complex and the first diabatic state. The rest of the diabatic states are chosen in a tree-like
construction via a hydrogen-bond connectivity pattern. The criterion to establish a hydrogen bond
is as follows: The maximum oxygen acceptor-proton donor distance is of 2.8 Å and a minimum
threshold value of the H-O-O angle of 30o is taken. All molecules lying in up to the third solvation
shell and showing a connecting path with the original pivot are included in the construction of the
L×L EVB Hamiltonian matrix and finally this matrix is properly diagonalized. In general, about
L ∼ 10− 20 diabatic states for the connectivity pattern have been found. In all cases, fluctuations
in the total energy never surpassed 1 %. At each step, proton transfer was made possible by re-
assigning the pivot oxygen label to the instantaneous state exhibiting the largest c2

i coefficient; from
this state, the list of participating VB states was reconstructed using the connectivity branching
procedure mentioned above. Once the EVB matrix was formed, ground-state eigenvectors and
Hellmann-Feynman forces Fk on all particles (k = 1, . . . , N) were computed by means of:
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Fk = −〈ψ0|
∂ĤEV B

∂xk
|ψ0〉 = −cicj

∂Ĥ ij
EV B(x)

∂xk
, (4)

where xk stand for any spatial coordinate. Finally, dynamics of the nuclei of mass Mk is given
by the classical (Newtonian) equation of motion:

Mk
d2Rk

dt2
= −cicj∇Rk

hij({R}). (5)

The systems were fully unconstrained or contained inside a flat graphene slab with variable
interplate distances d = 3.1, 1.5, 0.7 nm. All simulations corresponded to microcanonical runs at
the temperatures of T = 100, 200, 300, 400, 500 and 600± 20 K. In all cases, fluctuations in energy
were only ∼1 % of the averaged value and no energy drift was observed. To give a few precise
values, I observed that for the interplate distance of 1.5 nm the average in total energy was of
< E >= 175.2± 1.4 kcal/mol whereas the average in temperature was of < T >= 298.3± 1.6 K.
The density of the system was increased from 0.02 Å−3 (3.1 nm wide slab) to 0.07 Å−3 (0.7 nm
wide slab). This allowed to record some proton transfers in all cases. The boxlength along X and Y
coordinates was of 15.6 Å in all cases, whereas the simulation boxlength along the Z-coordinate was
enlarged five times the value of the X (Y) direction, in order to avoid interactions between image
graphene sheets[61]. Finally, our time step was set to ∆t = 0.5 fs for all simulations. I considered
equilibration periods of approximately 20 ps, followed by trajectories of more than 0.25 ns, used to
obtain meaningful statistical properties. Long ranged forces (Coulomb interactions) were handled
by Ewald sum techniques[62], using a uniform neutralizing background charge in all cases. This is
satisfactory enough for a system including a small charge as the lone proton, whereas in extended
systems such as proteins of membranes in water, it has been reported that the use of a counterion
would be in order[63].

3. Structure of the lone hydrated proton

A solvated ion in water is known to produce a huge anomaly in the local tetrahedral structure of
the liquid. Similarly, the excess proton also creates a disruption in the local hydrogen-bond struc-
ture, although in a smaller scale. However, this fact together with the existence of the Grotthuss
mechanism driving the dynamics of the proton leads to a direct connection between proton-water
forces, the local solvation structure and the proton transfer mechanism. So, after the transfer of the
proton between two neighboring water molecules a subtle balance between three relevant struc-
tures must be sustained: the proton attached to a single water (single hydronium, H3O+), the
so-called Zundel dimer (H5O2)+[64] and the three-coordinated hydronium (H9O4)+ known as the
Eigen complex[65]. It is widely accepted that PT is the result of the continuous interconversion of
the three above mentioned structures, with percentages of each depending on the thermodynamic
conditions of the system. In most cases, continuous interconversions between the Zundel and Eigen
complexes generate a hybrid (H9O4)+/(H5O2)+ structure[66, 67]. As a first approach to structural
analysis, snapshots of the local water structure at two relevant cases are shown in Fig. 1. For the
sake of clarity, I have only included those molecules having the largest weighting coefficients ci
from Eq. 2 (of the order of 10 molecules), which usually are the water molecules belonging to the
first and second solvation shells of the instantaneous hydronium species. From this picture a first
direct indication is seen that the local environment of the proton is essentially formed by a few
water molecules, essentially the Eigen cation (image at left), and that under strict confinement
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(interplate distance of 0.7 nm, image at right) the solvating waters no longer surround the proton
but they allow it to stay close enough to the interfacial graphene layers.

Every transfer of the lone proton between two water molecules will involve changes in pivot
oxygen-water oxygen (O∗-O) and pivot oxygen-water hydrogen (O∗-H) distances and changes of
the local hydrogen connectivity pattern between the complex at its closest solvation shells. Both
temperature and confinement are expected to have observable effects on the local proton struc-
ture. As usual solvation structures can be analyzed by means of local pivot oxygen-water radial
distribution functions (RDF) given by:

gO∗O(r) =
V

4N πr2 ∆r
〈nO∗O(r)〉, (6)

where nO∗O(r) is the number of solvent water molecules located in a spherical shell of width ∆r
and radius r centered at the pivot water, N is the total number of water molecules in the system
and V is the total volume. The brackets indicate both ensemble and time average. The RDF of
pivot-water oxygens are represented in Fig. 2. I selected three representative temperatures: 200,
300 and 600 K for all interplate distances compared to the unconstrained system. However, since
the number of proton transitions is rather low for some of the selected thermodynamical states, the
collected statistics during simulation runs are not optimal, producing fluctuating RDF. The selected
temperatures represent states of: local density amorphous ice (LDA, 200 K), ambient conditions
(300 K) and high-temperature sub-critical conditions (600 K), according the approximate phase
diagram for the force field employed in the present work (see Ref. [24]). All figures show a structure
formed by a marked first peak and a secondary maximum. The first maximum, centered around
2.5 Å in all cases, should be attributed to the first solvation shell of the proton. The location of this
maximum is in good agreement with the findings of Bankura and Chandra[41] and also with the
RDF reported in the work of Lockwood and Garofalini[42] where the authors show that, within
the framework of their potential model and at ambient conditions, the first maximum in (O∗-O) is
located at slightly smaller distances that the maximum of oxygen-oxygen RDF when all oxygens
are considered. This is called “inward shift” and indicates that the first solvation shell of the proton
is significantly smaller than that of oxygens in pure water. This fact has been recently related to
three-body interactions by Wiedemair et al.[40]. Further, this feature was also previously observed
in our simulations[43] and it suggests the equivalence of the present MS-EVB simulations with the
MD calculations with the dissipative potential[42] regarding the meaning of local proton structures.
In our case, this first maximum of the RDF is essentially invariable, regardless of T or d. This fact
gives an indication of the strength of the proton to create a first solvation shell which remains
virtually invariable at all conditions. The only remarkable fact about it is that at the low and
moderate temperatures (200 and 300 K) the size of the first water shell coordinating the proton
in the confined systems tends to become smaller than in the unconstrained case, whereas at 600 K
any difference cannot be seen.

Looking at the secondary maximum, both the interplate separation and the temperature play a
subtle role in its location. First of all, this feature is located at distances closer than those reported
elsewhere[41, 42] including the observation (see [43]) of the compression of the local coordination
of the proton (the “inward shift” by Lockwood and Garofalini[42]). Second, at the LDA state the
maximum is centered at 4.2 Å in all cases but moves to 3.5 Å when d = 0.7 nm. In the particular
case of d = 0.7 nm, the distance between the two plates is so short that, in average, there is
only room available for two water layers. This suggest that compressing the amorphous ice would
break some hydrogen bonds and let the coordination shell of the proton become smaller. At room
temperature, the maximum shifts backwards from 4.75 Å (unconstrained case) to ∼ 4 Å (confined
cases), so that the effect of confinement is clear: it forces the local environment of the proton
to become more packed. Finally, at the high temperature case, the second maximum is clearly
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milder than at lower temperatures, showing a moderate shift from 4.5 Å (unconstrained case) to
∼ 4.2 Å (confined cases). There it can distinguished how this maximum is enhanced at the smallest
interplate distance, suggesting a larger extent of localization of second shell of the proton. From
all these findings, a general tendency can be drawn: the local cluster around hydronium tends to
become smaller as confinement becomes more important. This larger extent of water localization
is similar to the case of cubic ice[10, 11].

4. Potentials of mean force for proton transfer

Once the local structure around the lone proton has been obtained, a common way to analyze the
microscopic forces acting on it is by means of the so-called potential of mean force PMF (r), that
can be readily obtained from the RDF:

PMF (r) = −kBT ln gO∗O(r), (7)

where kB is Boltzmann constant. Since in our case the RDF reported in Fig. 2 show non-negligible
fluctuations, I employed a procedure based on neural network and data mining procedures[68] in
order to improve the statistics in the RDFs and get meaningful PMF. This leads to an accurate
estimation of the errors associated to the PMFs, that were included in Fig. 3 where, as a benchmark,
the reference case of ambient conditions is reported for three selected states: unconstrained and
constrained inside graphene channels of width 3.1, 1.5 and 0.7 nm. The comparison of these results
to those of Lockwood and Garofalini indicates that the size of the free energy barriers is in overall
good agreement: in the present work the obtained value is of about ∼ 4kBT = 2.3 kcal/mol (at
300 K) for the unconstrained setup, that is of the same order of magnitude of the values reported
in Ref.[42] (between 0.8 and 1.2 kcal/mol).

Here it is important to mention that the reaction coordinate considered in the present work
is directly the O*-O distance, whereas in the work of Lockwood and Garofalini[42] the O*-O
distance is used as a selector of first neigbour waters, with the difference of distances between
the lone proton and O* or O taken as the reaction coordinate. We should mention that in our
case the computed PMFs using exactly the same coordinate as in Ref.[42] lead to energy barriers
practically equal as those reported here, within 10% of the absolute values of the heights of energy
barriers. At this point, I would like to mention that it was made clear long time ago that the use of
one-dimensional (and usually geometrical) reaction coordinates is simply an approximation to the
real ones[1], which may be in general multidimensional, presumably involving a limited number
of water molecules and, eventually coordinates or distances to the confining walls. So, since the
determination of the true reaction coordinate for constrained aqueous protons is out of the scope
of this paper, I will consider the O*-O distance as an order parameter useful to account for mean
forces between instantaneous hydronium and solvating waters. So, the free energies reported should
be directly associated to the exchange of identities between the instantaneous hydronium and one
of the (usually three) solvating waters. This will not in general correspond to the full mean force
for proton transfer but to part of it, since we should bear in mind that before a full PT episode
occurs and the identities of the two waters are changed, there exists a time interval where the
proton rattles in between the two given waters, usually called ”resonance”. This ”transient” time
(that can reach values of the order of 1 ps), is a fundamental part of the full PT episode (see
for instance Ref. [17]). Further, since the exchange between proton’s first and second coordination
shells of “external” water molecules, i.e. not directly related to PT, is allowed our calculations are
reporting energy barriers affected by such water-water exchange. This fact could account for the
deviation between the findings of the present work and those of Ref.[42].

A deep minimum indicating one stable state for the aqueous proton is observed in all cases and
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located around 2.5 Å, as expected. This corresponds to the well localized proton at its ground-state
configuration, being a Zundel dimer or an Eigen complex in most cases. Further, it can be due to a
bare hydronium species for the lowest coordinated states, namely those at high temperatures or low
densities[24]. Then a free-energy barrier of height EH 2.5 kBT is observed for the unconstrained
system, located around 2.9 Å. Such a barrier shifts backwards and is centered around 2.7 Å for
the constrained systems with its height rising up to ∼ 5.7 kBT for the state at the narrowest
interplate distance of d = 0.7 nm. This clearly indicates the increase in the energetic cost of
water-hydronium exchange at strongly constrained systems, rising about a factor 2 compared to
the unconfined case. A second minimum close to 4.5 Å is also seen (varying between 4.6 Å for the
unconstrained system and 3.9 Å when the aqueous proton is constrained inside the d = 0.7 nm
channel). This minimum should be assigned to a much milder associated state, related with the
second solvation shell of the proton. This state can be attributed to the super-structure formed by
the main protonated complex (when Zundel and Eigen structures exist) and its water shell, given
the low buy non-vanishing weights ci (see Eq.2) of the diabatic states in all cases (between 10 and
20). This interpretation would be consistent with the fact that at 300 K, all states but the one
with d = 0.7 nm have room enough to allocate two and, eventually, more solvation shells of the
central protonated complex. In the latter case the lack of space constrains the cluster around the
proton, making it smaller and containing less diabatic states with ci 6= 0.

Under temperature changes, the PMFs are reported in Fig. 4, namely the corresponding to the
LDA state at 200 K (a) and to the highest temperature of 600 K (b). In the case (a), the main
features are quite similar to those reported above, but some significant changes are seen. So, the
first maximum has a similar height in all cases but for the case with d = 0.7 nm, with heights of
around 4 kBT and located around r = 2.8 Å. This means that at LDA ices and when the system is
unconstrained, the barrier to surmount is higher than at room temperature conditions. However,
the effect of confinement is rather unimportant when d = 3.1 and 1.5 nm, whereas in the extremely
constrained setup at d = 0.7 nm, a very narrow shape is observed, together with a short barrier of
∼ 2 kBT. This is an indication of an easier, cheaper energetic cost for water-hydronium exchange
due to the quasi-two-dimensional geometry of the local cluster around the excess proton. The
second minimum of the PMF is also observed at 200 K, in a similar fashion to the case of ambient
conditions.

In the case (b) of high temperatures, the biggest differences with the findings reported above
at 300 K have to see with the height of the main energy barrier. At the unconstrained and mildly
constrained setups very short barriers under 1 kBT are observed, located around r = 2.7 Å. Again
the case of d = 0.7 nm involves a large energy barrier of ∼ 4.6 kBT, suggesting that PT episodes
started from water-hydronium exchanges will be happen much less commonly. The calculation of
the PT rates (see Ref. [43]) delivered rates of 1.2 ps−1 for the unconstrained system, whereas this
rate decreased to ∼ 0.01 ps−1 when d = 0.7 nm. Now the reason for such drop is clear that has
to be charged to the large size of the energy barrier. Concerning the second maximum, I should
simply remark that its existence (located around r = 4.3 − 4.4 Å) is rather doubtful, due to the
large fluctuations in the PMF.

In summary, a general trend has arisen: constraining the system requires larger free energy for
the proton to be exchanged between neighboring waters. Experimental data revealed values of the
order of -10 kJ/mol for the activation energy of PT at the surface of polycrystalline ice films (at
135 K), when the PT is mediated by hydroxyl ions (reported by Moon et al.[69, 70] and Kim et
al.[71] from reactive ion scattering) and for PT in pure water (Luz and Meiboom[72], obtained
by proton magnetic relaxation measurements). The values of the energy barriers reported in the
present work (around 2.3 kcal/mol ∼ 10 kJ/mol for the unconstrained system at 300 K, see above)
agree well with the order of magnitude of the experimental measurements and with those obtained
by Lockwood and Garofalini[42] and from previous estimation of the PT activation energy[43]
although they cannot be properly considered as equivalent to activation energies of PT.
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5. Conclusions

In this study a mixed Molecular Dynamics and Multi-State Empirical Valence Bond study of the
structure and free energies of an acidic proton in bulk water and in water inside a graphene slab
of variable width has been reported. The range of temperatures included states from LDA ices
to liquid water up to sub-critical high-temperature states. A suitable Hamiltonian for the semi-
classical system formed by a quantum-like particle (the lone proton) embedded in a sea of purely
classical flexible TIP3P waters was constructed. The main findings have revealed the enhancement
of the local structure of the proton in LDA ices and its progressive reduction as temperature rises.
In agreement with other works, it has been observed a compression of the local coordination of the
proton (“inward shift”[42]).

The potentials of mean force were obtained from radial distribution functions and should be
attributed to the free energy required by one water solvating hydronium to be exchanged with the
hydronium and occupy its place as the proton host. These PMF revealed that free energy barriers
tend to rise with the combined effect of increasing temperatures and the packing effect due to
the hydrophobic confinement. Both conditions favor the breaking of the second coordination shell
of the proton and reduce the likeliness of PT. The comparison of the energy barriers for water-
hydronium exchange (of the order of 10 kJ/mol) indicates a general good agreement with available
experimental data of activation energies for PT[69–72] as well as with results previously reported by
other authors on equivalent PMFs barriers for proton transfer in water using a different approach,
based on the so-called dissociative water potential[42].
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Figure 1. Snapshots of local structures around the lone proton at 300 K. Only the diabatic states with largest ci coefficients
(see Eq.2) are shown. Unconstrained system (left) and system between two graphene plates, separated 0.7 nm (right). Oxygen

(blue), hydrogen (yellow), pivot oxygen (see text, red) and carbon (green).
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