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Abstract

This dissertation deals with the proper design of efficient feedback strategies for

Multiple-Input Multiple-Output (MIMO) communication systems. MIMO systems

outperform single antenna systems in terms of achievable throughput and are more re-

silient to noise and interference, which are becoming the limiting factors in the current

and future communications. Apart from the clear performance advantages, MIMO sys-

tems introduce an additional complexity factor, since they require knowledge of the

propagation channel in order to be able to adapt the transmission to the propagation

channel’s characteristics and achieve optimum performance. This channel knowledge,

also known as Channel State Information (CSI), is estimated at the receiver and sent

to the transmitter through a limited feedback link.

In this dissertation, first, the minimum channel information necessary at the trans-

mitter for the optimum precoding design is identified. This minimum information for

the optimum design of the system corresponds to the channel Gram matrix. It is

essential for the design of optimized systems to avoid the transmission of redundant

feedback information. Following this idea, a quantization algorithm that exploits the

differential geometry of the set of Gram matrices and the correlation in time present

in most propagation channels is developed in order to greatly improve the feedback

performance. This scheme is applied first to single-user MIMO communications, then

to some particular multiuser scenarios, and finally it is extended to general multiuser

broadcast communications. To conclude, the feedback link sizing is studied. An anal-

ysis of the tradeoff between size of the forward link and size of the feedback link is
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formulated and the radio resource allocation problem, in terms of transmission energy,

time, and bandwidth of the forward and feedback links is presented.



Resumen

En un mundo cada vez más interconectado, donde hay una clara tendencia hacia un

mayor número de comunicaciones inalámbricas simultáneas (comunicaciones M2M:

Machine to Machine, redes de sensores, etc.) y en el que las necesidades de capaci-

dad de transmisión de los enlaces de comunicaciones aumentan de manera vertiginosa

(audio, video, contenidos multimedia, alta definición, etc.) el problema de la inter-

ferencia se convierte en uno de los factores limitadores de los enlaces junto con los

desvanecimientos del nivel de señal y las pérdidas de propagación. Por este motivo los

sistemas que emplean múltiples antenas tanto en la transmisión como en la recepción

(los llamados sistemas MIMO: Multiple-Input Multiple-Output) se presentan como una

de las soluciones más interesantes para satisfacer los crecientes requisitos de capacidad

y comportamiento relativo a interferencias.

Los sistemas MIMO permiten obtener un mejor rendimiento en términos de tasa

de transmisión de información y a su vez son más robustos frente a ruido e interfer-

encias en el canal. Esto significa que pueden usarse para aumentar la capacidad de

los enlaces de comunicaciones actuales o para reducir drásticamente el consumo en-

ergético manteniendo las mismas prestaciones. Por otro lado, además de estas claras

ventajas, los sistemas MIMO introducen un punto de complejidad adicional puesto

que para aprovechar al máximo las posibilidades de estos sistemas es necesario tener

conocimiento de la información de estado del canal (CSI: Channel State Information)

tanto en el transmisor como en el receptor. Esta CSI se obtiene mediante estimación

de canal en el receptor y posteriormente se env́ıa al transmisor a través de un canal
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de realimentación.

Esta tesis trata sobre el diseño del canal de realimentación para la transmisión de

CSI, que es un elemento fundamental de los sistemas de comunicaciones del presente

y del futuro. Las técnicas de transmisión que consideran activamente el efecto de la

interferencia y el ruido requieren adaptarse al canal y, para ello, la realimentación de

CSI es necesaria.

En esta tesis se identifica, en primer lugar, la mı́nima información sobre el estado

del canal necesaria para implementar un diseño óptimo en el transmisor, con el fin

de evitar transmitir información redundante y obtener aśı un sistema más eficiente.

Esta información es la matriz de Gram del canal MIMO. Seguidamente, se desarrolla

un algoritmo de cuantificación adaptado a la geometŕıa diferencial del conjunto que

contiene la información a cuantificar y que además aprovecha la correlación temporal

existente en los canales de propagación inalámbricos. Este algoritmo se implementa y

evalúa primero en comunicaciones MIMO punto a punto entre dos usuarios, después

se implementa para algunos casos particulares con múltiples usuarios, y finalmente se

ampĺıa para el caso general de sistemas broadcast multi-usuario. Adicionalmente, esta

tesis también estudia y optimiza el dimensionamiento del canal de realimentación en

función de la cantidad de recursos radio disponibles, en términos de ancho de banda,

tiempo y potencia de transmisión. Para ello presenta el problema de la distribución

óptima de dichos recursos radio entre el enlace de transmisión de datos y el enlace

de realimentación para transmisión de información sobre estado del canal como un

problema de optimización.
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Notation

Throughout this dissertation, boldface lowercase denote column vectors, bold upper-

case denote matrices, and lowercase italics represent scalars. Besides, the following

notation is used:

R,C The set of real and complex numbers, respectively.

R+ The set of all strictly positive real numbers.

RN×M ,CN×M The set of N×M matrices with real- and complex-valued entries,

respectively.

f(x)|x=a Function f(x) evaluated at x = a.

E{·} Statistical expectation. When used with a subindex, it specifies

the distribution over which the expectation is taken, e.g., Ex{·}
is the expectation over the distribution of a random variable x.

tr{A} Trace of the matrix A.

|A| or det(A) Determinant of the matrix A.

Re{·} Real part operator.

Im{·} Imaginary part operator.

‖ · ‖F Frobenius norm.

xix



xx Notation

A ≻ 0 Matrix A is positive definite.

AT Transpose of A.

AH Conjugate transpose (Hermitian) of A.

A1/2 Hermitian square root of the positive semidefinite matrix A, i.e.,

A1/2A1/2 = A.

A−1 Inverse of matrix A.

(A)+ Pseudo-inverse of matrix A.

a⋆ Optimal value of variable a in an optimization problem.

[A]n,m Matrix element located in row n and column m.

Dn Duplication matrix.

Cn Antiduplication matrix, defined as the unique matrix such that,

for all X ∈ Rn×n, vec(X−XT ) = Cnveci(X−XT ).

λmax(A), λi(A) Maximum eigenvalue and i-th eigenvalue (sorted in decreasing

order), respectively, of matrix A.

umax(A),ui(A) Unitary eigenvector associated to the maximum and to the i-th

eigenvalue, respectively, of matrix A.

P(A, N) Positive semidefinite projection operator, defined as: P(A, N) ,
∑N

i=1 λi(A)ui(A)ui(A)H, where A is an Hermitian matrix.

vec(A) Vector constructed by stacking the columns of matrix A from left

to right.

veci(A) Vector constructed by stacking the elements of each column of

matrix A that lie strictly below the main diagonal.

vech(A) Vector constructed by stacking the elements of each column of

matrix A that lie on or below the main diagonal.



Notation xxi

ṽec (·)
[
vech(ℜe(·))Tveci(ℑm(·))T

]T
.

arg Argument.

min,max Minimum and maximum, respectively.

∂f(x)
∂xi

Partial derivative of function f(x) with respect to the variable xi.

∂f(x)
∂x

or ∇xf(x) Gradient of function f(x) with respect to vector x.

I, In Identity matrix and identity matrix of size n, respectively.
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Chapter 1

Introduction

1.1 Motivation

We live in a world which is increasingly interconnected, and there is a clear trend

towards more simultaneous wireless communications. There are not only human to

human communications, but also machine to machine communications, wireless sensor

networks, and a plethora of new services that require wireless transmission of some

kind. The capacity requirements of the wireless connections are also rapidly growing,

as services transmit increasing amounts of data (audio, video, high definition, etc.).

In this context, Multiple-Input Multiple-Output (MIMO) communications, based on

the simultaneous use of multiple antennas at the transmitter and the receiver, are

considered one of the most suitable solutions due to the increased system capacity

they can provide and their behavior against interference.

MIMO communication channels are known to provide significant gains in terms of

system capacity [Tel99, Fos98] and resilience to fading [Ala98, Tar99a]. These gains

depend strongly on the quantity and quality of the Channel State Information (CSI)

which is available during the design, as studied in [Gol06,Mol11]. Obviously, the best

performance is achieved when such CSI is complete and perfect, but this is a non-

realistic solution, especially at the transmitter [Gol03]. In scenarios where channel

1
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reciprocity does not hold, a feedback link with limited capacity can be used to send

the CSI from the receiver to the transmitter, as depicted in Figure 1.1. The design

of the feedback link is a fundamental element in current and future communication

systems, and is the focus of this dissertation.

The use of a feedback link requires the digitalization and quantization of the in-

formation to be sent through it. In this sense, proper quantization procedures to

be applied to the channel estimates have to be designed. Following this idea, and

for the scenario of point-to-point MIMO communications, extensive work has been

done over the Grassmannian manifold, which consists of points that represent the

subspaces spanned by transmit beamforming matrices [Ede98]. Under the constraint

of uniform power allocation among beams, quantization in this manifold as described

in [Lov03,Rag07] is optimum for several criteria.

In more general cases where the power allocation is not constrained to be uniform,

the optimum linear signalling scheme at the transmitter depends on the MIMO prop-

agation channel matrix H through the MIMO channel Gram matrix, which is defined

as RH = HHH, for any quality measure such as Mutual Information (MI), Mean

Square Error (MSE), Signal to Noise Ratio (SNR), or Bit Error Rate (BER), among

others [Gol06,Mon10,Jaf01,Pal03b]. Note that in this case, the design is determined

by the right singular vectors of the propagation channel matrix H (and not only on

the subspace spanned by them, as happens when the power allocation is constrained

to be uniform) in addition to the singular values. Taking this into account, the quan-

tization to be applied prior to the feedback transmission should be performed over the

set of Gram-like matrices, i.e., Hermitian and positive definite matrices (such as RH),

instead of the Grassmannian manifold.

This dissertation presents a feedback technique based on a differential quantiza-

tion algorithm to be applied to the channel Gram matrix as a whole, exploiting the

intrinsic differential geometry of the set of positive definite Hermitian matrices and

using geodesic curves. Each channel Gram matrix corresponds to a point in such
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Figure 1.1: A feedback link with limited capacity is used to send the CSI

from the receiver to the transmitter.

set and the variations at consecutive time instants are modeled to be along geodesic

curves. One of the benefits of the feedback technique proposed in this dissertation is

that the number of feedback bits required is independent of the number of antennas.

Additionally, this strategy can be applied to any system configuration concerning the

number of antennas at the transmitter and the receiver, even when the feedback load

is constrained to a single bit.

The motivation for the development of feedback strategies is originally the single-

user, point-to-point MIMO scenario. However, working in this topic suggested that the

algorithms could be extended to other system topologies such as multi-user scenarios.

Following this idea, a feedback algorithm for the multi-user Broadcast Channel (BC)

featuring Block Diagonalization (BD) is also studied in this thesis. In the proposed

scheme for the BC, the transmitter only needs to know the individual channel Gram

matrices of each of the users. Another scenario with application of channel Gram

matrix feedback deals with a network topology consisting of a radio-backhauling link

and a wireless access link featuring aggressive frequency reuse. A system is considered,

in which the radio-backhaul link has to be completely transparent to the access link,

i.e., it should cause no interference to the access link while using the same frequencies
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simultaneously. This can be achieved with the use of two different types of CSI sent

through the feedback links, which correspond to the channel information and to the

noise plus interference covariance matrix at the receiver. It is shown that the CSI

required in both cases corresponds to a positive definite and Hermitian matrix which

can be quantized using the approach developed in this thesis.

Furthermore, the proposed feedback architecture is then extended for its imple-

mentation in the general scenario of multiuser MIMO BC. This involves an additional

linear transformation at the receiver in order to obtain an equivalent channel which is

also known at the transmitter.

A numerical comparison with other feedback techniques is presented for the dif-

ferent simulation scenarios, including realistic propagation channels obtained through

real measurements and also synthetic generated channels. Although the noise and de-

lay of the feedback link are not considered in the system model and design, simulations

of the effect that these factors would have on the performance are also presented.

Finally, an analysis on the distribution of radio resources between the feedback and

the data communication links is presented. In practice, the radio resources allocated

to the transmission of feedback are taken from the resources that are available for the

forward data link. While the use of feedback improves the design of the transceiver

increasing the performance, having less resources for the data link decreases the per-

formance of the system. This tradeoff is presented and the resource allocation that

maximizes the overall performance is derived for the case of point-to-point MIMO

communications.

1.2 Outline of the dissertation

As commented previously, this dissertation deals with the design and optimization of

the feedback link in MIMO wireless systems, and is structured as follows. This intro-

ductory chapter presents the motivation that led to this dissertation and enumerates
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the research results of the dissertation.

Chapter 2 presents a general overview of MIMO communications and a brief de-

scription of the state of the art in CSI feedback techniques. It also provides the basic

concepts that are used later during the dissertation.

Chapter 3 describes the proposed differential geodesic quantization and feedback

algorithm for point-to-point MIMO communications, which exploits the time correla-

tion of the propagation channel and the geometry of the set of Gram matrices. This

algorithm is evaluated numerically through simulations and compared to other feed-

back schemes in the literature. The simulations consider both computer generated

channel models and real channel measurements. The effect of CSI delay and transmis-

sion errors in the feedback link over the system performance is also studied.

Chapter 4 extends the application of the feedback algorithm to the case of mul-

tiuser MIMO systems, specifically: (i) the BC scenario featuring BD, and; (ii) a sce-

nario which emerges from actual network planning in an all-wireless environment with

aggressive frequency reuse. It is shown that these system designs allow the use of

channel Gram matrix feedback in order to carry out the optimum precoder design.

Simulations show a performance comparison with respect to other feedback schemes

proposed in the literature.

Chapter 5 derives a generic transceiver design framework based on an equivalent

channel computation. The proposed framework allows the application of the channel

Gram matrix feedback technique to generic MIMO BC scenarios and also to systems

that feature robust transceiver designs. This chapter presents an analytical study

of the quantization error in order to obtain a model which allows the implementa-

tion of robust transceiver designs. Numerical simulations of the performance are also

conducted and analyzed.

Chapter 6 studies a very important issue in wireless MIMO systems design with

feedback, which is the feedback link sizing. The performance gains obtained by us-

ing feedback are compared to the cost of such feedback in terms of radio resources
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(transmission time, power, and bandwidth). This comparison shows that there is a

tradeoff between the forward data link and the feedback link regarding the radio re-

source allocation. This resource allocation tradeoff between the forward and feedback

links is studied in order to optimally allocate the radio resources among the differ-

ent communication phases: training and channel estimation, CSI feedback, and data

transmission.

Finally, chapter 7 concludes the dissertation and describes some lines for future

research.

1.3 Research contributions

This dissertation deals with the quantization and feedback of CSI in MIMO communi-

cation systems. The main contributions are the derivation of a differential quantization

algorithm for channel Gram matrices based on geodesic curves, its applications to dif-

ferent scenarios, including point-to-point MIMO and multiuser MIMO, and an analysis

of the feedback link sizing with respect to the forward data transmission link. These

contributions have led to the following publications.

Chapter 3

This chapter deals with the point-to-point MIMO scenario with channel Gram

matrix feedback. The main results are a differential quantization algorithm for Gram

matrices based on geodesic curves and a performance analysis in scenarios based on

real channel measurements and also synthetic channel models. This research led to

the publication of three conference papers and one journal paper:

• D. Sacristán-Murga, F. Kaltenberger, A. Pascual-Iserte, and A. I. Pérez-Neira,

“Differential feedback in MIMO communications: performance with delay and

real channel measurements”, in Proceedings of the International ITG Workshop

on Smart Antennas (WSA 2009), February 2009.
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• D. Sacristán-Murga and A. Pascual-Iserte, “Differential feedback of MIMO chan-

nel correlation matrices based on geodesic curves”, in Proceedings of the IEEE

International Conference Acoustics, Speech, Signal Processing (ICASSP 2009),

April 2009.

• F. Kaltenberger, D. Sacristán-Murga, A. Pascual-Iserte, and A. I. Pérez-Neira,

“Low-rate differential feedback for real measured temporally correlated MIMO

channels”, in Proc. NEWCOM++ - ACoRN Joint Workshop, April 2009.

• D. Sacristán-Murga and A. Pascual-Iserte, “Differential feedback of MIMO chan-

nel Gram matrices based on geodesic curves”, IEEE Trans. on Wireless Com-

munications, vol. 9, no. 12, pp. 3714–3727, December 2010.

Chapter 4

This chapter deals with some BC scenarios in which the feedback of the MIMO

channel Gram matrix can be applied in a simple manner. The results from this chapter

have been published in two conference papers:

• D. Sacristán-Murga and A. Pascual-Iserte, “Differential feedback of channel

Gram matrices for block diagonalized multiuser MIMO systems”, in Proceed-

ings of the IEEE International Conference on Communications (ICC 2010), May

2010.

• D. Sacristán-Murga and A. Pascual-Iserte, “Precoding and feedback schemes for

a MIMO backhaul link in the presence of interference”, in Proceedings of the

IEEE International Symposium on Personal, Indoor and Mobile Radio Commu-

nications (PIMRC 2010), September 2010.

Chapter 5

The fifth chapter contributes a general framework for the multiuser MIMO BC with

feedback, and extends the application of the channel Gram matrix feedback presented

in the previous chapter through the use of a novel equivalent channel transformation
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applied at the receivers. These results have been published in one conference paper

and one journal paper:

• D. Sacristán-Murga, M. Payaró, A. Pascual-Iserte, “Robust linear precoding for

MSE minimization in MIMO broadcast systems with channel Gram matrix feed-

back”, in Proceedings of the IEEE International Workshop on Signal Processing

Advances for Wireless Communications (SPAWC 2011), June 2011.

• D. Sacristán-Murga, M. Payaró and A. Pascual-Iserte, “Transceiver design frame-

work for multiuser MIMO-OFDM broadcast systems with channel Gram matrix

feedback”, accepted for publication in IEEE Trans. on Wireless Communica-

tions, 2012.

Chapter 6

This chapter deals with the problem of resource allocation in terms of feedback link

sizing. The tradeoff in performance due to the resource allocation among data and

feedback links is analyzed and the effect of energy consumption in the base band is

also evaluated. These research results have been published in three conference papers

and a journal paper is under preparation:

• D. Sacristán-Murga and A. Pascual-Iserte, “Trade-off between feedback load for

the channel state information and system performance in MIMO communica-

tions”, in Proceedings of the International ICST Conference on Mobile Lightweight

Wireless Systems (MOBILIGHT 2010), May 2010.

• D. Sacristán-Murga, A. Pascual-Iserte and P. Tradacete, “Resource allocation

between feedback and forward links: impact on system performance and CSI”,

in Proceedings of the 19th European Signal Processing Conference (EUSIPCO

2011), September 2011.

• D. Sacristán-Murga, A. Pascual-Iserte and V. P. Gil Jiménez, “Resource allo-

cation between feedback and forward MIMO links and energy consumption”, in
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Proceedings of the IEEE 76th Vehicular Technology Conference (VTC2012-Fall

2012), September 2012.





Chapter 2

Channel state information in

MIMO communications

It is widely known that CSI is required both at the transmitter and at the receiver in

order to fully exploit the potential, in terms of increased achievable throughput and

resilience to fading, of MIMO communication channels [Gol03, Mol11, Jae09, PI05].

This CSI can be estimated at the receiver and then sent to the transmitter through

a dedicated feedback link with limited capacity. In order to optimize the feedback

transmission, the first task is to identify the content to be fed back, i.e., the CSI that

is required at the transmitter, and then to derive a proper and efficient quantization

procedure.

This chapter presents first a brief introduction to the MIMO wireless linear channel

model considered in this dissertation, in order to identify the elements that could

be subject to be CSI feedback. Then, it is shown that the specific required CSI

depends on the type of transceiver design and system power constraints. According to

this, in this chapter, the linear transceiver designs with no Channel State Information

at the Transmitter (CSIT), with perfect CSIT, and with imperfect or partial CSIT

are commented. Next, the effect in terms of performance degradation due to the

use of imperfect CSIT is described. Finally, an overview of the state of the art in

11
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quantization and feedback techniques for both the single-user point-to-point and the

multiuser MIMO scenarios is presented.

2.1 The wireless linear MIMO channel

MIMO channels are present in both wired and wireless scenarios. However, this dis-

sertation will focus only on the wireless case. In wired MIMO communications the

characteristics of the physical propagation channel are usually time invariant and,

therefore, the transmission schemes do not suffer from the challenges dealt with in this

dissertation.

The MIMO channel is characterized by its transition probability density function,

which describes the probability of receiving vector y conditioned on the fact that vector

x was transmitted. This characterization is usually difficult to work with, and other

simpler models are commonly used. One of the most broadly considered models is

the linear MIMO channel. In this case, the output of the channel is modeled to be a

linear function of the input. Additionally, the thermal noise which is present in the

communication front-ends is modeled through a noise term w. The transmit vector is

handled at the transmitter through the linear precoding matrix B. This results in the

system model depicted in Figure 2.1, with an input-output relation given by

y = HBx+w ∈ C
nR, (2.1)

where H ∈ CnR×nT represents the response of a channel with nT and nR transmit and

receive antennas, respectively, such that the element [H]ij denotes the channel path

gain between the j-th transmit antenna and the i-th receive antenna, x ∈ C
nS are the

nS symbols to be transmitted, B ∈ CnT×nS is the linear transmitter precoding matrix,

y ∈ CnT contains the symbols received at the receiver’s antennas, and w ∈ CnR is the

noise term at the receiver.
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Figure 2.1: Linear MIMO channel model.

2.2 On the content and availability of CSI

The specific CSI to be fed back to the transmitter depends on the transmitter design,

i.e., the optimality criterion used in the design of the transmit precoding matrix B,

which in fact depends on the quality criterion and the design constraints considered

for the transceiver architecture. In works such as [Sca02, Lov05a, Lov05b] a peak

power constraint is considered at the transmitter (λmax(BBH) ≤ PT , where λmax(·)
corresponds to the largest eigenvalue and PT is the power constraint). As shown

there, for many quality criteria, the columns of the resulting optimum transmission

matrix are mutually orthogonal and have the same norm, i.e., the optimum power

allocation is uniform. In this situation, [Sca02,Lov05a,Lov05b] show that the optimum

codebook design for non-differential channel quantization and feedback is one where

the codewords are the subspaces generated by the columns of the transmission matrices

B and not by the matrices themselves. Following this idea, extensive work has been

done over the Grassmannian manifold, which consists of points that represent the

subspaces spanned by transmit beamforming matrices.

On the other hand, it is also of interest to consider a mean power constraint (i.e., the

transmission matrix B is such that ‖B‖2F ≤ PT ), as in [Bog12,Pay09b] and references

therein, for example [Shi08, Ral98]. In this case the resulting optimum precoder B

depends on the singular values of the channel matrix H and also on the right singular

vectors, but not on the left singular vectors (this is a direct consequence from the fact
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that the most usual quality criteria1, and consequently also the optimum transmit

precoder B, depend on the channel through its Gram matrix RH = HHH). As

also shown in those references, the optimum power allocation at the transmitter is in

general not uniform [Bog12,Shi08]. This means that the channel Gram matrix is the

element that contains the minimum required information for the optimum precoder

design (i.e., both the eigenvectors and the eigenvalues of RH , see [Bou06])
2. Following

this criterion, the quantization should be applied over the set of Gram-like matrices,

instead of the Grassmannian manifold.

Depending on the amount and quality of the CSI available at the transmitter and

receiver, there are different transmission strategies that can be implemented. The

most common scenario corresponds to the case where the receiver has perfect CSI,

because the channel estimation process is conducted at the receiver. Regarding the

CSIT there are three possible scenarios:

• No CSIT: There is not any knowledge of any parameter concerning the interfer-

ence or the propagation channel at the transmitter. In this case, the best trans-

mitter strategy consists in employing space-time codes [Bel05, Par08, Tar99b,

Gan01].

• Perfect CSIT: There is full knowledge of the instantaneous channel realization

and of the interference characteristics at the transmitter. In this case the poten-

tial of MIMO strategies can be exploited completely. There are many possible

transceiver strategies [Ber08,Mol11,Pal03a] depending on the system design cri-

terion or the system performance metric.

1Some of these quality criteria are mutual information, MSE, SNR, or BER, among others [Bog12,

Shi08,Pay09b,Tel99,Ral98,Yan94].
2Note that decoupling the feedback in feedback of the power allocation and a feedback of the

beamforming, this last being based on the Grassmann manifold, is not possible since, when non-

uniform power allocation is applied, knowledge of the subspace spanned by the dominant right singular

vectors is not enough (see [Shi08,Bog12,Pal03b,Tel99,Bou06]).
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• Imperfect or partial CSIT: There is inaccurate or partial knowledge about the

parameters describing the channel at the transmitter. This occurs, for example,

due to the CSI quantization prior to the feedback transmission, or if there are

transmission errors in the feedback link. In this case, the transmitter strategy

depends on the quality and type of CSI available at the transmitter as shown in

[NM11,Ron05,Tar09].

2.3 Transceiver designs

This section presents a brief background of some of the most relevant communication

strategies for MIMO communications, for the different degrees of accuracy of the CSI

available at the transmitter.

• Designs with no CSIT: From a conceptual perspective there are two approaches

to transceiver designs. One option is to increase the transmission rate by ex-

ploiting the multiplexing gain. The other philosophy is that of the transmission

schemes which are optimized to take advantage of the diversity gain provided by

MIMO channels.

Regarding the strategies that are focused on maximizing the multiplexing gain,

the Bell-Labs Layered Space-Time (BLAST) family [Fos96] is among the most

known. The most relevant from these are the Vertical-BLAST (V-BLAST)

[Loz02] and the Diagonal-BLAST (D-BLAST) [Fos96]. In the V-BLAST scheme,

different data streams are transmitted through each antenna. Each data stream

is independently coded, and consequently the transmitter can send multiple data

streams simultaneously and the final rate is increased. D-BLAST, on the other

hand, also allows for coding across subchannels.

Concerning the techniques that are focused on the diversity gain, the most signif-

icant strategies are Space-Time Block Codes (STBCs), which are decoded with
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optimum performance if perfect CSI is available at the receiver. The first contri-

bution in this field was given by Alamouti in [Ala98], who proposed a rate one

orthogonal STBC for two transmit antennas. The main interest of orthogonal

STBCs is that the optimum Maximum Likelihood (ML) detector can be decou-

pled into a set of parallel ML detectors with extremely reduced complexity based

only on linear operations. This work was further generalized to any number of

transmit antennas in [Tar99a,Gan01,Gan02, Sto02]. In these works it is shown

that rate one orthogonal STBCs exist only for the case of two transmitting an-

tennas. Either the rate one or the orthogonality properties must be dropped to

be able to obtain a suitable STBC design in a scenario with a different number

of antennas.

Finally, Space-Time Trellis Codes (STTCs) are codes that provide both coding

and diversity gain. STTCs are based on transmission of redundant copies of

a convolutional code distributed over time and over the number of transmit

antennas [Tar98, Jaf03, Saf04]. They provide a very good performance at the

cost of higher signal processing computational complexity, since they rely on a

Viterbi decoder at the receiver while the STBCs need only linear processing. For

this reason the STTCs are seldom adopted in current wireless communication

systems.

• Designs with perfect CSIT: This case has been extensively studied by the re-

search community [Gol06, Ber08, Mol11]. The case of linear transmitters and

receivers has been generalized, under the framework of convex optimization, in

[Pal03b]. With perfect CSI at the transmitter, typical objective functions, such

as the minimization of the trace of the MSE matrix or the maximization of the

mutual information, fall into two categories extracted from majorization the-

ory: Schur-convex and Schur-concave functions [Mar79]. Following this idea, the

design of any MIMO communications system can be framed, in a unified way,
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into the powerful of theory of convex optimization and consequently, the design

problem can be solved very efficiently.

• Designs with imperfect CSIT: In this situation, the imperfections in the available

CSIT can be modeled and taken into account in the design process. This leads to

the so called robust designs, such as [NM11,Ron06,Zha08,Bog11,PI06,Pay07].

In this case the transmitter can be designed, for example, following a worst-case

approach, which optimizes the performance for the worst possible situation of the

channel among the ones that are compatible with the CSIT; or designed following

a Bayesian approach, which optimizes the best mean performance averaged over

the unknown parameters of the CSIT.

2.4 Performance degradation with imperfect CSI

at the transmitter

There are multiple studies on the system performance degradation caused by imperfect

CSIT when compared to the case of perfect CSIT [Bas12,Zha09,MN08,Cho02a,Zho11].

The case where the transmitter applies a beamforming design assuming that the CSIT

available is perfect is studied in [Cho02a,Cho02b] for a Rayleigh fading channel. The

performance degradation is analyzed from a purely statistical Bayesian perspective

[Kay93] in terms of the increase of the mean Chernoff upper bound of the probability

of error averaged over the statistics of the actual channel conditioned to the channel

estimate, taking into account the statistical behavior of the error in the CSI. This

analysis concludes that there is a loss in the diversity order. Additionally, the following

types of error are identified and described: noise from the own estimation process,

quantization errors, and delay in the feedback of the channel estimate. The main

conclusion is that depending on the quality of the CSI, it may be more adequate to

follow a space-time coding strategy with no CSIT instead of a beamforming design
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based on imperfect CSIT. The work in [MN08] presents an analytical study of the

impact of feedback link transmission errors in terms of BER of combined beamforming

and Maximal Ratio Combining (MRC) in slow Rayleigh fading channels, while [Zha09]

focuses on the performance degradation caused by errors in the channel estimation

process. A similar analysis is also carried out in [Bha02], which presents a degradation

analysis in terms of outage mutual information in three different situations: imperfect

CSI at the receiver and no CSI at the transmitter, perfect CSI at the receiver and

quantized CSI at the transmitter, and imperfect CSI at the receiver and quantized

CSI at the transmitter. The impact of CSI delay is studied analytically in [Bas12],

and [Dab06] studies the performance loss and derives a bound on the capacity loss

when using Gram matrix feedback with random codebooks and a fixed number of

feedback bits.

2.5 Feedback strategies for point-to-point MIMO

communications

In this section, a brief overview of the current research in quantization and feedback

algorithms for MIMO communications is presented.

Quantization algorithms in the literature can be classified fundamentally according

to two different criteria: if they exploit temporal correlation of the parameter to be

quantized (i.e., differential versus non-differential quantization) and according to the

objective of the quantization, which depends on the design criterion (for example, if

the complete channel response matrix is to be sent through the feedback link or only

the Gram of the channel matrix, or even just the subspace spanned by the dominant

right singular vectors of the channel matrix).

Under a transmitter design constraint of uniform power allocation among beams,

quantization in the Grassmannian manifold, which consists of points that represent the
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subspaces spanned by transmit beamforming matrices, is optimum for several criteria

[Lov03].

In more flexible designs where the power allocation is not constrained to be uniform,

the optimum linear signalling scheme at the transmitter depends on the MIMO channel

Gram matrix, i.e., RH = HHH, for any quality measure such as mutual information,

MSE, SNR, or BER, among others [Mol11, Bog11, Jaf01, Pal03b].3 Note that in this

case, the design is determined by the right singular vectors of the channel matrix H

(and not only on the subspace spanned by them) in addition to the singular values.

Taking this into account, the quantization should be applied over the set of Gram

matrices, i.e., the set of Hermitian and positive definite matrices (such as RH).

2.5.1 Non-differential quantization techniques

Strategies based on non-differential quantization make use of a codebook, which is a

collection of codewords or quantization candidates selected to maximize the distance

between each other according to a design criterion. Each codeword corresponds to

a possible precoding matrix for the system. The codebook is designed off-line and

is known to both the transmitter and the receiver. If the statistics of the channel

are known beforehand, they can be exploited to improve the design of the codebook.

The receiver evaluates all the codewords with the current known channel and sends

to the transmitter the index of the codeword that maximizes the system design crite-

rion according to the current channel. The transmitter will then apply the precoder

associated to such selected codeword.

Following this idea, extensive work has been done over the Grassmannian manifold.

[Lov03] proposes a quantization technique called Grassmannian beamforming, which

is based on codebooks built to maximize the distance between codewords belonging

3According to [Pal03b], any quality magnitude such as the MI, MSE, SNR, or BER can be

expressed as a function of the MSE matrix E =
(
I+ 1

σ2
w

B
H
RHB

)
−1

, where the covariance matrix

of the zero-mean circularly symmetric complex Gaussian noise is given by Rw = E{ww
H} = σ2

wI.
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to the Grassmannian manifold [Ede98]. In [Roh06] the authors present an iterative

method for constructing codebooks of also beamforming matrices with uniform power

allocation that are optimized to minimize mutual information loss for a given SNR for

general channel distributions.

While these techniques are conceptually simple and they usually require the low-

est computational complexity, they have a fundamental drawback for the use in real

systems. They are designed and optimized under the assumption that the CSI at

consecutive time instants is independent, which is usually not true. Measurements

show that there is a strong correlation in time of the parameters to be tracked, and

some approaches have been developed based on hierarchical codebooks for progressive

refinement of the quantization [Hea09] and also on feedback compression to reduce the

redundancy of CSI fed back at consecutive time instants [Tar09, Hua06b, Ino09]. In

[Pan07], different interpolation approaches and cluster-based precoding are performed

in the Grassmannian manifold to exploit correlation in the propagation channel of

OFDM subcarriers that are close in frequency.

2.5.2 Differential quantization techniques

Differential quantization techniques are based on exploiting the correlation in time

present in the physical parameters of the propagation channel. Each feedback update

sends quantized information on the difference between the last fed back estimate and

the current channel. This means that the accuracy of the CSI at the transmitter

improves with each feedback update, until it reaches an upper bound determined by

the correlation factor of the channel and the feedback rate. Another advantage of

differential feedback techniques is that they adapt easily to variable feedback rates,

since most require only a minimum of 1 bit per feedback use.

In [Xia09] a CSI feedback scheme is presented which is based on Differential Pulse

Code Modulation (DPCM) on each element of the matrix and the quantization is
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related to the MIMO channel matrix H.

In [Yan07] the constraint of uniform power allocation is considered and a differential

quantization algorithm is proposed. The technique involves defining a random geodesic

curve over the Grassmannian manifold [Ede98] and indicating through 1 bit of feedback

the direction that minimizes the distance to the optimum beamforming matrix, which

is also a point in the manifold.

The technique from [Roh07] performs a parametrization of the channel singular

vectors prior to the quantization to obtain statistically independent parameters, but

suffers from propagation of the quantization error when reversing the transformation

at the transmitter. The parameters are quantized component-wise following differ-

ential quantization scheme based on DPCM, and element-wise quantization of power

allocation information is also considered.

Other recent techniques based on codebooks built on the Grassmannian mani-

fold that exploit channel temporal correlation are [Hea09], which uses progressive

refinement codebooks, [Ino09], which features channel prediction to reduce the feed-

back rate, [Kim11], which uses a spherical cap codebook with variable radius, and

[Abe07,Kim08b], which consider a rotation based differential feedback built on top of

a codebook in the Grassmannian manifold.

2.6 Feedback strategies in multiuser communica-

tions

There is a large amount of literature about feedback strategies for multiuser MIMO

systems, both for the BC and also for the Multiple Access Channel (MAC). However,

most of them feature CSI quantization algorithms similar to those described for the

point-to-point scenario. In this section, an overview of some of the most important

ones is presented.
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Regarding the BC, in [Cha08] the authors propose a quantization and feedback of

the channel Gram matrix for the featuring a direct quantization of each element of ma-

trix RH separately. [Tan07] presents a scheduling and feedback strategy that achieves

multiuser diversity gain without substantial feedback requirements. The transmission

strategy features per-antenna scheduling at the Base Station (BS), which maps each

transmit antenna at the BS (equivalently, a spatial channel) to a user that deploys

a zero-forcing receiver. An opportunistic feedback protocol is proposed to reduce the

feedback requirements. For the case where the users have different priorities and also

different degrees of CSI feedback, the work in [Muk12] presents a variation of the wa-

terfilling algorithm that guarantees a minimum performance to each user depending

on the set of priorities.

Concerning MIMO MACs, it is known that CSI at the transmitters allows to im-

prove system performance regardless of whether it is perfect or partial [Yu04, Jor03,

Kim08b,Soy09]. Examples of techniques that require the full channel response matrix

knowledge at the transmitters are [Yu04,Jor03], while some other techniques use only

the channel covariance information [Kim08b,Soy09], or just channel mean information

[Soy09]. Since no communication between the transmitters is considered, the quantiza-

tion and feedback algorithms for this scenario are performed using the same strategies

as in the single-user scenario.

2.7 Chapter summary

This chapter has tried to give a reasonable brief introduction to the use of CSI in the

design of MIMO communication systems in order to describe the working environment

for the next chapters. The different degrees of CSI knowledge at the transmitter have

been described, the linear model for MIMO channels has been presented, and a general

overview of the different strategies available in the literature for the cases of perfect

CSI, imperfect CSI, and no CSI has been commented. Finally a general overview of
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the types of feedback, including differential and non differential feedback, has been

provided, and some particular algorithms from the literature have been described.





Chapter 3

Differential feedback of channel

Gram matrices using geodesic

curves

3.1 Introduction

The previous chapter showed the motivation for the development of a feedback scheme

for MIMO communications based on the quantization of the channel Gram matrix.

In the literature there are multiple works that focus on the feedback of such matrix.

For example, in [Cha08] the authors propose the feedback of the channel Gram matrix

featuring a direct quantization of each element of matrix RH separately1. In [Dab06],

a feedback based on channel Gram matrix quantization is assumed exploiting random

codebooks and a bound in the capacity loss is derived. [Kim08a, Jaf01] also assume

feedback of the channel Gram matrix for the design of the precoder for the sum-

rate maximization criterion and derive the capacity region for the particular case of

1In [Cha08] a multi-user scenario is considered, where each channel Gram matrix is quantized and

fed back independently for each user. The quantization procedure described in such work can also

be applied to the single-user point to point MIMO case directly.

25
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single beamforming transmission. The work in [Kim11] proposes a differential strategy

featuring a spherical cap codebook with a radius that adapts to the statistics of the

directional variation.

The technique presented in this chapter is based on a differential quantization

algorithm to be applied to the channel Gram matrix as a whole, exploiting the intrin-

sic differential geometry of the set of positive definite Hermitian matrices and using

geodesic curves. The work in [Bou06] also uses the concept of geodesic curves in the

set of Gram-like matrices, but the application is for channel classification instead of

differential quantization.

In the quantization technique proposed in this chapter each channel Gram matrix

corresponds to a point in such set and the variations at consecutive time instants are

modeled to be along geodesic curves. For each feedback transmission, the algorithm

defines a set of random orthogonal geodesic curves centered at the point in the set

corresponding to the last fed back channel Gram matrix, and identifies a set of points

along these curves which are the quantization candidates. The number of candidates

is determined by the number of feedback bits, and the selection of the point to be fed

back depends on the cost function associated to the adopted quality criterion for the

precoder design. One of the benefits of this technique is that the feedback overhead

is independent of the number of antennas, even when the feedback load is constrained

to 1 bit.

Since the generation of the geodesic curves has a random component, an analysis of

the expectation and variance of the direction associated to the random route followed

by the algorithm is also presented in this chapter. A numerical comparison with

other feedback techniques is shown for different simulation scenarios, featuring both

synthetic generated channels and real channel measurements.

This chapter is organized as follows. The system and signal models are given

in section 3.2. Section 3.3 introduces the geometry of the space of Gram matrices,

whereas the description of the algorithm follows in section 3.4. Section 3.5 is devoted
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to the study of the expectation and variance of the directions taken by the algorithm

compared to the gradient of the cost function associated to the design criterion. Sim-

ulations of the performance are shown in section 3.6, including the effect of delay

and transmission errors in the feedback link. Finally, the last section summarizes the

results of the chapter.

3.2 System and signal models

This chapter assumes the system model described in chapter 1 and depicted in Fig-

ure 1.1, which is reproduced here again as Figure 3.1, i.e., a flat fading MIMO channel

with nT and nR transmit and receive antennas, respectively, represented at time in-

stant n byH(n) ∈ CnR×nT . The nR received signals at the same time instant, assuming

a linear transmitter, can be modeled as

y(n) = H(n)B
(
R̂H(n)

)
x(n) +w(n) ∈ C

nR , (3.1)

where x(n) ∈ CnS are the nS streams of signals transmitted with E
{
x(n)xH(n)

}
= I,

and B ∈ CnT×nS is the linear transmitter precoding matrix that must satisfy the

mean transmit power constraint ‖B‖2F ≤ PT . Note that it is explicitly expressed that

B depends on the available estimate of the channel Gram matrix R̂H(n), where the

exact matrix is defined as RH(n) = HH(n)H(n). The Additive White Gaussian Noise

(AWGN) at the receiver is represented by w(n) ∈ CnR with E
{
w(n)wH(n)

}
= σ2

wI.

It is assumed that the receiver knows the current channel matrix H(n), and that

the transmitter applies a naive design2 of B assuming that the available CSI at its

side, is perfect, as in [Mon06a, Mon06b, Sad06, Roh06, Roh07, Yan07, Hea09, Ino09,

2In this chapter a naive design is considered and not a robust design that takes into account

explicitly the presence of noise or errors in the available CSI, since the scope of this chapter is on the

feedback itself and not on the design of the transmitter. Note, however, that an extension to robust

designs could also be considered by a proper definition of the cost function g, that will be defined

next.
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Figure 3.1: Point-to-point MIMO system model.

Cha08, Ban03a, Lov03, Hua06a]3. The presence of errors and delay in the feedback

link is not considered in the system model and the design, however, in order to give

some insight into the effect that delay and noise in the feedback link would have

on the system, numerical simulations are performed in section 3.6. The transmitter

design can be performed according to different criteria, such as the maximization of

the MI or the SNR, or the minimization of the MSE or the BER, among others. In

all the cases, the optimum precoder matrix B has been shown to depend only on the

channel GrammatrixRH(n) [Pay09b,Pal03b]. For each design criterion a cost function

g
(
R̂H(n),H(n)

)
can be defined, such that the design objective is its minimization.

Some examples of cost functions are given next4 (the dependency with respect to the

time index n is dropped for the sake of clarity in the notation) [Pal03b,PI04]:

• Maximization of the SNR with single beamforming (nS = 1):

g
(
R̂H(n),H(n)

)
= − 1

σ2
w

‖HB‖2F , (3.2)

3To the best of the author’s knowledge this assumption is common to all work regarding limited

feedback up to date. The generalization of this assumption is still an open research topic.
4Note that the focus of this thesis is not on the definition of the cost function, but on the mini-

mization of any cost function g that depends simultaneously on the estimated channel Gram matrix

available at the transmitter and the actual propagation channel.
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and the optimum transmission matrix B ∈ CnT×1 is given by [Lo99]:

BSNR

(
R̂H(n)

)
=
√

PTumax

(
R̂H(n)

)
, (3.3)

where umax(·) stands for the unit-norm eigenvector of maximum associated eigen-

value [Lo99].

• Maximization of the mutual information:

g
(
R̂H(n),H(n)

)
= −log2

∣∣∣∣I+
1

σ2
w

BBHHHH

∣∣∣∣ , (3.4)

and in this case the optimum transmission matrix B ∈ CnT×nS is given by

[Ral98,Cov06]:

BMI

(
R̂H(n)

)
= Ũ(n)P1/2(n), P(n) = diag(p1, . . . , pnS

), (3.5)

and the columns of Ũ(n) are the nS orthonormal eigenvectors of R̂H(n) asso-

ciated to its nS maximum eigenvalues {λi}nS

i=1. The power P(n) is allocated

according to the waterfilling solution (pi = max {0, µ− 1/λi} where µ is a con-

stant such that
∑nS

i=1 pi = PT ) [Ral98,Cov06].

Section 3.4 in this chapter is devoted to describing an algorithm for quantizing

the actual channel Gram matrix RH (instead of H). Since RH belongs to the set of

Hermitian positive definite matrices5 (i.e., RH ≻ 0), exploiting the inherent geometry

of this set will improve the performance of the quantization. Section 3.3 describes the

main differential geometry concepts used in the algorithm.

5In the following it will be assumed that the channel Gram matrix is strictly positive definite. If

this cannot be guaranteed because, for example, nR < nT , it is possible to work straightforwardly

with extended Gram matrices defined as R̃H = H
H
H+ ǫI, for any ǫ > 0, which are positive definite

by construction. This is done by adding ǫI to the channel Gram matrix before the quantization is

carried out at the receiver, and subtracting ǫI from the received feedback at the transmitter.
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3.3 Geometry of the set of Hermitian positive def-

inite matrices

One of the key advantages of the quantization algorithm presented in this disserta-

tion is the fact that it exploits explicitly the specific geometry of the domain space,

which is the set of Hermitian positive definite matrices. This section introduces the

basic differential geometry concepts that are used in the derivations presented in next

section.

The set of Hermitian positive definite matrices S =
{
R ∈ Cn×n : RH = R,R ≻ 0

}

has the geometry of a convex cone [Tal07], i.e., ∀R1,R2 ∈ S, ∀s ≥ 0, R1 + sR2 ∈ S,
whose vertex is the identity matrix. The characterization of this set is described

properly by means of differential geometry, which states a set of definitions for the

distance, scalar products, and routes within this set [Tal07,Pen06a]6:

• Scalar product and norm: Consider the scalar product between two Hermitian

matrices A and B at any point R (also named as base point) in this set S.
Following [Pen06b], the scalar product is required to be invariant by the action

of any transformation: 〈A,B〉R = 〈ΣA,ΣB〉ΣR for all Σ in the linear group

GLn. This is verified in particular by the following definition of scalar product,

whose use has been proposed also in [Tal07] and [Pen06b]:

〈A,B〉R = tr
{
R−1/2AR−1BR−1/2

}

= tr
{
R−1AR−1B

}
. (3.6)

From this definition of scalar product it follows that the norm is defined as

‖A‖R =
√

tr {R−1AR−1A}.
6Actually, reference [Tal07] is devoted to the case of real symmetric positive definite matrices,

although the results and conclusions can be extended directly to the complex case just by replacing

the transpose operator with the Hermitian operator. An illustrative example of the use of such

extension can be found in [Bou06].
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• Geodesic curve: The geodesic curve Γ(t), which is the curve connecting two

points R1 and R2 in the set S with minimum length and with all its points

belonging to S, is given by [Tal07]

Γ(t) = R
1/2
1 exp

(
tC
)
R

1/2
1 , (3.7)

where C = CH = log
(
R

−1/2
1 R2R

−1/2
1

)
, Γ(0) = R1, and Γ(1) = R2. The deriva-

tive of the geodesic curve at t = 0, which is in fact the direction of such curve at

t = 0, is given by the Hermitian matrix Γ̇(0) = R
1/2
1 CR

1/2
1 , also called velocity

matrix.

• Geodesic distance: The geodesic distance between any two points in S is given

by the length of the geodesic arc that connects them. It can be shown that this

distance is given by [Tal07]:

distg(Γ(0),Γ(t)) = |t|‖C‖F , ⇒ distg(R1,R2) = ‖C‖F , (3.8)

or, using an equivalent expression, distg(R1,R2) =
(∑

i |logλi|2
)1/2

, where {λi}
are the eigenvalues of matrix R

−1/2
1 R2R

−1/2
1 .

• Orthogonality between two geodesic curves: Consider two geodesic curves Γ1(t) =

R1/2 exp
(
tC1

)
R1/2 and Γ2(t) = R1/2 exp

(
tC2

)
R1/2 that cut each other at point

R at t = 0. We say that they are orthogonal if their directions at t = 0 are

orthogonal, i.e., 〈Γ̇1(0), Γ̇2(0)〉R = 0, which, from the equation of the derivative

and (3.6), can be written as:

tr
{
R−1R1/2C1R

1/2R−1R1/2C2R
1/2
}

= 0

⇐⇒ tr {C1C2} = 0. (3.9)

3.4 Quantization and feedback algorithm

This section presents a feedback algorithm based on a differential quantization of the

channel Gram matrix RH(n). Its objective is to minimize the cost function g as
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presented in section 3.2.7

The channel Gram matrices are points in the set of Hermitian positive definite

matrices, and variations at consecutive time instants are modeled to be along geodesic

curves in the set. Following this idea, the presented algorithm quantizes the geodesic

trajectory connecting points in the set, as it is explained next.

3.4.1 Algorithm description

The proposed differential quantization algorithm for the feedback of the channel Gram

matrix is composed of 4 steps, which are performed at every feedback update. The

steps for feedback interval n are described as:

• Initial situation: The receiver has a perfect knowledge of the current channel

matrix H(n). Both the transmitter and the receiver know which is the last

quantization of the channel Gram matrix sent through the feedback channel

R̂H(n−1). At the first feedback transmission the algorithm starts from the cone

vertex: R̂H(0) = I.

• Step 1: Both the receiver and the transmitter use a common set of Q random

Hermitian matrices {C̃i}Qi=1 that satisfy the following constraint: tr
{
C̃mC̃j

}
=

δmj , as in (3.9). Then, each Hermitian matrix C̃i is re-scaled individually by ∆,

the quantization step8: Ci = ∆C̃i.

• Step 2: Both the receiver and the transmitter use the previous matrix R̂H(n−1)

to generate a common set of Q geodesic curves {Γi(t)}Qi=1, all of them having

7The cost function g is related to the quality measure of the system. If the receiver does not know

which is the design criterion that the transmitter will apply, an alternative cost function that can be

used for the quantization is the geodesic distance between the actual channel Gram matrix and its

fed back estimate, i.e., g(R̂H(n),H(n)) = distg(R̂H(n),HH(n)H(n)).
8The quantization step ∆, known at the transmitter and the receiver, is constant, computed and

optimized offline given the channel statistics. The choice of ∆ and its impact on the performance is

studied in section 3.6.1.
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the same initial point R̂H(n− 1) and with orthogonal directions (note that the

maximum number of orthogonal routes is given by the dimension of the set of

Hermitian matrices, i.e., Q ≤ n2
T ):

Γi(t) = R̂
1/2
H (n− 1) exp

(
tCi

)
R̂

1/2
H (n− 1). (3.10)

• Step 3: Each of these geodesic curves is used to generate two candidates for

the feedback: 



R̂
(2i−1)
H (n) = Γi(−1), 1 ≤ i ≤ Q,

R̂
(2i)
H (n) = Γi(1), 1 ≤ i ≤ Q.

(3.11)

• Step 4: The receiver, which is assumed to know H(n), evaluates the cost func-

tion for each of the candidates, selects the one that minimizes it, and sends the

corresponding index iFB through the feedback channel to the transmitter (there-

fore, the number of feedback bits has to be higher than or equal to log2(2Q)):

iFB = argmini g(R̂
(i)
H (n),H(n)), 1 ≤ i ≤ 2Q. The selected matrix will then be

used for the transmitter design and as the starting point in the next feedback

computation:

R̂H(n) = R̂
(iFB)
H (n). (3.12)

Figure 3.2 shows an illustrative example of the differential quantization process us-

ing 2 bits. Starting from R̂H(n− 1) (Figure 3.2.a), the algorithm generates 2 geodesic

routes Γ1(t) and Γ2(t) with orthogonal velocity matrices Γ̇1(0) and Γ̇2(0), respec-

tively (Figure 3.2.b,c). The four quantization candidates are: R̂
(1)
H (n) = Γ1(−1),

R̂
(2)
H (n) = Γ1(1), R̂

(3)
H (n) = Γ2(−1), and R̂

(4)
H (n) = Γ2(1) (Figure 3.2.d). At the re-

ceiver, each candidate is evaluated in terms of the cost function and the one minimizing

it is selected. In this case, and for illustrative purposes, the optimization criterion is

the minimization of the geodesic distance to the actual channel Gram matrix and,

therefore, candidate 3 is chosen (Figure 3.2.e). That is, the index iFB = 3 is fed back

to the transmitter and R̂H(n) = R̂
(3)
H (n). The quantization for the next feedback
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Figure 3.2: Example of one feedback computation in a 2-bit differen-

tial quantization, using as optimization criterion the minimization of the

geodesic distance to the actual channel Gram matrix.
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update starts from this point, generates 2 orthogonal routes and four quantization

candidates, selects the closest candidate to RH , and so on (Figure 3.2.f).

3.4.2 Computational complexity

In order to reduce the computational complexity required for the algorithm, matri-

ces {C̃i} can be conveyed from the transmitter to the receiver multiplexed with the

data symbols, as suggested in [Yan07] and [Ban03a], or generated offline and stored in

memory9 at the receiver and the transmitter. Another option is to use 2 equal pseudo-

random generators initialized, one at the transmitter and one at the receiver, using the

same seed, and orthonormalizing the random matrices using the Gram-Schmidt proce-

dure [Gol96]. Also, the matrix exponentials can be efficiently computed using Singular

Value Decomposition (SVD) of the matrices {C̃i}, as also suggested in [Yan07]. The

SVDs of {C̃i} can be computed offline and stored in memory to decrease computa-

tional load at run time. The scaling due to the quantization step only needs to be

performed on the singular values, not on the singular vectors.

This whole quantization process has a computational complexity that grows as

O(n3
T ). Step 1 implies no computational cost since the scaling by the quantization

step can be applied together with later steps. Step 2 involves the square root of

a matrix, which is an O(n3
T ) operation [Gol96], and the exponential, which can be

efficiently computed as described at the beginning of this subsection, with a complexity

of O(nT ). Step 3 is dominated by matrix multiplication, which is O(n3
T ). Finally, the

complexity of step 4 depends on the cost function of the system, which for the case

of geodesic distances is governed by the computation of the eigenvalues of a matrix,

and is O(n3
T ). The computational complexity of other techniques will be commented

in section 3.6.6, together with a brief description of each technique.

9In order to preserve the properties derived from randomness of the generated geodesics, the

number of stored sets of matrices {C̃i}Qi=1 must be high. However, this is a matter of memory and

not of computational complexity.
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3.5 On the optimality of the algorithm

This section presents an analysis of the convergence behavior of the algorithm assuming

that the channel matrix H is static. Consequently, the time index can be eliminated

from the notation of H and RH . It is shown that, in the tracking phase and for the

case of 1 bit of feedback, the expectation of the direction of the followed geodesic curve

is proportional to the actual gradient of the cost function, which points in the direction

of maximum increase/decrease of such cost function. The proof is derived for a generic

design criterion or cost function g, and an expression of the variance in the direction

of the selected routes with respect to the actual gradient is also provided. The author

conjectures that the qualitative conclusion from this analysis would also be valid for

the case of more than 1 bit of feedback10.

3.5.1 Average direction of the geodesic routes

The average of the directions associated to the quantization routes followed in the

tracking phase is studied in this section, for the case of 1 bit of feedback and any given

cost function g(R̂H(n),H); where H is the actual channel matrix and R̂H(n) is the

fed back channel Gram matrix at instant n.

As described in section 3.4, (see (3.10), (3.11), (3.12)), the geodesic quantization

using 1 bit (s[n] ∈ {−1, 1}) has the following expression:

R̂H(n) = R̂
1/2
H (n− 1) exp

(
s[n]C

)
R̂

1/2
H (n− 1), (3.13)

where the feedback bit s[n] is calculated as:

s[n] = sign
(
g
(
R̂

(−1)
H (n),H

)
− g
(
R̂

(+1)
H (n),H

))
, (3.14)

10The extension of the analysis for the case of more than 1 bit of feedback is a very complex open

problem. To the best of the authors’ knowledge there is only one similar analysis in the literature

[Yan07] (which features a quantization in the Grassmannian manifold), and it is also for the case of

1 bit of feedback.
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C is defined as explained in the footnote11, and the two quantization candidates,

R̂
(−1)
H (n) and R̂

(+1)
H (n), are defined as R̂

(−1)
H (n) = R̂

1/2
H (n − 1) exp

(
−C

)
R̂

1/2
H (n − 1)

and R̂
(+1)
H (n) = R̂

1/2
H (n− 1) exp

(
C
)
R̂

1/2
H (n− 1).

The geodesic route associated to the quantization is written as:

Γq(t) = R̂
1/2
H (n− 1) exp

(
tC
)
R̂

1/2
H (n− 1), (3.15)

and the direction of Γq(t) is the derivative at t = 0:

Γ̇q(t)
∣∣∣
t=0

= R̂
1/2
H (n− 1)CR̂

1/2
H (n− 1). (3.16)

It is assumed thatH and R̂H(n−1) are such that function g is near a minimum (the

algorithm is already in the tracking phase) and the quantization step is small, which

implies that C is small and, consequently, R̂
(−1)
H (n) and R̂

(+1)
H (n) are close together.

Then, using a first order Taylor approximation of the cost function with respect to the

first variable, and after some manipulations described in appendix 3.A, results in (in

the following, and for clarity reasons, the notation B = R̂H(n− 1) will be used):

g
(
R̂

(−1)
H (n),H

)
−g
(
R̂

(+1)
H (n),H

)
=trRe

[
gTB
(
R̂

(−1)
H (n)−R̂

(+1)
H (n)

)]
+O
(
‖C‖2

)
, (3.17)

where [gB]ij =
∂g(B,H)
∂Bij

and O (‖C‖2) denotes symbolically that the error in the Taylor

approximation is bounded quadratically (error ≤ b‖C‖2) for C small [Rud86].

Consequently, the direction towards the selected candidate is:

s[n] Γ̇q(t)
∣∣∣
t=0

= B1/2CB1/2sign
(
g
(
R̂

(−1)
H (n),H

)
− g
(
R̂

(+1)
H (n),H

))
. (3.18)

The average direction of the geodesic route used for quantization is

E

{
s[n]Γ̇q(t)

∣∣∣
t=0

}
= E

{
B1/2s[n]CB1/2

}
= B1/2

E {s[n]C}B1/2, (3.19)

11Since the case of 1 bit of feedback is considered, there is only one generated direction and C can

then be defined, for clarity in the equations, as C = cC0 where c is related to the quantization step

and C0 is random Hermitian and Gaussian. Because of the Hermitian property and for usefulness

in the proof, C0 is modeled as C0 = A
H +A, where A has i.i.d. components, each one following a

Gaussian distribution CN (0, 1).
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where (see (3.17)):

E{s[n]C} = E

{
sign

(
trRe

[
gTB

(
R̂

(−1)
H (n)− R̂

(+1)
H (n)

)]
+O (‖C‖2)

)
C
}
.

Substituting the expressions of R̂
(−1)
H (n) and R̂

(+1)
H (n), results in:

R̂
(−1)
H (n)− R̂

(+1)
H (n) = B1/2 exp

(
−C

)
B1/2 −B1/2 exp

(
C
)
B1/2. (3.20)

Following a third order Taylor approximation, (3.20) results in

R̂
(−1)
H (n)− R̂

(+1)
H (n) = −2B1/2CB1/2 +O

(
‖C‖3

)
. (3.21)

Combining all the previous results results in:

E{s[n]C} = E
{
sign

(
trRe

[
−B1/2gTBB

1/2C
]
+O

(
‖C‖2

))
C
}
. (3.22)

Applying the corollary from (3.54) (see appendices 3.C and 3.D), it can be con-

cluded that:

E

{
s[n]Γ̇q(t)

∣∣∣
t=0

}
= B1/2

E {s[n]C}B1/2 = − 2c√
π

1

‖B1/2gTBB
1/2‖F

BgTBB+O(c2).

(3.23)

The derivations in appendix 3.B show that gTB = B−1∇gB−1. Substituting this

expression in (3.23) yields:

E

{
s[n]Γ̇q(t)

∣∣∣
t=0

}
= − 2c√

π

1

‖B1/2gTBB
1/2‖F

∇g +O(c2), (3.24)

which means that the expectation of the geodesic route has the same direction as the

gradient of the cost function (the minus sign is consistent with the goal of minimizing

the cost function). The error term O(c2) is at least one order smaller than the nominal

part of the expression.

3.5.2 Variance analysis

In section 3.5.1 it was proved that in average the algorithm points in the direction

of the gradient of the cost function. However it would be interesting to calculate the
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variance of the difference between the selected direction and the actual gradient. In

order to study the variance, the error matrix E is defined as:

E , s[n]Γ̇q(0)− E

{
s[n]Γ̇q(0)

}
. (3.25)

The error matrix E has a covariance given by E
{
eeH

}
, where e = vec(E) (the operator

vec(E) returns the vector constructed by stacking the columns of matrix E from left

to right).

As shown in (3.18)-(3.20), the direction towards the selected candidate can be

written as:

s[n]Γ̇q(0) = B1/2s[n]CB1/2 = B1/2sign
(
trRe [XC] +O

(
‖C‖2

))
CB1/2, (3.26)

whereX = −B1/2gTBB
1/2 is Hermitian. (3.26) is written in vector form as (see Theorem

13.26 in [Lau05]):

vec(B1/2sign
(
trRe [XC] +O

(
‖C‖2

))
CB1/2)

=
(
B1/2T ⊗B1/2

)
vec
(
sign

(
trRe [XC] +O

(
‖C‖2

))
C
)
. (3.27)

As proved in appendix 3.E, the covariance of vec (sign ( trRe [XC] +O (‖C‖2))C) is:

cov
(
vec
(
sign

(
trRe [XC] +O

(
‖C‖2

))
C
))

= c2
(
2I− 4

π

x∗xT

‖x‖2
)
+O

(
c3
)
, (3.28)

where x is the result of stacking the columns of XT .

Consequently, the covariance of the directions followed by the algorithm is:

E
{
eeH

}
= c2

(
B1/2T ⊗B1/2

)(
2I− 4

π

x∗xT

‖x‖2
)(

B1/2T ⊗B1/2
)H

+O
(
c3
)
. (3.29)

From this equation it can be observed that the covariance depends on R̂H(n− 1)

(i.e., the previous fed back value) and on the gradient of the cost function. The error

term O(c3) is at least one order smaller than the nominal part of the expression.
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3.5.3 Particular case: geodesic distance as cost function

This subsection presents an analysis, as an example, of the particular case in which the

optimization criterion is the minimization of the geodesic distance between the Gram

matrix R̂H fed back through the feedback link, and the Gram matrix of the actual

channel realization RH . For the sake of simplicity in the notation, in this subsection

the error terms are not given, however they are the same as presented for the general

case in the previous sections, since this is just a particular case. In this particular case

the optimization of the cost function is associated, by definition, to the geodesic route

from R̂H(n− 1) to RH (the notation R = RH , B = R̂H(n− 1) will be used for clarity

reasons):

Γopt(t) = B1/2 exp
(
t log

(
B−1/2RB−1/2

))
B1/2. (3.30)

The direction of the optimum geodesic route at t = 0 is given by:

Γ̇opt(t)
∣∣∣
t=0

= B1/2log
(
B−1/2RB−1/2

)
B1/2. (3.31)

Since RH and R̂H(n− 1) are close together (the algorithm is already locked, that

means, in the tracking phase), it makes sense to use a first order Taylor approximation

of the logarithm (log(I+B−1/2RB−1/2 − I) ≈ B−1/2RB−1/2 − I), which results in:

Γ̇opt(t)
∣∣∣
t=0

≃ R−B. (3.32)

On the other hand, the direction of the random geodesic route Γq(t) is the derivative

at t = 0 in the direction of the selected candidate (see (3.7)):

s[n]Γ̇q(t)
∣∣∣
t=0

= s[n]B1/2CB1/2. (3.33)

where s[n] can be written as:

s[n] = sign

(
distg

(
R, R̂

(−1)
H (n)

)2
− distg

(
R, R̂

(+1)
H (n)

)2)

=sign
(∥∥log

(
R−1/2B1/2 exp (−C)B1/2R−1/2

)∥∥2
F

−
∥∥log

(
R−1/2B1/2 exp (C)B1/2R−1/2

)∥∥2
F

)
. (3.34)
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Using a first order Taylor approximation it follows that

s[n] ≈ sign
(
trRe

((
B1/2R−1B1/2 −B1/2R−1BR−1B1/2

)
C
))

. (3.35)

From (3.33) and (3.34), the average direction of the geodesic route used for quan-

tization is:

E

{
s[n]Γ̇q(t)

∣∣∣
t=0

}
= E

{
B1/2s[n]CB1/2

}
= B1/2

E {s[n]C}B1/2, (3.36)

where

E {s[n]C} ≃ E
{
sign

(
trRe

{((
B1/2R−1B1/2 −B1/2R−1BR−1B1/2

)
C
)})

C
}
.

(3.37)

On substituting P in the corollary proved in appendix 3.C (3.54) with C, and G

with B1/2R−1B1/2 −B1/2R−1BR−1B1/2, it follows that

E {s[n]C} ≃ α
(
B1/2R−1B1/2 −B1/2R−1BR−1B1/2

)
, (3.38)

where α = 2√
π

c

‖ B1/2R−1B1/2−B1/2R−1BR−1B1/2‖
F

, and

E

{
s[n]Γ̇q(t)

∣∣∣
t=0

}
= B1/2

E {s[n]C}B1/2 ≃ αBR−1 (R−B)R−1B. (3.39)

Since R and B are very close together (tracking phase), the following first order

approximation can be made: BR−1 ≃ R−1B ≃ I. Consequently, (3.39) can be written

as:

E

{
s[n]Γ̇q(t)

∣∣∣
t=0

}
≃ α (R−B) . (3.40)

From (3.24), (3.32), and (3.40) it follows directly that, as mentioned before, the

average direction of the random geodesic route used for quantization, which is parallel

to the gradient of the cost function, has the same direction as the optimum geodesic

route:

E

{
s[n]Γ̇q(t)

∣∣∣
t=0

}
∝ Γ̇opt(t)

∣∣∣
t=0

. (3.41)
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Figure 3.3: Real part of the first column of the directions followed by the

quantization in the tracking phase.

In Figure 3.3 a single realization of a channel (nT = 3, nR = 3) with the feedback

algorithm in the tracking phase is considered. The setup is simulated for 1 bit of feed-

back, which means that 2 quantization candidates are generated randomly and the best

one is selected as the quantization result. The random generation of candidates was

performed 5000 times taking the same initial point. The continuous lines correspond

to the directions followed by the 5000 routes associated to the selected candidates

(they represent the real part of the first column of the direction matrix s[n]Γ̇q(0) of

the selected candidates). The dashed line corresponds to the value of R(n)− R̂(n−1)

and coincides with the average of the continuous lines. This is consistent with the

result from section 3.5.1.
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3.6 Simulations

This section presents numerical simulations for the analysis of the performance of the

algorithm in both time varying and constant (i.e., time invariant) channels. In the

constant channel, the behavior of the algorithm in terms of stable-state error (i.e.,

once the feedback has converged) can be observed, whereas in the time-varying case

the tracking capabilities of the technique are evaluated. A random MIMO channel

is considered, following a first-order autoregressive time variation model, which is

described by the expression:

H(n) = ρH(n− 1) +
√

1− ρ2 N(n), (3.42)

where matrices H(0) and N(n) are assumed to be independent and composed of i.i.d.

zero-mean complex Gaussian entries with unit variance. The time correlation factor ρ

models the variability of the channel and depends on the Doppler frequency fD caused

by the movement of the transmitter/receiver through the expression ρ = J0

(
2πfDτ

)

[Ste99], where J0 is the zeroth-order Bessel function of the first kind and τ corresponds

to the time difference between consecutive feedback instants. Note that the case of

an invariant channel corresponds to ρ = 1. The time correlation factor is usually

expressed in terms of the normalized Doppler frequency fDτ , or fD/fFB, where fFB is

the frequency of feedback messages. The values for this parameter usually considered

in the literature are 0.004 < fD/fFB < 0.01 (see references [Yan07, Ino09, Roh07,

Ban03a,Hua06b]), which correspond to 0.999 < ρ < 1.

Regarding the precoding schemes used in the specific simulations shown in this

chapter, single transmit-receive beamforming (3.3) or spatial multiplexing (3.5) have

been exploited coming as a result of the optimum design criterion applied in each

simulation, i.e., SNR and MI maximization, respectively. In the simulations evaluating

BER, the single beamforming approach under maximum SNR was taken. Note that

the presented feedback technique can be applied to any linear precoding scheme under

any optimization and quality criterion and that the number of streams, the expression
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of B, etc. depend on such particular adopted criterion.

3.6.1 Optimization of the quantization step

The quantization step ∆, presented in section 3.4, is the geodesic distance between

the last value of the quantized Gram matrix R̂H(n − 1) and the new quantization

candidates. The choice of this parameter has a direct effect on the behavior of the

algorithm, due to the tradeoff between convergence rate (i.e., ability to track the

channel variations) and stable-state error. Fast varying channels require a larger ∆

to be able to track the channel, while slow varying channels can use a smaller ∆ to

increase the accuracy. The optimum value of ∆ depends on the correlation factor

of the channel, the antenna configuration (nT , nR), the number of feedback bits, and

the design criterion used at the transmitter. In the simulations the optimum ∆ was

computed numerically12 for each case, for minimum mean performance loss calculated

in a window of 40 time intervals. As an example, Figure 3.4 shows the average geodesic

distance between the quantization result R̂H of the proposed algorithm and the exact

RH versus the quantization step ∆ for the case of 3 bits of feedback in 2x2 and

3x3 MIMO channels. For the other techniques used in the simulations that have an

equivalent parameter to ∆, this has also been optimized numerically for each case in

order to provide a fair comparison.

3.6.2 Performance of the algorithm

In this subsection the algorithm is evaluated and its performance is compared to other

feedback techniques, some of them differential [Roh07,Yan07] and some non-differential

12To the best of the authors’ knowledge, the analytical optimization of the quantization step in the

set of positive definite Hermitian matrices is still an open topic. In [Yan07] the authors tackled this

issue by performing a numerical optimization for different values of the Doppler frequency. The same

method has been followed in this thesis.
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Figure 3.4: Mean geodesic distance between the quantization result R̂H

and the actual RH vs. the quantization step ∆.

[Lov03, Roh06, Roh07, Cha08]. For the simulations of non-differential techniques we

consider the performance averaged over several channel realizations.

Figure 3.5 shows the SNR achieved in a constant channel for the proposed tracking

algorithm, a tracking algorithm of channel response matrices13, a differential algo-

rithm based on 1-bit subspace tracking [Yan07], a non-differential feedback strategy

which uses Grassmannian codebooks [Lov03], a non-differential quantization algorithm

based on the parametrization of the channel singular vectors [Roh07], a non-differential

13The tracking algorithm of the channel response matrices is also a differential quantization strategy

applied to H(n) instead of RH(n), where the quantization candidates are also obtained through

orthogonal routes. Note that in this case, the orthogonal routes are simple straight lines in the space

of channel matrices H(n) and that the quantization step has also been optimized in order to optimize

the performance and for a fair comparison with the proposed algorithm.
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Figure 3.5: SNR achieved using different feedback techniques in a 3x3

time invariant channel.

quantization algorithm based on the quantization of the elements of the channel Gram

matrix [Cha08], and ideal tracking using perfect CSI at the transmitter. The results

have been averaged over 200 channel realizations and a normalized transmit power

was considered. The algorithm proposed in this chapter shows faster convergence and

smaller stable-state error than the other differential algorithms, even when using fewer

bits of feedback. The gain is due to the use of geodesic routes on the space of Gram

matrices. The non-differential techniques present a floor in the performance since they

do not exploit the time-correlation of the channel.

In Figure 3.6, the behavior of the proposed algorithm is compared, in terms of

achievable mutual information in a time variant channel, to the differential and non-

differential algorithms from [Roh07], to the algorithm based on differential quantization

of the channel response matrix, and to the performance with perfect CSI. The sim-
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ulation considers a random realization of a propagation channel with fD/fFB = 0.01

(which corresponds to ρ = 0.999), and nT = 3, nR = 3 antennas. 500 realizations

of the algorithms were averaged over that channel realization, using PT = 0.3. The

proposed algorithm offers a better tracking than the differential algorithms and also

better performance than the non differential ones. The techniques from [Roh07] per-

form a parametrization of the channel singular vectors prior to quantization, and suffer

from propagation of the quantization error when reversing the transformation at the

transmitter. After the first intervals, the performance of the differential algorithm in

[Roh07] using 14 feedback bits is similar to that of the proposed algorithm using only

4 bits. The non-differential feedback technique in [Roh07] results in uniform power

allocation among transmission modes at the transmitter since the information of the

channel singular values is not considered in such technique.

Figure 3.7 shows the BER achieved by the different techniques after 10 feedback

updates using a Quadrature Phase Shift Keying (QPSK) modulation in a constant

channel. The curves are averaged over 500 channel realizations and show that the

differential algorithm based on geodesic curves achieves a lower BER even with fewer

bits of feedback than the other algorithms and approaches the BER of the case with

perfect CSI at the transmitter.

3.6.3 Effect of feedback delay

In real systems there is a delay introduced in the feedback link due to the estima-

tion, processing, and transmission of the feedback information over the channel to

the transmitter. This delay produces a mismatch between the CSI available at the

transmitter and the current channel. Throughout this thesis, and in the literature in

general [Mon06a,Mon06b, Sad06, Roh06, Roh07, Yan07, Hea09, Ino09, Cha08, Ban03a,

Lov03,Hua06a], this effect was not considered. This subsection is devoted to describe

numerically through simulations the performance degradation caused by this delay.
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Figure 3.6: Mutual information achieved using different feedback tech-

niques in a 3x3 time variant channel.

The topic of the effect of feedback delay is also treated in [Hua06a], for the strategy

described in [Hua06b] which features a differential feedback scheme based on Markov

chain theory14.

The simulations in Figure 3.8 and Figure 3.9 show the impact of feedback delay on

the performance of the system for high mobility and low mobility scenarios (fD/fFB

of 0.05 and 0.001, respectively) versus the delay measured in feedback intervals. The

average SNR achieved with the proposed technique as a function of the delay in the

feedback link is compared to the cases of ideal tracking and delay-free feedback. It

can be observed that the performance rapidly decreases in the high mobility scenario

14Note that the approach followed in [Hua06a] can not be pursued here because our proposed

algorithm considers a continuous space of channel states as opposed to the discrete and finite number

of channel states from the Markov chain in [Hua06b].
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Figure 3.7: BER for different feedback techniques in a 3x3 system using

a QPSK modulation.

while the effect is much smaller in the low mobility case.

3.6.4 Effect of transmission errors in the feedback link

Another effect that is present in real systems is the noise and errors in the feedback link.

This specially affects differential algorithms, since they are based on the information

transmitted in previous time instants. This subsection illustrates numerically this

effect.

Figure 3.10 shows the average SNR achieved using the presented algorithm for the

case of error-free feedback and also for the cases where the feedback link has a 10%
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Figure 3.8: Effects of feedback delay in a low mobility scenario (fD/fFB =

0.001, which corresponds to ρ = 0.9999).

and a 5% error rate, which would correspond to a SNR in the feedback link of ap-

proximately 0dB and 1.8dB, respectively, if using a QPSK modulation and assuming

a Gaussian feedback channel with no fading. The results are averaged over 200 chan-

nel realizations. The feedback strategy based on codebooks [Roh06] and the case of

ideal tracking are plotted for comparison. Figure 3.11 shows the BER for the same

techniques in a 3x3 time variant channel with fD/fFB = 0.005.

Both simulations show that the loss in performance tends to a constant value after

some feedback intervals. Note that the Gram matrix geodesic feedback, even with

errors and fewer bits in the feedback link, performs better than the codebook based

technique [Roh06] without errors.



3.6. Simulations 51

S
N
R
(l
in
ea
r
sc
al
e)

Feedback delay (feedback intervals)
0 10 20 30 40 50
3

3.5

4

4.5

5

5.5

6

6.5

7

Perfect CSI

Quantized CSI with zero delay

Quantized and delayed CSI

Figure 3.9: Effects of feedback delay in a high mobility scenario

(fD/fFB = 0.05, which corresponds to ρ = 0.9755).

3.6.5 Performance in real channels

All the previous simulations and numerical evaluations have been obtained using the

analytic channel model described in (3.42). A more realistic evaluation and the actual

validation of the gains obtained by the use of the feedback technique presented in

this chapter would require the use of real channel measurements. In this sense, in

this subsection, the realistic MIMO channel measurements obtained with the Eurecom

MIMO Openair Sounder (EMOS) [Kal08b,Kal08c] are used. The channel measurement

data used have been made publicly available at www.openairinterface.org.

The EMOS is based on the OpenAirInterface hardware/software development plat-

form at Eurecom. It operates at 1.900-1.920 GHz with 5 MHz channels and can perform

real-time channel measurements between a BS and multiple users synchronously. The
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Figure 3.10: SNR in a 2x2 constant channel with a noisy feedback link.

BS used for the measurements is a workstation with four PLATON data acquisition

cards and a Powerwave 3G broadband antenna (part no. 7760.00) composed of four

elements which are arranged in two cross-polarized pairs. The User Equipment (UE)

consists of a laptop computer with Eurecom’s dual-RF CardBus/PCMCIA data ac-

quisition card and two clip-on 3G Panorama Antennas (part no. TCLIP-DE3G). The

platform is designed for a full software-radio implementation, in the sense that all

protocol layers run on the host PCs under the control of a Linux real time operation

system.

The EMOS uses an OFDM modulated sounding sequence with 256 subcarriers

(out of which 160 are non-zero) and a cyclic prefix length of 64. One transmit frame is

64 OFDM symbols (2.667 ms) long and consists of a Synchronization Symbol (SCH),

a Broadcast Data Channel (BCH) comprising 7 OFDM symbols, a guard interval
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Figure 3.11: BER in a time variant 3x3 system with a noisy feedback link.

equivalent in length to 8 OFDM symbols, and 48 pilot symbols used for channel esti-

mation. The pilot symbols are taken from a pseudo-random QPSK sequence defined

in the frequency domain. The subcarriers of the pilot symbols are multiplexed over

the transmit antennas to ensure orthogonality in the spatial domain. Therefore, one

full MIMO channel estimate can be obtained for one group of a number of subcarriers

equal to the number of transmit antennas. The BCH contains the frame number that

is used for synchronization among the UEs.

The channel estimation procedure is described as follows. Each UE first synchro-

nizes to the BS using the SCH. It then tries to decode the data in the BCH. If the BCH

can be decoded successfully, i.e., the Cyclic Redundancy Check (CRC) is positive, then

the channel estimation procedure is started. The channel estimation procedure con-

sists of two steps. Firstly, the pilot symbols are derotated with respect to the first pilot
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Parameter Value

Center Frequency 1917.6MHz

Bandwidth 4.8MHz

BS Transmit Power 30 dBm

Number of Antennas at BS 4 (2 cross polarized)

Number of UE 1

Number of Antennas at UE 2

Table 3.1: EMOS parameters.

symbol to reduce the phase-shift noise generated by the dual-RF CardBus/PCMCIA

card. Secondly, the pilot symbols are averaged to increase the measurement SNR. The

estimated MIMO channel is finally stored to disk. For a more detailed description of

the synchronization and channel estimation procedure see [Kal08a,Lac07].

The data used in the simulations of this section correspond to channel measure-

ments conducted outdoors in the vicinity of Eurecom in Sophia Antipolis, France15.

The scenario is characterized by a semi-urban hilly terrain, composed by short build-

ings and vegetation with a predominantly present Line of Sight (LOS). The BS is lo-

cated at the roof of Eurecom’s southmost building and the antenna is directed towards

Garbejaire, a small nearby village. The measurement parameters are summarized in

Table 3.1.

The simulations consider two different sets of measurements. In measurement 1,

the UE is placed inside a standard passenger car which is being driven with an average

speed of 50km/h. The channel conditions are changing between LOS and Non-Line of

Sight (NLOS). In measurement 2, the UE is more or less stationary on the parking

lot. This scenario is LOS.

15Eurecom has a frequency allocation for experimentation around its premises.
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Simulations

In the simulations, the channel measurements performed with 4 transmit and 2 receive

antennas are considered. Note that in order to mimic a narrowband system only the

data from one subcarrier is used. Simulations show results for three cases: perfect CSI

at the transmitter, non-differential Grassmannian packaging [Lov03], and differential

quantization of the channel correlation matrices RH(n) using the algorithm described

in this chapter. In all the cases, simulations are performed using the optimum strategies

to maximize the mutual information and the SNR, i.e., the strategy that maximizes

the mutual information corresponds to a waterfilling distribution of power over the

eigenmodes of the channel and the strategy that maximizes the SNR uses only the

strongest eigenmode of the available channel response.

Two different scenarios are considered for the feedback model. In the first case

the quantized CSI is transmitted instantaneously from the receiver to the transmitter.

That is, the transmitter had knowledge of the quantized version of the current channel

matrix. In a real situation, however, the transmission delay through the feedback

channel is not zero and this affects the performance of the system. Therefore the case

with delay in the feedback channel is also simulated.

The simulations corresponding to the instantaneous feedback scenario are shown

in Figure 3.12. These simulations show that the differential strategy exploits the time-

correlation of the channel and converges to perfect CSIT case, while the performance

of the non-differential quantization scheme is lower, even when using more feedback

bits. Also note that the differential quantization works better in more slow-varying

channels and worse in the scenarios of high mobility where the channel is fast-fading.

The impact of the feedback delay on the performance of the system is analyzed in

the simulations corresponding to Figure 3.13. The plot shows the averaged SNR and

MI for the high mobility and low mobility scenarios versus the delay measured in

frames (e.g., a delay equal to 10 means that the delay is equal to 10 frames). For the
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simulations a window containing frames from 500 to 520 was used to calculate the

average SNR and mutual information. Three situations are compared: perfect CSI

at the transmitter, differential feedback with no delay, and differential feedback with

different values for the delay in the feedback link. The main conclusion is that the

performance rapidly decreases when the delay exceeds a threshold.

3.6.6 Computational complexity comparison

This subsection presents a comparison in terms of computational complexity of the

different simulated techniques. From section 3.4.2 we have that the complexity of the

proposed algorithm grows as O(n3
T ).

The non-differential strategies from [Lov03,Roh06] require the lowest complexity,

as they only test each of the codewords and select the best one. The complexity of these

techniques grows with O(n2
RnT ) for the case of single beamforming. The complexity

of the differential and the non-differential techniques from [Roh07] is determined by

the SVD of the channel matrix, which is min (O(nRn
2
T ), O(n2

RnT )). The complexity

of the technique described in [Yan07] is given by the evaluation of the cost function,

which is approximately O(n3
T ). Finally, the algorithm from [Cha08] has a complexity

determined by the computation of the channel Gram matrix, which is O(nRn
2
T ).

The algorithm presented in this chapter has a similar complexity than other dif-

ferential feedback algorithms, and a slightly higher complexity than the considered

non-differential algorithms.
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Figure 3.12: Performance in real channels.
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Figure 3.13: Performance in real channels: effect of delayed feedback.
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3.7 Chapter summary and conclusions

This chapter has presented a feedback strategy proposed for MIMO communications,

which is based on a differential quantization of the channel Gram matrix using geodesic

routes and has several advantages over other existing feedback strategies. The pro-

posed technique exploits the intrinsic geometry of channel Gram matrices (positive,

definite, and Hermitian) versus channel response matrices in order to improve quan-

tization performance. The use of orthogonal geodesic routes generates quantization

candidates at each feedback interval that are better distributed within the set than

in the case of channel response matrix quantization. Another fundamental advantage

lies on the fact that the transmitter is not forced to apply uniform power allocation

among the spatial transmission modes, which translates into a design gain with respect

to designs based on the Grassmannian manifold. The differential scheme exploits the

correlation in time to progressively refine the accuracy of the feedback.

Furthermore, it has been proved that the proposed strategy follows in average the

direction of the gradient and a closed form expression for the covariance matrix of the

directions selected in the quantization has been presented.

Simulations have shown that the proposed algorithm based on differential quanti-

zation using geodesic curves achieves better performance than other techniques based

on the direct quantization of the channel response matrix or the quantization of the

subspace spanned by the strongest eigenmodes of the MIMO channel, as well as non-

differential strategies like Grassmannian packaging.
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3.A Derivations in the Taylor approximation of (3.17)

Equation (3.17) considers a first order Taylor approximation of the cost function with

respect to the first variable (the discrete time index is omitted for clarity in the nota-

tion):

g
(
R̂

(−1)
H ,H

)
− g
(
R̂

(+1)
H ,H

)
= trRe

[
gTB
(
R̂

(−1)
H − R̂

(+1)
H

)]
+O

(
‖C‖2

)
, (3.43)

where [gB]ij =
∂g(B,H)
∂Bij

, T is the transpose operator and O (‖C‖2) denotes symbolically

that the error in the Taylor approximation is bounded quadratically (error ≤ b‖C‖2)
for C small.

Then, according to the Taylor approximation it follows that:

g
(
R̂

(−1)
H ,H

)
= g
(
B+R̂

(−1)
H −B,H

)
= g
(
B,H

)
+gTB

(
R̂

(−1)
H −B

)
+O

(
‖R̂(−1)

H −B‖2
)
,

g
(
R̂

(+1)
H ,H

)
= g
(
B+R̂

(+1)
H −B,H

)
= g
(
B,H

)
+gTB

(
R̂

(+1)
H −B

)
+O

(
‖R̂(+1)

H −B‖2
)
,

which means that:

g
(
R̂

(−1)
H ,H

)
−g
(
R̂

(+1)
H ,H

)
= gTB

(
R̂

(−1)
H −R̂

(+1)
H

)
+O

(
‖R̂(+1)

H −B‖2
)
+O

(
‖R̂(−1)

H −B‖2
)

= gTB
(
R̂

(−1)
H − R̂

(+1)
H

)
+O

(
‖C‖2

)
, (3.44)

since

O
(
‖R̂(−1)

H −B‖2
)
= O

(
‖B1/2 exp (−C)B1/2 −B‖2

)
(3.45)

= O
(
‖B1/2

(
I−C+O

(
‖C‖2

))
B1/2 −B‖2

)
(3.46)

= O
(
‖C+O

(
‖C‖2

)
‖2
)
= O

(
‖C‖2

)
, (3.47)

and following the same process with R̂
(+1)
H results in O

(
‖R̂(+1)

H −B‖2
)
= O (‖C‖2).
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3.B Gradient in the space of Hermitian positive

definite matrices

The gradient of function f at Y is defined to be the tangent vector ∇f such that

[Ede98]:

tr
{
fT
Y∆
}
= 〈∇f,∆〉Y , tr

{
Y−1∇fY−1∆

}
, (3.48)

where fY is the matrix of partial derivatives and ∆ is any direction vector.

Derivation of the gradient expression: We have that, if B− and B+ are close

to B,

g
(
B−,H

)
− g

(
B+,H

)
≃ tr

{
gTB
(
B− −B+

)}
. (3.49)

Equation (3.48) can be expressed using the scalar product in the space of Hermitian

positive definite matrices:

〈∇g,B− −B+〉B = tr
{
B−1∇gB−1

(
B− −B+

)}
. (3.50)

If ∇g = BgTBB, then

〈∇g,B− −B+〉B = tr
{
B−1∇gB−1

(
B− −B+

)}
= tr

{
gTB
(
B− −B+

)}
). (3.51)

From (3.51) it follows that ∇g = BgTBB and

gTB = B−1∇gB−1. (3.52)

3.C Extension of the lemma from [Ban03a] for Her-

mitian matrices

Corollary of lemma [[Ban03a], appendix A]: let G be a nonrandom Hermitian

matrix, and P be a random Hermitian matrix, such that P = AH +A, where A has

i.i.d. components, each one following a Gaussian distribution CN (0, σ2). If

Z ,
[
sign

(
trRe

(
GP

))]
P, (3.53)
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then

E{Z} =
2σ√
π

G

‖G‖F
. (3.54)

Proof: Since P = AH +A,

Z ,
[
sign

(
trRe

(
G(AH +A)

))]
AH +

[
sign

(
trRe

(
G(AH +A)

))]
A. (3.55)

Matrix G is Hermitian, so it can be written as G = GH = U+UH . Then

G
(
AH +A

)
=
(
UH +U

) (
AH +A

)

= UAH +UHA+UA+UHAH . (3.56)

Substituting the expressions of (3.56) in (3.55) results in:

Z =
[
sign

(
trRe

(
GAH

))]
AH + [sign ( trRe (GA))]A. (3.57)

Consequently, and applying directly [[Ban03a], appendix A], it follows that

E {Z} , E
{[

sign
(
trRe

(
GAH

))]
AH
}
+ E {[sign ( trRe (GA))]A}

=
2σ√
π

G

‖G‖F
. (3.58)

3.D Quadratic error behavior in the result of ap-

pendix 3.C

The problem considered in appendix 3.C can be expressed in vector form by adequately

defining vectors p̃ ∈ ℜN , g ∈ ℜN , whose elements correspond to the real and imaginary

parts of the components of matrices P and G (see [[Ban03b], appendix A] for an

example of a similar procedure). In the following it is assumed that p̃ has i.i.d.

elements which are Gaussian with zero mean and variance σ2. Considering an error

term which results from a previous Taylor approximation that is upper bounded by a

quadratic expression in the neighborhood of p̃ (see (3.22)), it follows that:

E
{
sign

(
gT p̃+O

(
‖p̃‖2

))
p̃
}
= E

{
sign

(
gT

‖g‖p̃+O
(
‖p̃‖2

))
p̃

}
. (3.59)
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The objective of this appendix is to find a bound on the magnitude of the error

of (3.59). If we define p̃ = Up, with U unitary16 such that gT

‖g‖U = [1 0 0 ... 0], then

(3.59) can be written as:

E
{
sign

(
gTUp+O

(
‖p‖2

))
Up
}
=UE {x} ; x = sign

(
p1 +O

(
‖p‖2

))
p, (3.60)

and if the error is denoted by r̃, then

E {r̃} = UE {r} , (3.61)

with r = sign (p1)p− x = (sign (p1)− sign (p1 +O (‖p‖2)))p.
In order to calculate E{r}, the space over p can be divided into 2 regions: the

neighborhood17 of p = 0 (where the approximation that leads to the quadratic bound

on the error term is valid), and the outside of the neighborhood of p = 0 (where

the approximation is not valid and we will assume that there is always error). An

upper bound on E{r} can be calculated therefore as the sum of the bounds on the

neighborhood of 0 (denoted by ři) and outside the neighborhood of 0 (denoted by

řo). It will be shown that the expectance of the total error can be upper bounded as

E{r} = ři+řo = O(σ2), where ři =
∫
p∈[−ε,ε]N

r(p)fp(p)dp, řo =
∫
p/∈[−ε,ε]N

r(p)fp(p)dp

and fp(p) denotes the probability density function of p.

3.D.1 Calculation of ři (p in the neighborhood of 0)

The worst case error in the neighborhood of p = 0 comes from the upper bound on

O (‖p‖2), which is: a
∑N

n=1 p
2
n. Assuming this worst case, the k-th component of x

can be written as:

xk =





pk , p1 + a
∑N

n=1 p
2
n ≥ 0

−pk , p1 + a
∑N

n=1 p
2
n < 0.

(3.62)

16This transformation by a unitary matrix does not alter the magnitude of the error.
17The neighborhood of 0 is defined as an N -dimensional cube of side 2ε centered at the origin,

i.e., [−ε, ε]N , where ε is such that the bounds defined by Landau’s O are valid for all the Taylor

approximations that appear in this appendix within such cube.
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For the calculation of an upper bound on ři, the case of x1 is studied first. Then

the cases of xk, ∀k = 2, ..., N will be analyzed.

First parameter, x1

From the equation without quadratic error it follows that the threshold where the sign

function changes corresponds to γl = 0. In the case with quadratic error (3.62),

the threshold corresponds to γq = −1
2a

+ 1
2a

√
1− 4a2

∑N
n=2 p

2
n, which leads to the

following Taylor approximations: γq = −a
∑N

n=2 p
2
n + O

((∑N
n=2 p

2
n

)2)
and γ2

q =

O

((∑N
n=2 p

2
n

)2)
.

The first component of ři is upper bounded by the following expression:

ři1 ≤
∫ ε

pN=−ε

...

∫ ε

p2=−ε

∫ 0

p1=γq

2|p1|
1√
2πσ

exp

(
− p21
2σ2

)
dp1

N∏

n=2

(
1√
2πσ

exp

(
− p2n
2σ2

)
dpn

)
.

(3.63)

An upper bound of the integral over p1 is computed first, as expressed in:

∫ 0

p1=γq

2|p1|
1√
2πσ

exp

(
− p21
2σ2

)
dp1 ≤ |γq|2|γq|

1√
2πσ

≤ c

(
N∑

n=2

p2n

)2

1

σ
. (3.64)

Then, since
(∑N

n=2 p
2
n

)2
=
∑N

i=2

∑N
j=2 p

2
i p

2
j , the following bound results:

ři1 ≤
c

σ

N∑

i=2

N∑

j=2

∫ ∞

−∞
...

∫ ∞

−∞
p2i p

2
j

N∏

n=2

(
1√
2πσ

exp

(
− p2n
2σ2

)
dpn

)
. (3.65)

The integral
∫∞
−∞ ...

∫∞
−∞ p2i p

2
j

∏N
n=2

(
1√
2πσ

exp
(
− p2n

2σ2

)
dpn

)
is equal to 3σ4 for i = j

and equal to σ4 for i 6= j:

• case i = j:

∫ ∞

−∞
...

∫ ∞

−∞
p4i

N∏

n=2

(
1√
2πσ

exp

(
− p2n
2σ2

)
dpn

)
= 3σ4. (3.66)
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• case i 6= j:

∫ ∞

−∞
...

∫ ∞

−∞
p2i p

2
j

N∏

n=2

(
1√
2πσ

exp

(
− p2n
2σ2

)
dpn

)
= σ2σ2 = σ4. (3.67)

Consequently, and since there are N − 1 cases where i = j and (N − 1)(N − 2)

cases where i 6= j, from (3.65) it follows that:

ři1 ≤
c

σ

(
(N − 1)3σ4 + (N − 1)(N − 2)σ4

)
= c(N − 1)(N + 1)σ3, (3.68)

that is, ři1 = O(σ3).

Rest of the parameters, xk, k = 2, ..., N

The k-th component of ři is upper bounded by the following expression:

řik ≤
∫ ε

pN=−ε

...

∫ ε

p2=−ε

∫ 0

p1=γq

2|pk|
1√
2πσ

exp

(
− p21
2σ2

)
dp1

N∏

n=2

(
1√
2πσ

exp

(
− p2n
2σ2

)
dpn

)
.

(3.69)

An upper bound of the integral over p1 is derived first:

∫ 0

p1=γq

2|pk|
1√
2πσ

exp

(
− p21
2σ2

)
dp1 ≤ 2|pk||γq|

1√
2πσ

. (3.70)

Since |γq| ≤ a
∑N

n=2 p
2
n +O

(
(
∑N

n=2 p
2
n)

2
)
, it follows that |γq| ≤ ap2k + a

∑N
n=2
n 6=k

p2n +

c
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∑N
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2
i p

2
j , and řik can be bounded as:
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(3.71)

≤
∫ ∞

−∞
...
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2√
2πσ


a|pk|3 + a|pk|
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. (3.72)
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The integrals for the three terms in (3.72) can be computed independently

((3.72) =(3.73)+(3.74)+(3.75)):

∫ ∞

−∞
...

∫ ∞

−∞

2√
2πσ

(
a|pk|3

) N∏

n=2

(
1√
2πσ

exp

(
− p2n
2σ2

)
dpn

)
=

4a√
2πσ

√
2

π
σ3 =

4a

π
σ2.

(3.73)

∫ ∞

−∞
...

∫ ∞

−∞

2√
2πσ


a|pk|

N∑

s=1
s 6=k

p2s




N∏

n=2

(
1√
2πσ

exp

(
− p2n
2σ2

)
dpn

)

=
2a√
2πσ

σ√
2π

(N − 2)2σ2 =
2a

π
(N − 2)σ2. (3.74)

∫ ∞

−∞
...

∫ ∞

−∞

2√
2πσ


c|pk|

N∑

i=1
i 6=k

N∑

j=1
j 6=k

p2i p
2
j




N∏

n=2

(
1√
2πσ

exp

(
− p2n
2σ2

)
dpn

)
=

a

π
(N − 1)2σ4.

(3.75)

Finally, from ((3.72) =(3.73)+(3.74)+(3.75)) it follows that:

řik ≤ 4a

π
σ2+

2a

π
(N−2)σ2+

a

π
(N−1)2σ4 = σ2 a

π

(
4 + 2(N − 2) + (N − 1)2σ2

)
. (3.76)

From (3.76) it follows that řik = O(σ2).

3.D.2 Calculation of řo (p outside the neighborhood of 0)

In the calculation of řo a worst case situation will be considered, where there is always

error in the sign function, i.e., the error is upper bounded at each point and component

by 2|pk| It is computed as the integral over the complete domain space minus the
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integral on the neighborhood of 0. For the k-th element, řok the expression is given by

řok =

∫ ∞

−∞
...

∫ ∞

−∞
2|pk|

N∏

n=1

(
1√
2πσ2

exp

(
− p2n
2σ2

)
dpn

)

−
∫ ε

−ε

...

∫ ε

−ε

2|pk|
N∏

n=1

(
1√
2πσ2

exp

(
− p2n
2σ2

)
dpn

)
(3.77)

= 4
σ√
2π

− 4

[
erf

(
ε

σ
√
2

)]N−1(
σ√
2π

− σ√
2π

exp

(
− ε2

2σ2

))
(3.78)

= 4
σ

2
√
π

(
1−

(
erf

(
ε

σ
√
2

))N−1(
1− exp

(
− ε2

2σ2

)))
. (3.79)

By applying L’Hôpital’s rule it follows that:

lim
σ→0

1−
(
erf
(

ε
σ
√
2

))N−1 (
1− exp

(
− ε2

2σ2

))

σ

= lim
σ→0

(
(N − 1)

[
erf

(
ε

σ
√
2

)]N−2
2√
π
exp

(−ε2

2σ2

)( −ε√
2σ2

)[
1− exp

(−ε2

2σ2

)]

+

[
erf

(
ε

σ
√
2

)]N−1[
− exp

(−ε2

2σ2

)
ε2

σ3

])
= 0. (3.80)

The last comes from the fact that: limσ→0
exp(− m

σ2 )
σk = 0, ∀m, k > 0. This implies that:

řok = σO(σ) = O(σ2). (3.81)

3.E Covariance of the direction of the selected geodesic

curves

Lemma: Let G be nonrandom Hermitian and P random Hermitian, such that P =

AH +A, where A has i.i.d. components, each one following a Gaussian distribution

CN (0, σ2). If

Z ,
[
sign

(
trRe (GP) +O

(
‖P‖2

))]
P, (3.82)

z , vec (Z) , e , z− E{z},
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then

E{eeH} =

(
2I− 4

π

g∗gT

‖g‖2
)
σ2 +O(σ3), (3.83)

where g is the result of stacking the columns of matrix GT .

Proof: (3.82) can be written as

Z =
[
sign

(
trRe

(
GAH

)
+f(A)

)]
AH + [sign ( trRe (GA)+f(A))]A, (3.84)

(see (3.55)-(3.57)), where f(A) = O (‖A‖2), and its vectorized form z is given by:

z , vec (Z) =
[
sign

(
Re
(
ãHg∗)+ f(A)

)]
ã+

[
sign

(
Re
(
aHg∗)+ f(A)

)]
a, (3.85)

where g is the result of stacking the columns of GT , a is the result of stacking the

columns of A, and ã is the result of stacking the columns of AH . The covariance of z

is:

Czz = Ccc +Cdd +Ccd +Cdc, (3.86)

where Cuv = E
{
uvH

}
− E {u}E

{
vH
}
, c =

[
sign

(
Re
(
ãHg∗)+ f(A)

)]
ã, and d =

[
sign

(
Re
(
aHg∗)+ f(A)

)]
a.

The following theorem (which is an extended version of [[Ban03b], appendix A]) is

used next.

Theorem: For a nonrandom g and a zero mean complex Gaussian vector s with

autocorrelation σ2I, define the decision vector x and error vector e as follows:

x , sign
(
Re
(
sHg

))
s, e , x− E {x} . (3.87)

Then, the first and second moments are given by:

E {x} =
σ√
π

g

‖g‖ ; (3.88)

E
{
eeH

}
= E

{(
x− σ√

π

g

‖g‖

)(
x− σ√

π

g

‖g‖

)H
}

= σ2I− σ2

π

ggH

‖g‖2
. (3.89)

For the case where there is an error term O(‖s‖2) inside the sign function, then:

x̃ , sign
(
Re
(
sHg

)
+O

(
‖s‖2

))
s, ẽ , x̃− E {x̃} . (3.90)
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Then, the first and second order moments can be calculated straightforwardly and are

given by the following expressions (See appendix 3.D):

E {x̃} =
σ√
π

g

‖g‖ +O
(
σ2
)
, (3.91)

E

{
ẽẽH

}
= E

{(
x̃− σ√

π

g

‖g‖ +O
(
σ2
))(

x̃− σ√
π

g

‖g‖ +O
(
σ2
))H

}

= σ2I− σ2

π

ggH

‖g‖2
+O

(
σ3
)
. (3.92)

which follow from E
{
x̃x̃H

}
= σ2I, E

{
x̃ σ√

π
g

‖g‖

}
= σ2

π
ggH

‖g‖2 +O(σ3), and E {x̃O(σ2)} =

O(σ3).

This theorem can be applied directly to the first two terms of (3.86), while for the

cross-terms of the covariance we have:

Ccd = E

{
(c− E {c}) (d− E {d})H

}
= E

{
cdH

}
− E {c}E

{
dH
}
. (3.93)

The first term is zero as shown in (3.94) (we have used the fact that Re
(
ãHg∗) =

Re
(
aHg∗)), and, for the second term, the results of the theorem can be applied di-

rectly.

E
{
cdH

}
= E

{[
sign

(
Re
(
ãHg∗)+f(A)

)][
sign

(
Re
(
aHg∗)+f(A)

)]
ãaH

}
(3.94)

= E
{
ãaH

}
= 0. (3.95)

The same procedure can be applied to E

{
(d− E {d}) (c− E {c})H

}
. Finally, (3.86)

can be written as:

Czz = 2

(
σ2I− σ2

π

g∗g∗H

‖g‖2
+O(σ3)

)
− 2

(
σ2

π

g∗g∗H

‖g‖2
+O(σ3)

)

= σ2

(
2I− 4

π

g∗gT

‖g‖2
)
+O(σ3). (3.96)





Chapter 4

Feedback in the multiuser MIMO

broadcast channel with block

diagonalization

4.1 Introduction

The previous chapter showed a quantization and feedback scheme for linear transceiver

designs which is valid for all the usual quality criteria (SNR, MI, MSE, etc.) in point-

to-point MIMO communication systems. In the case of MIMO BC (downlink) chan-

nels, the optimum transmission strategy is Dirty Paper Coding (DPC) [Cos83], which

is a non-linear processing technique that has been proved to achieve the capacity region

[Wei06]. However, DPC is not implemented in practice due to its high computational

complexity. Instead, much simpler linear transceiver designs, such as the ones con-

sidered in this chapter, have been shown to achieve almost the same capacity using

much lower computational resources [Lee06]. This chapter is focused on the direct

application of the feedback algorithm presented in the previous chapter to some spe-

cific multiuser linear precoding techniques which are of high relevance and are based

71
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on block diagonalization. Chapter 5 will then present a generalization of the feedback

scheme for any multiuser linear design which involves an additional operation at both

transmitter and receivers.

As mentioned before, the techniques presented in this chapter are based on BD

[Spe04] and are interesting and widely implemented in practice because they provide

the same multiplexing gain as DPC, while incurring only in an absolute loss in terms of

throughput [She07,Lee07,Hun09] but requiring extremely less computational power.

BD decomposes the overall MIMO BC of the different users into a set of virtual

parallel single-user MIMO channels without inter-user interference. In order to do this,

accurate CSI is required at the transmitter. In scenarios where channel reciprocity does

not hold, a feedback channel with limited capacity is used to send the CSI from the

receiver to the transmitter. Because of the limited capacity of the feedback links and

the impact that accurate CSI has on the design of the transmitter, proper quantization

procedures to be applied to the channel estimates are of great importance.

This chapter is structured as follows. First, the BC system model and a brief

introduction on BD is presented in section 4.2. The minimum CSI for the implemen-

tation of BD is then shown to be the channel Gram matrix from the transmitter to

each receiver, which can be estimated at each receiver and fed back to the transmitter

using the technique presented in Chapter 3. Numerical simulations and an analysis of

this implementation follow. It is shown through simulations that the proposed scheme

outperforms other feedback designs proposed recently in [Cha08,Xia09] and [Rav08].

In section 4.3, a practical scenario of a MIMO backhaul link in the presence of in-

terference is considered and a variation of the BD design with channel Gram matrix

feedback is presented. Simulations of the performance and a summary and conclusions

section wrap up the chapter.
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4.2 Block diagonalized multiuser MIMO systems

This section presents an application of the channel Gram matrix quantization and

feedback algorithm presented in chapter 3 to multiuser BD, which is a system archi-

tecture framework widely implemented in practice. First, in section 4.2.1 the system

and signal models for the BC are introduced. Secondly, a detailed description of BD

is presented in section 4.2.2, along with the CSI required at the transmitter for the

precoder design based on BD. Then, the feedback algorithm based on differential feed-

back of each user‘s channel Gram matrix is presented in section 4.2.3 and simulations

of the performance are shown in section 4.2.4.

4.2.1 System and signal models

A MIMO BC system with a single transmitter and K receivers or users is considered,

as depicted in Figure 4.1. The transmitter has nT antennas and the k-th receiver has

n
(k)
R antennas. The channel matrix from the transmitter to the k-th receiver is denoted

by H(k) ∈ Cn
(k)
R ×nT and its associated precoding matrix is denoted by B(k) ∈ CnT×n

(k)
S ,

where n
(k)
S is the number of streams to be transmitted to user k. x(k) ∈ Cn

(k)
S represents

the n
(k)
S streams of signals to be transmitted with E

{
x(k)x(k)H

}
= I. According to

the linear model, the signal at the k-th receiver is, thus:

y(k) =

K∑

i=1

H(k)B(i)x(i) +w(k) ∈ C
n
(k)
R (4.1)

= H(k)B(k)x(k) +H(k)B̃(k)x̃(k) +w(k), (4.2)

where w(k) ∈ Cn
(k)
R is the AWGN at the receiver with E

{
w(k)w(k)H

}
= σ2

wI. B̃
(k) and

x̃(k) result, respectively, from the stack of the the precoding matrices and the transmit

vectors for all users other than receiver k:

B̃(k) =
[
B(1) ... B(k−1) B(k+1) ... B(K)

]
∈ C

nT×
∑K

i=1,i6=k n
(i)
S , (4.3)

x̃(k)T =
[
x(1)T ... x(k−1)T x(k+1)T ... x(K)T

]
∈ C

∑K
i=1,i6=k n

(i)
S . (4.4)
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Figure 4.1: MIMO BC system model.

The technique of BD [Spe04] exploits the CSI in order to eliminate interference

between users, i.e., the precoding matrices B(k) are designed so that H(i)B(j) = 0 for

i 6= j. The process is explained in detail in section 4.2.2. Consequently, the multiuser

channel is divided into parallel single-user MIMO channels, and (4.2) simplifies to:

y(k) = H(k)B(k)x(k) +w(k), k = 1, ..., K. (4.5)

Appropriate single-user precoding techniques can then be used on top of the BD

(for example, waterfilling over the channel eigenmodes to achieve capacity).

Single user MIMO techniques depend on accurate CSI in order to fully exploit the

channel characteristics. In multiuser schemes the need for accurate CSI is even higher

because, apart from a loss in each user performance, imperfect CSI produces inter-user

interference (since in that case BD can not eliminate interference completely). This is

more critical in the high SNR regime, precisely where multiuser MIMO shines most.

For this design it is assumed that each receiver estimates perfectly its current

channel matrix H(k), and that the transmitter designs B(k) assuming that the available

CSI at its side is also perfect, i.e., as if quantization or feedback errors were not
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present. As will be shown in section 4.2.2, the CSI required at the transmitter for BD

corresponds to the Gram matrix of the individual MIMO channels (i.e., H(k)HH(k), k =

1, ..., K).

4.2.2 Introduction to block diagonalization

In the general MIMO BC the signals sent from the transmitter to each receiver are

picked up by all the other receivers, causing interference with the signals actually

intended for them. The technique BD aims at avoiding interference between signals

sent to different users while allowing that all the antennas of each user receive the

signals transmitted to such user. That is, the precoder forces transmission nulls in the

direction of the non-intended receivers but not in the direction of the antennas of the

intended receiver (which is the case in the techniques based on complete zero forcing

[Joh05,Wie08]) as depicted in Figure 4.2.

In order to remove all inter-user interference in the system, the precoding matrices

B(k) are designed so that H(i)B(j) = 0 for i 6= j [Spe04]. This constraint forces B(k)

to lie in the right null space of H̃(k), with H̃(k) defined as:

H̃(k) =
[
H(1)T ... H(k−1)T H(k+1)T ... H(K)T

]T
. (4.6)

Note that the system dimension constraint is obtained from this definition. BD as

presented here is possible only if nT > max
{
rank

(
H̃(1)

)
, ..., rank

(
H̃(K)

)}
.

An orthogonal basis for the null space of H̃(k) can be obtained as the right singular

vectors of H̃(k) corresponding to its zero singular values. Then, a matrix Ṽ
(k)
0 ∈

CnT×(nT−rank{H̃(k)}) can be defined containing as columns such singular vectors of H̃(k).

These are equal to the eigenvectors corresponding to the zero eigenvalues of H̃(k)HH̃(k),

which is obtained from the feedback. From (4.6), it follows directly that H̃(k)HH̃(k) can

be computed at the transmitter as the sum of the individual channel Gram matrices
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(a)

(b)

Figure 4.2: In the general BC scenario (a) the signal sent to each user

is received by the other users and this is a source of interference. In a

BC scenario with BD design (b) the transmission is constrained through

the nullspace of the non-desired users in order not to interfere with other

users.

corresponding to users different from k:

H̃(k)HH̃(k) =
K∑

i=1,i 6=k

R
(i)
H , (4.7)
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where R
(i)
H = H(i)HH(i), i.e., by means of the feedback of individual matrices R

(i)
H , ma-

trix H̃(k)HH̃(k) can be computed. This allows to apply the quantization and feedback

algorithm presented in chapter 3 in a per-user basis.

The interference elimination is achieved through multiplying at the transmitter by

the corresponding Ṽ
(k)
0 , i.e., the channel is transformed to H(k)′ = H(k)Ṽ

(k)
0 . This

scheme divides the multiuser channel into parallel single-user MIMO channels with

no interference between them. The transmitter then has to send a second sounding

sequence through the parallelized channels so that the receivers can estimate the “new”

equivalent channels H(k)′ . On top of such parallelized channels, any single-user MIMO

scheme can be implemented1 through a precoder M(k). One possible example could

consist in applying waterfilling over the parallelized channel eigenmodes to achieve

capacity. For this particular design criterion the eigenvalues Σ(k) and their associated

eigenvectors V
(k)
1 are computed for each of the channel Gram matrices H(k)

′H
H(k)′.

The optimal power allocation coefficients Λ(k) are then found using water-filling on

Σ(k), assuming a total power constraint P (k) for user k [Cov06]. Finally the precoding

matrix B(k) is set as:

B(k) = Ṽ
(k)
0 M(k), M(k) = V

(k)
1 Λ(k)1/2 . (4.8)

The term Ṽ
(k)
0 ensures that there is no multiuser interference and V

(k)
1 Λ(k)1/2 is the

optimum design satisfying the previous constraint. This example considered the de-

sign that achieves capacity but other design criteria can also be used to design M(k)

[Pal03b].

1Note that the power constraint in the design of the precoder M(k) does not change since Ṽ
(k)
0 is

a unitary transformation (i.e., if B(k) = Ṽ
(k)
0 M

(k) then ‖B(k)‖2F = ‖M(k)‖2F ).
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4.2.3 Extension of the channel Gram matrix feedback algo-

rithm to multiuser MIMO with block diagonalization

As shown in the previous section, the transmitter can eliminate multiuser interference

with knowledge of the channel Gram matrices of the individual receivers, i.e., it is not

necessary to have knowledge of the whole channel matrices; only the channel Gram

matrices are required. Furthermore, once the interference has been removed, single-

user MIMO precoder designs can be applied. The optimum transmitter design for

most interesting criteria such as the maximization of the mutual information or the

SNR, or the minimization of the BER or the MSE, has been shown to depend also

on the channel Gram matrix rather than on the complete channel matrix [Pal03b], as

commented in the previous chapter.

Consequently, by implementing the feedback of the channel Gram matrix described

in chapter 3 it is possible to first eliminate multiuser interference through BD and then

compute the precoder designs. A summary of the BD design with geodesic feedback

of the channel Gram matrices is given in Table 4.1.

4.2.4 Simulations

In the simulations, a random multiuser MIMO channel is considered, with 4 antennas

at the transmitter and 2 receivers with 2 antennas each. The time correlation of

the channel is generated following a first order auto-regressive time-variation model

according to the expression:

H(n) = ρH(n− 1) +
√

1− ρ2N(n), (4.9)

where matrices H(n− 1) and N(n) are assumed to be independent and composed of

i.i.d. zero-mean complex Gaussian entries with unit variance. The time correlation

factor ρ models the variability of the channel and depends on the Doppler frequency of

the terminal fD through the expression ρ = J0

(
2πfDτ

)
[Ste99], where J0 is the zeroth-
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Table 4.1: Block diagonalization with Gram matrix feedback

1) Receiver k estimates H(k) and sends R
(k)
H through the feedback link.

2) At the transmitter, compute H̃(k)HH̃(k) =
∑K

i=1,i 6=k R
(i)
H .

3) At the transmitter, compute Ṽ
(k)
0 , the right null space of H̃(k)HH̃(k).

The parallelized channels are then H(k)′ = H(k)Ṽ
(k)
0 , and the

transmitter knows H(k)′HH(k)′ = Ṽ
(k)H

0 R
(k)
H Ṽ

(k)
0 .

4) Send a second sounding signal so that the receiver can estimate H(k)′.

5) At the transmitter, design a precoder M(k) for each of the parallel

channels H(k)′ with the given design criterion using H(k)′HH(k)′ .

6) Set the precoding matrices as: B(k) = Ṽ
(k)
0 M(k).

order Bessel function of the first kind and τ is the time difference between consecutive

feedback instants. The case of a constant channel corresponds to ρ = 1.

The first 2 simulations (Figure 4.3 and Figure 4.4) show the achievable sum-rate of

different feedback strategies versus the elapsed time, for a constant and a time variant

channel (ρ = 0.999), respectively. It can be seen how the proposed algorithm exploits

the temporal correlation of the channel to improve progressively the accuracy of the

feedback. For these simulations the transmitted power is fixed to 20 dB more than

the channel noise. The presented algorithm based on geodesic curves is compared to a

system with full cooperation between receivers (which is an upper bound to the per-

formance, as it is equivalent to the single-user system with 4 receive antennas), to the

case of BD with perfect CSI, a differential strategy based on the DPCM quantization

used in [Xia09], and a strategy based on non-differential uniform quantization of the

channel Gram matrix coefficients presented in [Cha08]. The plot shows how the pro-

posed algorithm using only 4 bits of feedback performs similar to [Xia09] with 16 bits
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Figure 4.3: Achievable sum-rate in a constant {2,2}x4 system.

of feedback. The differential algorithms clearly outperform the non-differential ones

after few time instants, even when using 45 bits in the non-differential scheme (this

applies also to other non-differential algorithms such as the one presented in [Rav08]).

Figure 4.5 shows the achievable sum-rate as a function of the SNR, defined as the

ratio between the transmitted power and the noise power. Special interest should be

paid to the mid and high SNR regime, because it is where multiuser MIMO provides

the largest performance gain. In order to take into account the fact that the algorithm

exploits the correlation in time of the channel, the performance is compared after

30 time intervals. The case of full cooperation between the receivers is an upper

bound to the performance and is depicted for comparison reasons. The simulations

show how BD with perfect CSI achieves the maximum multiplexing gain, although

an absolute difference in terms of throughput exists when compared to full receive
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Figure 4.4: Achievable sum-rate in a time variant {2,2}x4 system.

cooperation. The algorithm presented here clearly provides a better sum-rate than

the non-differential algorithm from [Cha08]. As the transmission power increases, the

accuracy of the CSI is more important, since the system is interference-limited and

small inaccuracies in the channel estimate at the transmitter introduce a fixed amount

of interference that produces a ceiling in the throughput of the system.

Regarding the Signal to Interference Plus Noise Ratio (SINR) at the receivers,

Figure 4.6 shows the result of a simulation using different techniques. Note that

the interference is due to the CSI quantization for the feedback. Due to the CSI

quantization error, the BD precoder does not pre-cancel the interference completely.

For this simulation the transmitted power is distributed evenly among the users, σ2
w =

1, and the results are averaged over 3000 channel realizations. The performance of the

geodesic feedback algorithm corresponds to the instant after 30 feedback intervals in a

constant channel. This simulation shows that the algorithm presented in this chapter
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Figure 4.5: Achievable sum-rate vs. SNR in a {2,2}x4 system.

performs better than the other feedback strategies, even with fewer bits of feedback.

Finally, the BER using a Binary Phase Shift Keying (BPSK) modulation is simu-

lated and the results after 30 time intervals are shown in Figure 4.7. The transmission

power is distributed evenly among the users, and the results are averaged over 3000

channel realizations. The figure shows that the proposed algorithm achieves a lower

BER than the feedback strategies from [Cha08] while requiring fewer feedback bits.

4.3 Precoding and feedback schemes for a MIMO

backhaul link in the presence of interference

This section presents a novel scenario, which emerges from the planing of interference-

aware all-wireless networks that feature aggressive frequency reuse. We consider a
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Figure 4.6: Receiver SINR vs. PT in a {2,2}x4 system.

network topology composed of access and backhaul links which are both wireless.

Having a wireless backhaul link greatly reduces the cost in time and resources of

the deployment of the network. In the access network, multiple Access Base Stations

(ABSs), which are fixed in space, communicate over the wireless channel with different

Mobile Stations (MSs) which have a given mobility. In the backhaul links the Hub

Base Stations (HBSs), which are connected directly to the fixed operator’s network,

communicate with the ABSs through what is called the backhaul links (each HBS

handles the aggregated traffic of multiple ABSs). Traditional communication networks

feature a wired backhaul link, which translates into large deployment times and costs.

Recently there is a trend to evolve the backhaul link to be wireless, as for example in the

WiMAX standard [iee04,And07]. The novelty of this scenario resides in the fact that an

array of omnidirectional antennas is considered at both ends of the radio backhaul link

and that the links can be adapted dynamically to mitigate incoming interference. This
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also removes the planning needed when using very directive antennas in the wireless

backhaul link. Besides, in order to increase the spectral efficiency of the system, the

same frequencies are used for the backhaul and the access networks, which means that

cross-segment (or cross-system) interference has to be taken care of. This is also a

novel deployment.

This section considers a cross-segment (or cross-system) design of the transmit pre-

coding matrix of the ABS for the communication towards the HBS under the following

design considerations: first, the backhaul link should be completely transparent to the

access network, i.e., the signals sent to the HBS should not cause interference to the

MSs; and second, the design should also minimize the effect of interference at the HBS

created by the MSs. Since the MSs have a certain mobility, the interference varies in

time and therefore this design should be adaptive.

Section 4.3.1 describes in detail the considered system and signal models, for the
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different channels and feedback links. The proposed precoding and feedback algorithm

is described in section 4.3.2, and simulations of the performance are presented in section

4.3.3.

4.3.1 System and signal models

We consider a wireless network with one ABS, one HBS, K MSs, and backhauling and

access links as depicted in Figure 4.8. The ABS has nA transmit antennas, while the

HBS has nH , and the i-th MS has n
(i)
M receive antennas, with

∑K
i=1 n

(i)
M < nA. The chan-

nel matrix from the ABS to the HBS at time instant t is denoted by HAH(t) ∈ CnH×nA,

and the channel matrices of the links between ABS and the MSs, and between MSs

and HBS are represented by H
(i)
AM(t) ∈ Cn

(i)
M ×nA and H

(i)
MH(t) ∈ CnH×n

(i)
M , respectively.

B ∈ CnA×nS is the precoding matrix of the backhaul link to be used at the ABS to

transmit nS streams to the HBS. x ∈ CnS represents the nS streams of signals to be

transmitted from the ABS to the HBS with E
{
xxH

}
= I. The AWGN at the HBS

is w ∈ CnH with E
{
wwH

}
= σ2

wI. The received signal at the HBS is, therefore (we

drop the dependency with respect to the time index t for the sake of clarity in the

notation):

y = HAHBx+

K∑

i=1

H
(i)
MHx

(i)
M +w ∈ C

nH , (4.10)

where H
(i)
MHx

(i)
M is the interference caused by the signal x

(i)
M transmitted from the i-

th MS with power P (i). We assume E

{
x
(i)
Mx

(i)H

M

}
= P (i)I, ∀i for simplicity reasons,

although the extension to a generic transmit correlation matrix is straightforward.

Channel model

The scenario described in Figure 4.8 contains three different types of propagation

channels:

• Channel from the ABS to the HBS: This channel is static, or very slow varying,
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Figure 4.8: System model of the wireless backhaul link in the presence of

interference from MSs.

since both ABS and HBS have no mobility. Therefore the channel response

matrix HAH can be assumed to be known at both ends.

• Channels from the ABS to the MSs: The MSs have a given mobility, which

translates into a Doppler-shift. These channels H
(i)
AM are considered to be time

varying, and the MSs are assumed to be able to estimate them with the help of

pilot symbols.

• Channels from the MSs to the HBS: It is a system design decision that there

is no communication between the HBS and the MSs, therefore these channels

H
(i)
MH are unknown. The interference plus noise at the HBS,

∑K
i=1H

(i)
MHx

(i)
M +w,

has a covariance matrix expressed as:

Rn = σ2
wI+

K∑

i=1

P (i)H
(i)
MHH

(i)H

MH ∈ C
nH×nH , (4.11)

which can be estimated at the HBS.
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Feedback links

The scenario presented in this section considers the following feedback links, which are

depicted in Figure 4.8:

• Link from HBS to ABS (fbH): The HBS estimates the interference plus noise

correlation matrix Rn and sends it to the ABS through the limited feedback link

fbH . The ABS then uses this knowledge to minimize the effect of Rn on the

performance of the backhaul link by a proper design of the transmit matrix B,

as will be explained in section 4.3.2.

• Links from the MSs to the ABS (fb
(i)
M ): The i-th MS estimates the propagation

channel H
(i)
AM and sends its Gram matrix H

(i)H

AMH
(i)
AM through fb

(i)
M to the ABS.

This CSI is used at the ABS to reduce the interference caused by the backhaul

link over the MSs by a proper design of the precoding matrix B.

The information to be fed back through the feedback links corresponds in all cases

to positive definite Hermitian matrices, and therefore, the differential feedback tech-

nique presented in section 3.4 could be applied.

4.3.2 Precoding matrix design

The optimization of the precoding matrixB in the backhaul link can be done according

to several quality criteria, such as maximization of the mutual information, SINR, or

minimization of the BER. Given a constraint on the maximum transmit power PT and

the constraint of zero-interference to the MSs (the backhaul link should be completely

transparent to the access network) and taking into account interfering signals at the

HBS, the design of B according to a general design criterion f (B,HAH,Rn), can be

formulated as the following maximization problem:
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max
B

f (B,HAH,Rn) (4.12)

s.t. tr
{
BBH

}
≤ PT , (4.13)

H
(i)
AMB = 0, ∀i (i = 1...K), (4.14)

where the effect of Rn is considered in the cost function in (4.12), the constraint on the

total power available for the transmission is expressed in (4.13), and (4.14) represents

the zero-interference constraints to the MSs links. This last constraint can also be

written as:

H̃AMB = 0, (4.15)

where H̃AM is defined as:

H̃AM =
[
H

(1)T

AM ... H
(K)T

AM

]T
. (4.16)

From (4.15), B is forced to have the following structure:

B = V0B̃, (4.17)

where B̃ ∈ C
(nA−∑K

i=1 n
(i)
M )×nS and the columns of V0 ∈ C

nA×(nA−∑K
i=1 n

(i)
M ) are orthonor-

mal and span the right-nullspace of H̃AM (as in [Spe04]). Since the nullspace of H̃AM

is equal to the nullspace of H̃H
AMH̃AM , and H̃H

AMH̃AM can be written as (see (4.16)):

H̃H
AMH̃AM =

K∑

i=1

H
(i)H

AMH
(i)
AM , (4.18)

then matrix V0 can be computed containing as columns the eigenvectors associated

to the null eigenvalues of
∑K

i=1H
(i)H

AMH
(i)
AM . Note that from each MS, only the channel

Gram matrix H
(i)H

AMH
(i)
AM is needed, and also that the zero forcing applied to each addi-

tional MS reduces the degrees of freedom available at the ABS for the communication

with the HBS, reducing the performance of the backhaul link.
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The total power in (4.13) can be written as a function of B̃: since VH
0 V0 = I, then

tr
{
BBH

}
= tr

{
B̃B̃H

}
. Taking this into account, the optimization problem can be

rewritten as:

max
B̃

f
(
V0B̃,HAH,Rn

)
(4.19)

s.t. tr
{
B̃B̃H

}
≤ PT . (4.20)

This optimization problem can be easily solved now for the different design criteria,

such as maximization of the mutual information, SINR, minimization of the BER, etc.

A couple of examples of design criterion f are commented next; however, the same

procedure can be applied to other criteria following the same steps [Pal03b].

Example 1: Maximization of the mutual information

In this case the cost function is defined as

f = log2
∣∣I+BHHH

AHR
−1
n HAHB

∣∣ =

= log2

∣∣∣I+ B̃HVH
0 H

H
AHR

−1
n HAHV0B̃

∣∣∣ =

= log2

∣∣∣I+ B̃HRHB̃
∣∣∣ , (4.21)

where RH = VH
0 H

H
AHR

−1
n HAHV0.

The solution to the maximization problem (4.19) for this cost function is known

to be [Cov06]:

B̃ = VP1/2, P = diag(p1, . . . , pnS
), (4.22)

where V consists of nS columns that are the nS eigenvectors of RH associated to its nS

maximum eigenvalues {λi}nS

i=1. The power P is allocated according to the waterfilling

solution (pi = max {0, µ− 1/λi} , where µ is a constant such that
∑nS

i=1 pi = PT ).
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Example 2: Maximization of the SINR with single beamforming

In this case the beamforming matrix B̃ has only 1 column (therefore the notation b̃

will be used), and the cost function is defined as:

f = b̃HVH
0 H

H
AHR

−1
n HAHV0b̃ = b̃HRHb̃, (4.23)

and the solution to (4.19) using this criterion as cost function is:

b̃ =
√

PTumax

(
RH

)
∈ C

nA, (4.24)

where umax(·) stands for the unit-norm eigenvector of maximum associated eigenvalue.

4.3.3 Simulations

There are several factors that have a direct effect on the performance of the commu-

nication in the backhaul link of the proposed scenario. This section first presents the

performance loss in the link between ABS and HBS when the constraint of zero inter-

ference at the MSs is enforced. Then, the gain obtained when using different feedback

techniques to send information of the second order statistics of the interference from

the HBS to the ABS is analyzed, as a function of the transmission rate of the feedback

link. Finally, the degradation in performance is simulated for different values of the

interfering power and different number of MSs.

For all the simulations, the time correlated propagation channels are generated as

described in section 4.2.4, see (4.9).

It is important to note that the CSI sent from the MSs to the ABS through the

feedback link is quantized and may contain errors, but this does not affect the average

performance of the backhaul link ABS-HBS. Imperfect CSI received through the

links fb
(i)
M degrades the performance of the communication between the ABS and the

MSs (which is not considered in this scenario), and only the rank of the transmitted

H
(i)H

AMH
(i)
AM reduces the average performance of the backhaul link because some degrees
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Figure 4.9: Effect of interference nulling at the MSs.

of freedom in the design of the precoder B are lost. For this reason, the accuracy of

the feedback links fb
(i)
M is not relevant for the simulations and will not be commented

explicitly.

First, a scenario where nA = 10, nH = 8, and there are up to 3 MSs with nM = 2 is

considered. Each MS transmits with a power 10 dB higher than the AWGN. Figure 4.9

shows the achievable rate of the ABS-HBS link as a function of the transmit power

and averaged over 1000 realizations of the propagation channel, for the cases where

the precoding matrix is constrained to create nulls in the directions of the MSs. As

expected, the simulation shows that the highest rate is achieved when there are no

interfering MSs. The slope of the curve is reduced when the number of degrees of

freedom of the system decreases, i.e., when the number of interfering MSs increases.

It is interesting to observe that, with this setup, in the presence of 1 interfering MS

with 2 antennas, the ABS can do interference nulling towards the MS without losing
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degrees of freedom in the link with the HBS (the curves have the same slope for 0

and 1 MSs). There is some performance loss due to the fact that system resources are

used in the interference nulling but it is a constant loss that does not scale with the

transmitted power. The presence of a second MS with 2 antennas reduces the degrees

of freedom, and a third MS decreases it further, as shown by the slope of the curves.

The maximum degrees of freedom of the ABS-HBS link with interference nulling at

all K MSs is min
(
nA −∑K

i=1 n
(i)
M , nH

)
.

The covariance matrix of the interference plus noise (4.11) can be estimated at

the HBS and sent to the ABS through fbH . Figure 4.10 shows the gains that can be

achieved by the use of such feedback link averaged over 3000 channel realizations as

a function of the power of the interfering signal from the MSs and after 30 feedback

intervals for a system with nA = 6, nH = 5, and 1 interfering MS with nM = 2. In

the case of [Cha08] the x-axis represents the number of feedback bits for each of the

25 parameters to be quantized. The simulation shows that the differential algorithm

outperforms the one based on non-differential quantization [Cha08], which features

a uniform quantization of the real and imaginary parts of the elements of Rn (i.e.,

there are 25 scalar parameters to quantize in this case since Rn has dimensions 5×5),

because it is capable of exploiting the fact that Rn is slowly variant in time. Also note

that having a very inaccurate CSI is worse than having no CSI at all, as shown in the

curve corresponding the non-differential scheme.

The performance in terms of SINR and BER using a QPSK modulation is evaluated

as a function of the interfering power in the simulations corresponding to Figure 4.11

and Figure 4.12. For these simulations the following setup was used: nA = 8, nH = 6,

nM = 2, and the ABS transmits at a power 10 dB higher than the AWGN. The curves

show how the performance of the backhaul link is degraded by increasing the power

of the interfering MS, and part of this loss can be compensated by using a feedback

link with limited capacity to convey the second order statistics of the interfering signal

from the HBS to the ABS. The quantization and feedback strategy considered is the
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Figure 4.10: Mutual information gain vs. number of feedback bits.

one described in section 4.3.2, and the results are plotted after 30 feedback intervals

and averaged over 6000 channel realizations. These simulations also show that the

performance loss due to additional interfering MSs is higher than the loss due to an

increase in interfering power of each MS.

4.4 Chapter summary and conclusions

This chapter has shown that the channel Gram matrix quantization and feedback

technique presented in chapter 3 can be applied directly to the multiuser BC scenario

within the framework of BD, and it has several advantages over other existing feedback

techniques.

First, it considers exclusively the CSI that is absolutely required for optimum BD

and precoding designs. Techniques based on quantization of the whole channel matrix
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are suboptimum because, as has been proved, only the Gram of the channel matrix is

required at the transmitter. Furthermore, the quantization is performed over the cone

of positive Hermitian matrices, exploiting the geometry of the domain space using

geodesic curves.

Secondly, the differential nature of the algorithm exploits the correlation in time

present in most channels to progressively refine the accuracy of the feedback.

Simulations have shown that this strategy achieves better performance than other

techniques based on direct quantization of the coefficients of the Gram matrix.

This chapter has also considered a novel scenario for the backhaul link in an all-

wireless network. The communication between a static ABS and a static HBS has

been considered in the presence of interfering MSs. The scenario features two types

of limited feedback links, one from the HBS to the ABS which is used to transmit

information on the second order statistics of the interference plus noise at the HBS,
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and another feedback link from each MS to the ABS which sends information of the

current channel Gram matrix.

It is a design decision that the link between ABS and HBS does not interfere with

the access network and also that the effect of the interference caused by the MSs at

the HBS is taken into account for the design of the precoding matrix at the ABS.

The solution presented in this section is the optimum precoding matrix given these

considerations.

Simulations have shown the performance of the precoder and the gain achieved by

using a differential quantization algorithm in the feedback links.





Chapter 5

Transceiver design framework for

multiuser MIMO-OFDM broadcast

systems with channel Gram matrix

feedback

5.1 Introduction

Orthogonal Frequency-Division Multiplexing (OFDM) is an effective and extensively

implemented strategy that converts a frequency selective channel into a set of parallel

flat fading channels. This is done by dividing the available channel bandwidth into

F subchannels. When the subchannel bandwidth is sufficiently narrow, the frequency

response across each subchannel can be considered approximately flat, which avoids

the need of complex equalization procedures [Gol05,Wan00].

Following the OFDM principle, it is possible to transform a MIMO frequency

selective channel into a collection of F parallel flat fading MIMO channels. In such

a system, the maximum achievable diversity order is the product of the number of

97
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transmit antennas, the number of receive antennas, and the number of propagation

paths represented by the channel impulse response length [B0̈0, Lu00]. In order to

achieve this full diversity the information symbols should be allowed to be spread not

only over the transmitting antennas, but also over the carriers. Note, however, that

conventional linear space codes are designed to exploit the spatial diversity of flat

fading MIMO channels, and do not take into account the frequency diversity of an

OFDM scheme.

This chapter introduces a framework for the transceiver design in multiuser MIMO-

OFDM BC systems which, instead of the feedback of the MIMO channel response

matrix H for each user, considers the feedback of the channel Gram matrices (i.e.,

HHH). This idea is based on the feedback scheme presented in chapter 3, where it

was shown that, for point-to-point single-user MIMO systems, the minimum amount

of CSI required at the transmitter in order to perform the optimum linear precoding

corresponds to such channel Gram matrix. Chapter 4 presented a method to apply

directly the channel Gram matrix feedback to the MIMO BC systems that are based

on BD, while this chapter goes one step further and extends the proposed feedback

scheme to the generalized multiuser BC scenario and also to robust designs. Note that

using the framework described in this chapter the restrictions of BD regarding the

relation between the number of antennas in transmitter and receivers and the zero-

forcing constraint are no longer mandatory. The framework presented in this chapter

is based on a unique decomposition of the channel Gram matrix of each user, which

results in a triangular equivalent propagation channel response matrix. Additionally,

a feedback based on the temporal channel impulse response is proposed, as opposed to

the usual quantization and feedback based on the frequency response per carrier. This

enables to exploit the frequency correlation of the CSI in order to further improve the

efficiency of the quantization and feedback. The propagation of the CSI quantization

error through the computation of the equivalent channel is also studied analytically

and this result is later used, as an example, in the design of a robust precoding scheme.
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The proposed framework is valid for any precoder design criterion and in this

chapter it is considered, as an illustrative example, the robust minimization of the sum

of the MSE of all the symbol streams for all the users, with fixed decoders. This design

maps information symbols to antennas and carriers in order to exploit both spatial and

frequency diversity, and requires estimates of the multiuser channel responses at the

transmitter. It is a robust design in the sense that it takes explicitly into account the

errors in the quantization for the feedback transmission to optimize the performance.

Note that there is a wide range of designs based on MSE in the literature, such as

[Wan10, Sun09] which also consider fixed decoders, or [Ten04, Shi07, Vuc09], which

present iterative designs. The scheme presented in this chapter can be applied on its

own and also as part of iterative designs such as the ones in [Ten04,Shi07,Vuc09], at

the step where the transmitter is computed at each iteration. Other works such as

[Cai10,Cha07] assume single-antenna receivers, in which case the decoder design is not

an issue.

Summarizing, the main contributions of this chapter can be listed as follows:

1. An extension of the feedback based on Gram matrices to the case of BC multiuser

MIMO-OFDM.

2. The computation of the equivalent triangular channels from the channel Gram

matrices.

3. The analysis of the propagation of the quantization errors through the compu-

tation of the equivalent MIMO triangular channels.

4. An example of robust design implementation within the proposed framework.

The first three points are what constitute the general framework. On top of this

framework, any design criteron or architecture can be implemented (even non-linear

designs). The fourth topic is an example of application to a particular scenario and

design criterion.
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The remainder of this chapter is organized as follows. The system and signal mod-

els are described in section 5.2. Section 5.3 describes the proposed per user feedback

scheme and presents the linear transformation applied to uniquely obtain the equiv-

alent triangular channels. The model considered for the CSI quantization error and

its propagation through the processing at the transmitter are presented in section 5.4,

while section 5.5 presents an example of application consisting in a robust precoder

that takes into account the errors in the CSI. Finally, section 5.6 provides numerical

simulations to evaluate the performance of the proposed strategies in a MIMO-OFDM

BC system, and section 5.7 presents a summary of the main results contained in the

chapter.

5.2 System and signal models

A multiuser MIMO-OFDM BC system is considered, with F carriers and K users,

denoted by the indices f = 0, ..., F − 1 and k = 1, ..., K, respectively. The trans-

mitter features nT antennas and the k-th receiver has n
(k)
R antennas. The propagation

channel of user k is characterized by its temporal impulse response, which consists

of a maximum of L taps1 and is denoted by H̄
(k)
l ∈ Cn

(k)
R ×nT , l = 0, ..., L − 1 (the

horizontal overline is used to denote that the variable is defined in the time domain).

Accordingly, the frequency channel response at carrier f and user k is given by:

H
(k)
f =

L−1∑

l=0

H̄
(k)
l e−j 2π

F
fl ∈ C

n
(k)
R ×nT . (5.1)

Classically, parallel linear precoding per carrier at the transmitter is considered,

which is denoted by a precoding matrix P
(k)
f ∈ C

nT×n
(k)
Sf , for user k and carrier f , where

n
(k)
Sf

is the number of streams transmitted to the k-th receiver through the f -th carrier.

The corresponding linear processing at the k-th receiver for carrier f is represented by

1For the case where the channel impulse responses of the different users have different number of

taps, L is defined as the maximum among the number of taps for all users.
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(K)
quant

R̄(1)R̄
(1)
quant

feedback link

Figure 5.1: MIMO-OFDM broadcast system model with feedback.

the decoding matrix D
(k)
f ∈ C

n
(k)
Sf

×n
(k)
R . Following this model, the estimated symbols

x̂
(k)
f ∈ C

n
(k)
Sf corresponding to the f -th carrier at the k-th receiver are given by:

x̂
(k)
f = D

(k)
f H

(k)
f

K∑

i=1

P
(i)
f x

(i)
f +D

(k)
f w

(k)
f ∈ C

n
(k)
Sf , ∀f, k, (5.2)

where x
(k)
f ∈ C

n
(k)
Sf is the vector containing the streams of symbols transmitted to user

k through carrier f and w
(k)
f ∈ Cn

(k)
R is the AWGN at receiver k.

Using a notation with block diagonal matrices to group the symbols transmitted

through all carriers corresponding to each receiver, the estimated symbols at the k-th

receiver are given by:

x̂(k) = D(k)H(k)
K∑

i=1

P(i)x(i) +D(k)w(k) ∈ C

∑F−1
f=0 n

(k)
Sf , ∀k, (5.3)

where
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D(k) = blockdiag
(
D

(k)
0 , ...,D

(k)
F−1

)
∈ C

∑F−1
f=0 n

(k)
Sf

×Fn
(k)
R ,

x̂(k) =
[
x̂
(k)
0

T
, ..., x̂

(k)
F−1

T
]T

∈ C

∑F−1
f=0 n

(k)
Sf ,

x(k) =
[
x
(k)
0

T
, ...,x

(k)
F−1

T
]T

∈ C

∑F−1
f=0 n

(k)
Sf ,

H(k) = blockdiag
(
H

(k)
0 , ...,H

(k)
F−1

)
∈ CFn

(k)
R ×FnT ,

w(k) =
[
w

(k)T

0 , ...,w
(k)T

F−1

]T
∈ C

Fn
(k)
R ,

and P(k) = blockdiag
(
P

(k)
0 , ...,P

(k)
F−1

)
∈ C

FnT×
∑F−1

f=0 n
(k)
Sf (see Figure 5.1 for a com-

plete diagram of the BC system).

Note that in expressions (5.2) and (5.3) each symbol is constrained to be transmit-

ted through one single carrier as shown by the fact that the precoding and decoding

matrices, P(k) andD(k), are block-diagonal. It is possible to achieve higher diversity by

not forcing a block-diagonal structure at the precoding P(k) and decoding D(k) stages.

Following this idea, a space-frequency precoder is designed in this chapter, as a mean

to extract both spatial and frequency diversity and, consequently, the precoding and

decoding matrices are not constrained to be block-diagonal. Since the symbols are

now spread among the carriers, it does not make sense to use the notation n
(k)
Sf

cor-

responding to the number of symbols per carrier. Instead, a total number of streams

n
(k)
S is considered for transmission to receiver k through all carriers, which results in a

global precoder P(k) ∈ CFnT×n
(k)
S for receiver k and a global decoder D(k) ∈ Cn

(k)
S ×Fn

(k)
R

for receiver k. Note that equation (5.3) is still correct in this setup (with P(k) and D(k)

no longer being forced to be block diagonal), by simply substituting
∑F−1

f=0 n
(k)
Sf

by n
(k)
S .

Observe that, as will be shown in section 5.5.3, for some particular cases the precoder

and decoder matrices do turn out to be block-diagonal as a result of the optimization

and without being imposed from the beginning.

For the sake of compactness in the notation, it is convenient to further group the

symbols estimated at all receivers in a single vector x̂, which can be expressed as:

x̂ = DHPx+Dw ∈ C

∑K
k=1 n

(k)
S , (5.4)

where
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x =
[
x(1)T , ...,x(K)T

]T
∈ C

∑K
k=1 n

(k)
S ,

x̂ =
[
x̂(1)T , ..., x̂(K)T

]T
∈ C

∑K
k=1 n

(k)
S ,

H =
[
H(1)T , ...,H(K)T

]T
∈ CF

∑K
k=1 n

(k)
R ×FnT ,

P =
[
P(1), ...,P(K)

]
∈ CFnT×

∑K
k=1 n

(k)
S ,

D = blockdiag
(
D(1), ...,D(K)

)
∈ C

∑K
k=1 n

(k)
S ×F

∑K
k=1 n

(k)
R ,

and w =
[
w(1)T , ...,w(K)T

]T
∈ CF

∑K
k=1 n

(k)
R . Then we define R

(k)
x = E

{
x(k)x(k)H

}

and R
(k)
w = E

{
w(k)w(k)H

}
. Therefore, Rx = E

{
xxH

}
= blockdiag

(
R

(1)
x , ...,R

(K)
x

)

and Rw = E
{
wwH

}
=blockdiag

(
R

(1)
w , ...,R

(K)
w

)
.

5.3 Feedback and equivalent channels

As is shown in section 5.5, in general, in order to optimally design the precoding

matrix P at the transmitter under a generic optimization criterion, the CSI needed

from each user corresponds to the channel propagation matrices for all F carriers.

That is, knowledge of H
(k)
f ∈ Cn

(k)
R ×nT , ∀f, k (or, equivalently, H(k) as defined just

after (5.3)) is used to build the optimum precoder. In [Bog12,Pay09b], however, the

authors proved that, for the single-user point-to-point MIMO scenario, the optimum

linear precoding design can be calculated with just the channel Gram matrix (which

is defined as R
(k)
f = H

(k)
f

H
H

(k)
f ), for all the usual criteria. The motivation for using

Gram matrix feedback is that it contains less information than the channel matrix

feedback, but this information is sufficient for the precoder designs. Since less in-

formation has to be quantized and sent through the feedback link, the feedback can

be performed more efficiently and the achieved system performance can improve. In

some specific multiuser systems, such as in the BC with BD [Spe04], the transmitter

design also depends only on the channel Gram matrix of each user and, therefore,

the CSI quantization and feedback technique presented in chapter 3 can be applied

directly, as shown in chapter 4. Note, however, that in the general multiuser scenario
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(i.e., without constraining a BD transmission and/or for a general quality criterion for

the design), as well as in robust precoder designs, complete knowledge of each H
(k)
f

has been assumed so far by the research community. This chapter presents a linear

transformation technique that still enables the use of channel Gram matrix feedback

per user even in the general multiuser scenario by adding a unitary pre-transformation

at the decoder to identify uniquely an equivalent triangular MIMO channel for each

receiver. That is, knowledge of R
(k)
f , H

(k)
f

H
H

(k)
f ∈ CnT×nT of each carrier and user

is sufficient to design the optimum precoder.

At this point the possibility of performing feedback of the temporal CSI instead of

the frequency CSI in a per carrier basis, as is usually done in OFDM systems, is also

considered. Following from (5.1), the F channel Gram matrices R
(k)
f of size nT × nT

for each user can also be computed as:

R
(k)
f , H

(k)
f

H
H

(k)
f =

L−1∑

n=0

L−1∑

m=0

H̄
(k)
n

H
H̄

(k)
m e−j 2π

F
f(m−n) ∈ C

nT×nT , f = 0, ..., F − 1.

(5.5)

Following from (5.5) the necessary CSI corresponding to the k-th user at the trans-

mitter can be computed with knowledge of the L matrices H̄
(k)
l ∈ Cn

(k)
R ×nT or, alter-

natively, using one temporal Gram matrix R̄(k) ∈ CLnT×LnT defined as (note that the

sub-blocks of the following matrix are used directly within the sum in (5.5)):

R̄(k) ,




H̄
(k)
0

H

H̄
(k)
1

H

...

H̄
(k)
L−1

H




[
H̄

(k)
0 H̄

(k)
1 . . . H̄

(k)
L−1

]
(5.6)

=




H̄
(k)
0

H
H̄

(k)
0 H̄

(k)
0

H
H̄

(k)
1 . . . H̄

(k)
0

H
H̄

(k)
L−1

H̄
(k)
1

H
H̄

(k)
0 H̄

(k)
1

H
H̄

(k)
1 . . .

...
...

...
. . .

...

H̄
(k)
L−1

H
H̄

(k)
0 H̄

(k)
L−1

H
H̄

(k)
1 . . . H̄

(k)
L−1

H
H̄

(k)
L−1



∈ C

LnT×LnT . (5.7)
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Observe that matrices R
(k)
f and R̄(k) are positive semidefinite and Hermitian by

construction. Since, as will be seen in the following subsections, the precoder design

depends on the propagation channel of each user through R
(k)
f , the most straightfor-

ward approach would be to quantize and feed back R
(k)
f individually for each carrier

and user. However, this is suboptimal because: (i) it does not exploit the correlation

in frequency of the propagation channel, and (ii) in systems with many carriers the

feedback overhead would be too large. Therefore, in order to improve the performance

of the CSI quantization, the scheme proposed in this chapter considers the possibility

of feeding back the temporal channel Gram matrix R̄(k) of each user. This allows to

exploit the correlation in frequency of the channel and also the fact that the size of

the matrix to be quantized grows with the number of channel impulse response taps L

instead of the number of carriers F . This can help to greatly improve the performance

of the CSI quantization in some situations, as will be shown in section 5.6.

From the knowledge of the temporal channel Gram matrix R̄(k) (and therefore, of

the individual Gram matrix R
(k)
f associated to each carrier), it is possible to compute

(as is described in the next section), for each user and carrier, a unique equivalent

channel response triangular matrix which can be used to apply any type of multiuser

design on top of it (without the restrictions of BD, which spends degrees of freedom

to completely avoid inter-user interference), for any quality criterion in the same way

as if knowledge of the actual channel response matrix H
(k)
f was available.

5.3.1 Equivalent channel transformation

Following the feedback model presented in the previous section, knowledge of an es-

timate of the channel Gram matrix of each user is assumed at the transmitter. Note

that there are multiple possible channel matrices H(k) that generate the same Gram

matrix R(k) , H(k)HH(k) (for example H(k) and UH(k), with U being a unitary ma-

trix, generate the same Gram matrix). Since the transmitter has knowledge only of
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the fed back Gram matrix, it cannot know which of the multiple channel matrices that

generate such Gram matrix is the actual channel matrix. However, there is only one

of the possible matrices that can generate the Gram matrix that is upper triangular

and with real positive elements in the diagonal, and this matrix can be computed

at the transmitter, as will be shown in this subsection. At the same time, note also

that, by applying a properly calculated unitary linear transformation Q(k)H , with

Q(k) ∈ CFn
(k)
R ×Fn

(k)
R at each receiver k, it is possible to generate an equivalent channel

response matrix T(k) ∈ CFn
(k)
R ×FnT from the transmitter to the output of such unitary

transformation at each receiver (as shown in Figure 5.2), which is upper triangular

and with real elements in the diagonal. Since there is only one possible upper trian-

gular matrix with real elements in the diagonal associated to the Gram matrix, and

the unitary transformation does not change the Gram matrix, the equivalent chan-

nel matrix computed at the transmitter and the equivalent channel generated by the

application of such unitary transformation Q(k) at the receiver are the same ones.

This scheme is depicted in Figure 5.2 (note that in Figure 5.2, D̃
(k)

is defined as

D̃
(k)

= D(k)Q(k) ∈ Cn
(k)
S ×Fn

(k)
R , so that D(k) = D̃

(k)
Q(k)H).

Finally, it is important to note that this matrix Q(k) does not introduce a penalty

in the performance of the system since it is a unitary linear transformation that could

be reversed at the receiver by a proper processing after such unitary transformation.

This transformation allows any arbitrary multiuser transmission design to be applied

on top of the basis of these new equivalent channel matrices
{
T(k)

}K
k=1

, where now the

transmitter is required to know only the channel Gram matrices R
(k)
f or R̄(k).

According to the previous definitions, the equivalent triangular channel T(k) is such

that satisfies:

H(k) = Q(k)T(k), k = 1, ..., K. (5.8)

The computation of the equivalent channel response matrix T(k) at the transmitter as

a function of the matrix R(k), and the computation of matrices Q(k) and T(k) from

H(k) at the receiver are described next.
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H(k)

T(k)

Q(k)H

feedback: R̄(k)

{P(i)}Ki=1 D̃
(k)

#1

#nT

#1
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(k)
R
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{x(i)}Ki=1
x̂(k)

Figure 5.2: Equivalent channel model.

Observe that, since H(k) is a block diagonal matrix as defined in section 5.2, the

resulting Q(k) and T(k) are also block diagonal. In fact, the computation can be

performed in parallel for each block of H(k), which corresponds to the channel response

matrix for each carrier, H
(k)
f , f = 0, ..., F − 1. This greatly reduces the required

computational complexity, and, for this reason, the transformation will be presented

next for each individual matrix H
(k)
f ,R

(k)
f .

The channel response matrix for the f -th carrier and the k-th receiver H
(k)
f can be

written as:

H
(k)
f = Q

(k)
f T

(k)
f , f = 0, ..., F − 1, (5.9)

where Q
(k)
f ∈ Cn

(k)
R ×n

(k)
R is unitary and T

(k)
f ∈ Cn

(k)
R ×nT is upper triangular [Hor85] (con-

sequently, the channel Gram matrix R
(k)
f can also be written as R

(k)
f = H

(k)
f

H
H

(k)
f =

T
(k)
f

H
T

(k)
f ). The decomposition that allows to calculate T

(k)
f from R

(k)
f is unique if

T
(k)
f is required to be upper triangular and with the elements ti,i on the main diagonal

being positive and real, as will be shown next.

Calculation of T
(k)
f at the transmitter

Matrix R
(k)
f is obtained at the transmitter from R̄(k) received through the feedback

link using (5.5) and (5.7). From R
(k)
f , the transmitter can uniquely compute T

(k)
f as
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described next. Observe that there is only one possible T
(k)
f ∈ Cn

(k)
R ×nT satisfying that

the elements ti,i are real and positive and ti,j = 0, ∀i > j.

From R
(k)
f = T

(k)
f

H
T

(k)
f , matrix T

(k)
f is computed as (j ≥ i):2

ti,j =





√
r1,1 , i = j = 1,

r1,j
t1,1

, i = 1, ∀ j > 1,
ri,j−

∑i−1
k=1 t

∗
k,itk,j

ti,i
, ∀ i, j; 1 < i < j,√

ri,i −
∑i−1

k=1 |tk,i|2 , ∀ i, j; i = j > 1,

(5.10)

where ri,j and ti,j are the elements i, j of R
(k)
f and T

(k)
f , respectively, and where, for

the sake of clarity in the notation, we have dropped the dependence of ri,j and ti,j on

f .

Calculation of T
(k)
f and Q

(k)
f at the receiver

At the receiver there is knowledge of H
(k)
f and, therefore, it is possible to obtain

T
(k)
f = Q

(k)
f

H
H

(k)
f , which is the same equivalent channel calculated at the transmitter,

as is described in the following algorithm based on the QR decomposition [Gol96].

From (5.9) it follows that matrices T
(k)
f and Q

(k)
f can be computed as:3

qi =





h1

‖h1‖ , i = 1,

(I−
∑i−1

k=1 qkq
H
k )hi

‖(I−∑i−1
k=1 qkq

H
k )hi‖ , ∀i; 1 < i ≤ nT ,

(5.11)

ti,j =





qH
i hj , ∀ i < j,

‖h1‖ , i = j = 1,∥∥∥
(
I−∑i−1

k=1 qkq
H
k

)
hi

∥∥∥ , ∀ i, j; i = j > 1,

(5.12)

2Note that the decomposition presented in (5.10) is not exactly the Cholesky factorization [Hou06]

because the resulting matrix T
(k)
f ∈ Cn

(k)
R

×nT is not forced to be square (the equivalent channel

propagation matrix T
(k)
f must have the same dimensions as the actual channel propagation matrix

H
(k)
f ).
3Note that, since at the receiver there is knowledge of H

(k)
f , it would also be possible to calculate

R
(k)
f = H

(k)
f

H

H
(k)
f and compute T

(k)
f locally as explained in the decomposition to be calculated at

the transmitter.
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where qi and hi correspond to the i-th column of matrices Q
(k)
f and H

(k)
f , respectively,

and, again, the dependence on f is omitted for clarity in the notation.

In the case where n
(k)
R > nT , the last n

(k)
R − nT columns of Q

(k)
f are chosen such

that Q
(k)
f

H
Q

(k)
f = I, i.e., they just have to be orthogonal with each other and with the

previous columns and have a norm equal to 1 and they can be calculated following

the Gram-Schmidt procedure [Gol96]. In this case, it is assumed that the rank of the

matrix R
(k)
f is given by nT . It is important to note that the equivalent channel T

(k)
f

is a tall matrix with the last n
(k)
R − nT rows equal to zero. This means that, at the

receiver, after the application of the transformation represented by Q
(k)
f

H
, the last

n
(k)
R − nT outputs contain only noise, which is uncorrelated with the data. Observe

that, in the case of spatially white noise, i.e., if R
(k)
wf = σ2

wf
I, the last n

(k)
R −nT outputs

contain no useful information. Consequently, for the computation of the estimates of

the transmitted symbols at the receiver, the last n
(k)
R − nT columns of Q

(k)
f could be

ignored, reducing the complexity of computing Q
(k)
f . In the case where n

(k)
R ≤ nT it is

assumed that the rank of the matrix R
(k)
f is given by n

(k)
R and the transformation is

performed as already described in this subsection.

5.4 Error analysis

In general, robust transceiver designs require the characterization of the CSI error in

order to minimize its effect. In the presented framework, this characterization has been

performed in terms of the second-order statistics of the resulting error at the equivalent

triangular channel matrix, as will be shown in this section. This will exploited in the

robust design presented in section 5.5 as an illustrative example of application.

The error in the equivalent triangular channel is the result of the propagation of

the initial error generated in the CSI quantization. In general, only the second-order

statistics of the initial quantization error are known. This section presents the analytic

study of the linear relation, for small errors, between the initial quantization error and
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the final error in the equivalent triangular channel matrix. From this derivation it

will be possible to compute the second order statistics of the error in the equivalent

triangular channel.

5.4.1 Error model

There are three different sources of inaccuracies in the CSI sent through the feedback

link from the receiver to the transmitter: estimation errors at the receiver, quantiza-

tion errors which are inherent to the feedback process, and errors due to noise in the

feedback link. In practical situations, where the part of the transmission dedicated to

feedback is greatly constrained, the quantization error is the dominant factor of the er-

ror. Consequently, in the following derivations only the errors resulting from the quan-

tization process are considered. The CSI at the transmitter R̄
(k)
quant , quantiz

(
R̄(k)

)

is modeled through the error matrix R̄
(k)
err :

R̄(k) = R̄
(k)
quant + R̄(k)

err ∈ C
LnT×LnT . (5.13)

Note that, although the rank of matrix R̄(k) ∈ CLnT×LnT before the quantization is

min
(
n
(k)
R , LnT

)
, depending on the quantization strategy that is applied and if n

(k)
R <

LnT , it is possible that after the quantization the rank of the resulting matrix is

increased up to LnT . Consequently, if n
(k)
R < LnT , then matrix R̄

(k)
quant should be

projected on the space of the matrices with a rank equal to n
(k)
R at the transmitter

in order to maintain the rank.4 The error after the projection is then propagated

at the transmitter through the Fourier transformation used to compute the channel

Gram matrix associated to carrier f and user k and through the computation of the

equivalent triangular channel T
(k)
f (see section 5.3). The final error in the resulting

knowledge of T
(k)
f is denoted in the following by T

(k)
errf :

T
(k)
f = T

(k)
quantf

+T(k)
errf

, (5.14)

4In the case where n
(k)
R ≥ LnT the quantization process maintains the rank of the matrix, but in

the case that n
(k)
R < LnT the projection presented here is required in order to keep the same rank.
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where T
(k)
quantf

is the estimated value of the actual equivalent triangular channel T
(k)
f

calculated using the quantized and projected channel Gram matrix sent through the

feedback link. The expression of T
(k)
errf as a result of the error propagation is derived

in subsection 5.4.2.

Following this notation, (5.4) can be rewritten reflecting the errors in the CSI at the

transmitter and incorporating the notation corresponding to the equivalent channels

as:

x̂ = D̃TquantPx+ D̃TerrPx+ D̃QHw ∈ C

∑K
k=1 n

(k)
S , (5.15)

where

T
(k)
quant = blockdiag

(
T

(k)
quant0

, ...,T
(k)
quantF−1

)
∈ C

Fn
(k)
R ×FnT ,

T(k)
err = blockdiag

(
T(k)

err 0, ...,T
(k)
errF−1

)
∈ C

Fn
(k)
R ×FnT ,

D̃ = blockdiag
(
D̃(1), ..., D̃(K)

)
∈ C

∑K
k=1 n

(k)
S ×F

∑K
k=1 n

(k)
R ,

Q = blockdiag
(
Q(1), ...,Q(K)

)
∈ C

F
∑K

k=1 n
(k)
R ×F

∑K
k=1 n

(k)
R ,

Tquant =
[
T

(1)T

quant, ...,T
(K)T

quant

]T
∈ C

F
∑K

k=1 n
(k)
R ×FnT ,

Terr =
[
T(1)T

err , ...,T(K)T

err

]T
∈ C

F
∑K

k=1 n
(k)
R ×FnT .

5.4.2 Error propagation

As shown in the previous subsection, the CSI inaccuracies are defined in the matrix

R̄(k), which is quantized and then sent through the feedback link. At the transmit-

ter, the received matrix R̄
(k)
quant is projected, if needed, to guarantee that its rank is

min(n
(k)
R , LnT ), and an estimate of the channel Gram matrix R

(k)
quantf

is computed using

the projected matrix R̄
(k)
quant,p, following (5.5). In a third step, the estimated equivalent

channel T
(k)
quant is computed from R

(k)
quantf

following (5.10).

First, the propagation of the error through the semidefinite projection is presented.

Next, the transformation of the resulting error through the computation of R
(k)
f at the

transmitter is studied. Finally, the result is further propagated through the equivalent
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channel computation, in order to obtain an expression of T
(k)
err . This result will then

be used for the design of the robust precoder in section 5.5.

Propagation through the semidefinite projection

As it has been pointed out above, the first step where the quantization error propagates

through is the positive semidefinite projection. Note that if n
(k)
R ≥ LnT this step is not

necessary, since R̄
(k)
quant already maintains the same rank as R̄(k); so, in the following

in this subsection it is assumed that n
(k)
R < LnT . The positive semidefinite projection

operator, P, is defined as:

P(X, N) =

N∑

i=1

λi(X)ui(X)ui(X)H , (5.16)

where X represents any Hermitian matrix, λi(X) is the i-th eigenvalue of X (sorted

in decreasing order), and ui(X) is its associated unitary eigenvector.

Consequently, this first step can be written as R̄
(k)
quant,p = P(R̄

(k)
quant, n

(k)
R ) and, from

(5.13), we have that R̄
(k)
quant,p = P(R̄(k) − R̄

(k)
err , n

(k)
R ). This can also be written as:

R̄
(k)
quant,p = P(R̄(k) − R̄(k)

err , n
(k)
R ) = P(R̄(k), n

(k)
R )− R̄(k)

err,p = R̄(k) − R̄(k)
err,p, (5.17)

where the error after the projection is defined as R̄
(k)
err,p , P(R̄(k), n

(k)
R ) − P(R̄(k) −

R̄
(k)
err , n

(k)
R ) = R̄(k)−P(R̄(k)− R̄

(k)
err , n

(k)
R ). Now, it remains to linearly relate the real and

imaginary parts of the elements in R̄
(k)
err,p with those in R̄

(k)
err , which can be done using

a first order approximation and the results in [Mag02] as:

ṽec
(
R̄(k)

err,p

)
≈

(
Dr̄(k)P(R̄(k), n

(k)
R )
)
ṽec
(
R̄(k)

err

)
, (5.18)

where the operator ṽec (·) =
[
vech(ℜe(·))T veci(ℑm(·))T

]T 5 has been used and r̄(k) =

ṽec
(
R̄(k)

)
. Finally, with a modicum of algebra and using the results in [Pay09a,

5The operators vec(·), vech(·) and veci(·) act upon matrices and transform them into column vectors

as described next. First, vec(·) represents the vector obtained by stacking the columns from left to

right. Next vech(·) transforms its matrix argument into a vector, by stacking only the elements of

each column that lie on or below the main diagonal. Similarly, veci(·) represents the result of stacking
only the elements of each column that lie strictly below the main diagonal.
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Lemmas A.4 and B.7], the expression of the Jacobian matrix Dr̄(k)P(R̄(k), n
(k)
R ) can be

computed as:

Dr̄(k)P(R̄(k), n
(k)
R ) =

n
(k)
R∑

i=1

vec
(
ui(R̄

(k))ui(R̄
(k))H

) (
Dr̄(k)λi(R̄

(k))
)

+

n
(k)
R∑

i=1

λi(R̄
(k))(ui(R̄

(k))∗ ⊗ InT
)(Dr̄(k)ui(R̄

(k)))

+

n
(k)
R∑

i=1

λi(R̄
(k))(InT

⊗ ui(R̄
(k)))(Dr̄(k)ui(R̄

(k)))∗, (5.19)

where the explicit expressions for Dr̄(k)λi(R̄
(k)) and Dr̄(k)ui(R̄

(k)) can be straightfor-

wardly found from the results in [Mag02, Chapter 9].

Propagation through the Fourier transformation

Equation (5.5) describes the computation of R
(k)
f from R̄(k), which corresponds to

the Fourier transformation of the projected time domain Gram matrix. The error

propagation through the computation of R
(k)
f is studied next. From (5.5) and (5.17)

it follows that:

R
(k)
f = Ff

HR̄(k)Ff = Ff
H
(
R̄

(k)
quant,p + R̄(k)

err,p

)
Ff , (5.20)

where Ff is the extended Fourier matrix defined as

Ff =
[
e−j 2π

F
(f−0), e−j 2π

F
(f−1), ..., e−j 2π

F
(f−(L−1))

]T
⊗ InT

∈ CLnT×nT .

Following from (5.20), the error in the computation of R
(k)
f at the transmitter is

given by

R(k)
errf

, Ff
HR̄(k)

err,pFf , (5.21)

where R
(k)
f = R

(k)
quantf

+ R
(k)
errf and R

(k)
quantf

is the estimated Gram matrix associated

to receiver k and carrier f , i.e., R
(k)
quantf

= Ff
HR̄

(k)
quant,pFf . Following the structure

used in the previous subsection, the propagation of the error through the Fourier

transformation, (5.21), can be expressed as:

ṽec
(
R(k)

errf

)
= F̃f ṽec

(
R̄(k)

err,p

)
, (5.22)
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where

F̃ =


D+

nT

(
Ff

T
r ⊗ Ff

T
r + Ff

T
i ⊗ Ff

T
i

)
DLnT

D+
nT

(
Ff

T
r ⊗ Ff

T
i − Ff

T
i ⊗ Ff

T
r

)
DLnT

C+
nT

(
Ff

T
i ⊗ Ff

T
r − Ff

T
r ⊗ Ff

T
i

)
CLnT

C+
nT

(
Ff

T
r ⊗ Ff

T
r + Ff

T
i ⊗ Ff

T
i

)
CLnT


 ,

(5.23)

and the following notation was used: Ff r = ℜe(Ff ) and Ff i = ℑm(Ff ). Also, (·)+

stands for the pseudo-inverse operation and Dn corresponds to the duplication matrix,

whose definition is given in [Mag02]. Similarly, the antiduplication matrixCn is defined

as the unique matrix such that, for all X ∈ Rn×n, vec(X−XT ) = Cnveci(X−XT ).

Propagation through the equivalent channel computation

After the computation of R
(k)
quantf

, the error R
(k)
errf is propagated through the matrix

factorization at the transmitter described in section 5.3.1. The objective now is to

obtain the expression of the error in the equivalent triangular channel response matrix

T
(k)
errf as a function of R

(k)
errf . A first order approximation of the error propagation is

considered, which is valid for small errors. From (5.20) it follows that

R
(k)
f = T

(k)
f

H
T

(k)
f , (5.24)

R
(k)
quantf

+R(k)
errf

=
(
T

(k)
quantf

+T(k)
errf

)H (
T

(k)
quantf

+T(k)
errf

)
. (5.25)

After some manipulations described in appendix 5.A, the error in the equivalent

channel response matrix T
(k)
errf can be expressed as a function of R

(k)
errf as:

ṽec
(
T(k)

errf

T
)
≃
(
D

r
(k)
f
t
(k)
f

)
ṽec
(
R(k)

errf

)
, (5.26)

where D
r
(k)
f
t
(k)
f is the Jacobian matrix of t

(k)
f as defined in (5.51), and whose expression

is derived in appendix 5.A.

Summary

The complete CSI error propagation process described in the previous 3 steps is sum-

marized in the diagram in Figure 5.3, which reflects also the notation used through the
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derivations. Mathematically, the complete error propagation process can be expressed

from (5.18), (5.22), and (5.26) as:

ṽec
(
T(k)

errf

T
)
≃ X

(k)
f r̄(k)err, (5.27)

where r̄
(k)
err = ṽec

(
R̄

(k)
err

)
∈ RL2n2

T×1 and X
(k)
f is the linear transformation that results

from the error propagation through all the steps:

X
(k)
f =





(
D

r
(k)
f
t
(k)
f

)
F̃f

(
Dr̄(k)P(R̄(k), n

(k)
R )
)
, if n

(k)
R < LnT ,(

D
r
(k)
f
t
(k)
f

)
F̃f , if n

(k)
R ≥ LnT .

(5.28)

Finally, appendix 5.A.1 presents a notation that relates the subindices of the error

in the triangular matrix T
(k)
errf with the corresponding row index of matrix X

(k)
f . This

notation will be used in the following section.
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R )
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R
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H
T
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quantf

T
(k)
errf → given by (5.26)

Figure 5.3: Diagram of the complete CSI processing and the error propa-

gation through the stages of such processing.
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5.5 Application to robust precoder design

This section presents an example of a robust design of the precoder matrix taking into

account the error in the available CSI due to the quantization applied for the feedback

transmission. As explained before, with the help of the transformation described in

section 5.3.1, the transmitter is able to compute equivalent propagation channels using

the channel Gram matrices sent through the feedback links. This will allow to apply

a robust MSE precoding strategy, which takes into account explicitly the statistics of

the inaccuracies in the CSI at the transmitter defined by R̄
(k)
err in (5.13). The advantage

of the robust design is that it is less sensitive to such errors.

5.5.1 Optimization of the MSE

It is important to emphasize that the equivalent channel transformation from section

5.3.1 can be used to apply any arbitrary design criterion and system architecture (also

for joint precoder and decoder design) on top of it. In this section, and for illustrative

purposes, the specific design criterion of minimization of the MSE with fixed decoders6

is considered as an example of application and because it is analytically tractable.

First, the expression of the MSE is presented and then the robust precoder design is

derived.

In order to adjust the dynamic range of x̂ before computing the MSE, the factor

β is included, as in [Joh02,Cho02c], which could be understood as a gain control at

6The assumption of fixed decoders for the precoder design is common in the literature, and is

considered in works such as [Wan10,Sun09,Ten04,Shi07,Vuc09].
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the receivers. The MSE is then given by:

MSE(P, β) =

K∑

k=1

E
T

(k)
err ,x(k),w(k)

{
‖x(k) − β−1x̂(k)‖22

}
= ETerr,x,w

{
‖x− β−1x̂‖22

}

=
1

β2
tr
(
D̃TquantPRxP

HTH
quantD̃

H

−βD̃TquantPRx − βRxP
HTH

quantD̃
H + β2Rx

)

+
1

β2
tr
(
PRxP

H∆
)
+

1

β2
tr
(
D̃QHRwQD̃H

)
, (5.29)

with ∆ = ETerr

{
TH

errD̃
HD̃Terr

}
=
∑K

k=1ET
(k)
err

{
T

(k)
err

H
D̃

(k)H

D̃
(k)
T

(k)
err

}
. Note that

matrix ∆ depends on the second-order statistics of the error in the equivalent channel

matrix Terr. Such statistics can be computed assuming that the second-order statistics

of the original quantization error R̄
(k)
err are known and using the analytic study of the

error propagation presented in section 5.4. Appendix 5.B describes the procedure to

compute matrix ∆ for the particular case where the error matrix R̄
(k)
err is composed of

i.i.d. elements and using explicitly the derivation presented in section 5.4. Note that

the extension for any correlation of the elements in R̄
(k)
err could be addressed following

similar steps as those presented in appendix 5.B.

5.5.2 Robust precoder design

The robust system design can be expressed as the following optimization problem

based on the MSE criterion (5.29) and including a constraint on the maximum power

Pt available at the transmitter:

[P⋆
rob, β

⋆
rob] = arg min

{P,β}
MSE(P, β) (5.30)

s.t.: E
{
‖Px‖22

}
= Pt. (5.31)

Note that the MSE is not jointly convex in P and β. However, two necessary

conditions arise from the fact that the optimum solution must fulfill that the optimum

P minimizes the MSE for the optimum β subject to the power constraint and at the
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same time, the optimum value of β must minimize the MSE for P equal to its optimum

value:

P⋆
rob = argmin

P
MSE(P, β⋆

rob) (5.32)

s.t.: E
{
‖Px‖22

}
= Pt. (5.33)

and

β⋆
rob = argmin

β
MSE(P⋆

rob, β). (5.34)

The problem (5.32)-(5.33) is convex and therefore the optimum solution must sat-

isfy the expression obtained by constructing the Lagrangian function L(P;λ) with

Lagrange multiplier λ ∈ R+ and setting its derivatives equal to zero [Boy04]:

L(P;λ) = E

{
‖x− β⋆−1

rob x̂‖22
}
+ λ

(
tr(PRxP

H)− Pt

)
. (5.35)

∇PHL =
1

β⋆2
rob

TH
quantD̃

HD̃TquantPRx −
1

β⋆
rob

TH
quantD̃

HRx

+
1

β⋆2
rob

∆PRx + λPRx = 0. (5.36)

Similarly, the condition (5.34) is convex in β and deriving the MSE with respect

to β results in:

∂MSE(P⋆
rob, β)

∂β
= − 2

β3
tr
(
D̃TquantP

⋆
robRxP

⋆H

robT
H
quantD̃

H
)
− 2

β3
tr
(
P⋆

robRxP
⋆H

rob∆
)

− 2

β3
tr
(
D̃QHRwQD̃H

)
+

1

β2
tr
(
D̃TquantP

⋆
robRx

)

+
1

β2
tr
(
RxP

⋆H

robT
H
quantD̃

H
)
= 0, (5.37)

which, using the fact that tr
(
D̃TquantP

⋆
robRx

)
= tr

(
RxP

⋆H

robT
H
quantD̃

H
)
, results in:

− tr
(
D̃TquantP

⋆
robRxP

⋆H

robT
H
quantD̃

H
)
− tr

(
P⋆

robRxP
⋆H

rob∆
)

− tr
(
D̃QHRwQD̃H

)
+ βtr

(
D̃TquantP

⋆
robRx

)
= 0. (5.38)
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The following change of variables in now introduced: ξ = λβ2 and P = βP̃. Then

(5.38) results in7:

ξβ2tr
(
P̃⋆

robRxP̃
⋆H

rob

)
− tr

(
D̃QHRwQD̃H

)
= 0 (5.39)

⇒ ξ⋆rob =
tr
(
D̃QHRwQD̃H

)

Pt
. (5.40)

From (5.36) it follows that:

P⋆
rob = β⋆

rob

(
TH

quantD̃
HD̃Tquant +∆+ ξ⋆robI

)−1

TH
quantD̃

H , (5.41)

and from the power constraint tr
(
PRxP

H
)
= Pt and (5.41), it follows directly that:

β⋆
rob =

√√√√√
Pt

tr

[(
TH

quantD̃
HD̃Tquant+∆+ξ⋆robI

)−2

TH
quantD̃

HRxD̃Tquant

] . (5.42)

Since there is only one solution (up to a phase change) that satisfies the two necessary

conditions, (5.32)-(5.33) and (5.34), this solution is the optimum one.

Note that, for the computation of (5.40), an additional parameter associated to

the noise power of each user, ξ(k) = tr

(
D̃

(k)
Q(k)HR

(k)
w Q(k)D̃

(k)H
)
, has to be fed back

to the transmitter. However, this scalar parameter varies very slowly over time and

does not imply a relevant increase in the feedback load. From (5.40), it follows that

ξ⋆rob =
∑K

k=1 ξ
(k)

Pt
. Observe that, in the case that there is no knowledge of the CSI error

at the transmitter, a naive design would assume ∆ = 0, and in this case (5.41)-(5.42)

results in a non-robust design which coincides with the optimum non-robust design

derived in [Joh02].

5.5.3 Particular case: independent processing per carrier

In the particular case where the decoder matrix of each user D(k) is constrained to

be block diagonal, which is the case for example when joint-processing of the signals

7The fact that tr
(
D̃TquantP̃Rx

)
= tr

((
T

H
quantD̃

H
D̃Tquant + ξI

)
P̃RxP̃

H
)

was used in the

derivations.
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from different carriers is not possible at the receiver, the optimum solution given by

(5.40)-(5.42) is also block diagonal. This means that if the decoder is not capable

of processing the signals of different carriers jointly, the optimum precoder does not

spread the information symbols across carriers. Consequently, in this particular case,

the solution from (5.40)-(5.42) is also valid for the MIMO-OFDM scheme as described

in expression (5.2).

5.6 Simulations

This section evaluates numerically the performance of the proposed example of use

of the design framework detailed in this chapter. For the simulations, a scenario is

considered featuring a transmitter with nT = 4 antennas and K = 2 receivers with

n
(k)
R = 2, k = 1, 2, antennas each. The l-th tap of the channel impulse response is

generated as H̄
(k)
l = σlN

(k)
l , where σl characterizes the power delay profile and N

(k)
l is

composed of i.i.d. zero-mean circularly symmetric complex Gaussian entries with unit

variance. For the simulations, an exponential decaying power delay profile given by

σ2
l = ae

−l
τ is considered, (where a = (

∑L−1
n=0 e

−n
τ )−1) with a normalized delay spread of

τ = 3. The simulations are averaged over a sufficiently large number of realizations to

obtain stabilized averages. Since the joint optimal design of P and D is still an open

problem, a decoder matrix D has to be fixed for the simulations. A simple choice is

to set D(k) = I, as in [Sun09]. Note that this implies that the number of streams is

chosen as n
(k)
S = Fn

(k)
R .

5.6.1 Evaluation of the robust precoder

In this subsection the performance of the proposed robust scheme, implemented within

the presented feedback framework, is compared numerically with that of the optimum

non-robust design from [Joh02]. To show the applicability of the presented framework,

both the naive (i.e., non-robust) and the robust versions of BD [Spe04] are also im-
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Figure 5.4: MSE vs. total transmission power allocated among all the 128

carriers in a {2,2}x4 system.

plemented and compared, in a setup with L = 16 taps and F = 128 carriers. For

these simulations, the error matrix R̄
(k)
err is assumed to be composed of i.i.d. elements

following a Gaussian distribution with zero mean and variance σ̄e
2.

Using this setup, Figure 5.4 shows the MSE versus the transmit power Pt for differ-

ent values of the variance of each element of the error matrix R̄
(k)
err . These simulations

show that the improvement in terms of MSE of the robust design with respect to the

non-robust solution is higher as the error in the quantization and feedback increases.

The same conclusion applies to the case when a Symbol Error Rate (SER) cost func-

tion is used, as shown in Figure 5.5 for a scenario featuring a QPSK constellation and

with 512 symbols transmitted simultaneously.

The framework allows also other design implementations and, as an example, a
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Figure 5.5: SER vs. total transmission power allocated among all the 128

carriers in a {2,2}x4 system.

design based on BD [Spe04] is now considered.8 Using the feedback and equivalent

channel framework, the robust and non-robust BD designs are applied, and the results

in the considered scenario are shown in Figure 5.6. Note that this is shown as an

example of the applicability of the framework but, if the designs based on BD were to

be compared to the non-BD designs, the performance in terms of MSE would be worse

for the BD schemes since they spend degrees of freedom to force interference nulling

among users.

The performance as a function of the amount of error in the CSI is considered next.

Figure 5.7 shows the achievable MSE versus the SNR in the estimation of R̄(k), defined

8The transceiver design is implemented within the proposed framework by applying the BD scheme

on top of the equivalent triangular channels presented in section 5.3.
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Figure 5.6: MSE vs. total transmission power allocated among all the 128

carriers in a {2,2}x4 system with an implementation of a BD design.

as SNRe =
1

σ̄e
2 , for a fixed value of the transmit power Pt = 60 dB. The curves show

that the robust designs outperform the other precoding techniques when the estimation

of R̄(k) is not very good, i.e., when the SNRe is low and consequently the error is high,

while at high SNRe the error in the CSI is very small and the curves corresponding to

the non-robust techniques converge to the curves corresponding to the robust designs,

as expected. The designs based on BD show a small performance loss due to the fact

that some degrees of freedom are used to guarantee an interference-free transmission.

5.6.2 Comparison of feedback strategies

A numerical analysis of the performance of the feedback scheme based on the quanti-

zation and feedback of one temporal channel Gram matrix R̄(k) per user (as described
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Figure 5.7: MSE vs. SNRe in a {2,2}x4 system with a total transmission

power allocated among all the 128 carriers.

in section 5.3), instead of the usual feedback per carrier per user and the traditional

feedback of the complete channel propagation matrix is presented in this subsection.

This performance comparison is characterized numerically by constraining the same

number of quantization bits for the different approaches in order to obtain a fair eval-

uation. There are multiple quantization and feedback algorithms that can be used to

quantize either R̄(k) ∈ CLnT×LnT or the F matrices R
(k)
f ∈ CnT×nT . Since the focus of

this comparison is on the objective of the quantization and not on the algorithm itself,

the algorithm from [Cha08] will be taken as a reference9 for the comparison due to its

9The algorithm from [Cha08] used as a reference is based on an individual quantization of the

real and imaginary non-repeated elements of the matrix, i.e., in the scheme based on quantization

of temporal CSI, L2n2
T real scalar elements have to be quantized, while in the scheme based on

quantization of frequency CSI, Fn2
T real scalar elements have to be quantized.
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Figure 5.8: Feedback based on the channel Gram matrix vs. feedback

based on the complete channel response matrix, for different values of the

feedback overhead in number of bits.

simplicity. The performance of a system using both the quantization of R̄(k) and the

quantization of the F matrices R
(k)
f and featuring the same number of feedback bits

for both cases will be shown next.

First, a comparison of the feedback based on the channel Gram matrix versus

the feedback of the complete channel response matrix is presented in Figure 5.8. A

scenario with L = 16 taps and F = 16 carriers is considered, and the results are shown

for different values of the feedback overhead in number of bits. It can be observed

that the feedback of the Gram matrix provides a lower MSE than the technique based

on direct quantization of the channel response matrix, for the cases of B = 1536 and

B = 2560 total feedback bits.

Next, Figure 5.9 shows a comparison of the performance using feedback of the
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time domain CSI versus feedback of the frequency domain CSI in a scenario with

L = 8 taps and F = 128 carriers, for different values of the feedback load in terms

of number of bits. The transmit power Pt is spread over all 128 carriers and all 4

antennas, and 512 QPSK symbols are transmitted simultaneously. First, the scenario

with B = 12288 bits of feedback is considered. This means that each of the 1024

real and scalar parameters that have to be fed back in the time domain CSI feedback

is quantized using 12 bits, while each of the 2048 parameters corresponding to the

frequency domain CSI feedback case is quantized using 6 bits. The figure also shows

the results of simulations featuring 14336 bits per feedback update (which corresponds

to 14 bits for the quantization of each element in the scheme based on time domain

CSI and 7 bits for each element in the scheme based on frequency domain CSI). These

curves show that, for this specific setup, the quantization and feedback of matrix R̄(k)

(which is based on the time domain CSI) provides a lower SER than the quantization

and feedback of R
(k)
f (which is based on frequency domain CSI) when using the same

feedback algorithm. This is due to the fact that, in the case of time domain CSI

feedback, the number of parameters to be quantized is half the number of parameters

to be quantized using the same number of bits in the case of frequency domain CSI

feedback. A different scenario with L = 8 taps and F = 64 carriers is considered

next, and the simulations are shown in Figure 5.10. In such scenario, with F = 64

carriers instead of the 128 carriers considered in Figure 5.9, the number of elements to

be quantized is higher in the time domain CSI feedback than in the frequency domain

CSI feedback and the later shows better performance.

From this it can be concluded that the choice of the most adequate feedback scheme

(either feedback of the time domain CSI or feedback of the frequency domain CSI)

depends on the number of taps of the temporal channel response and the number of

carriers, and this should be taken into consideration at the system design stage. Note

that the trend in wireless communication systems is to increase the number of carriers

(WiMAX for example supports up to 1728 usable carriers [iee05]), which implies that
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Figure 5.9: Feedback of the frequency domain CSI vs. feedback of the time

domain CSI in a system with 128 carriers.

for such standard the feedback of the time domain CSI provides better performance.

5.7 Chapter summary and conclusions

This chapter has presented a framework for the design of multiuser MIMO-OFDM BC

systems with CSI feedback. The proposed framework is based on the computation of

an equivalent triangular channel response matrix, and enables the use of efficient CSI

feedback techniques based on the quantization of the Gram matrix of the temporal

response of the channels. This scheme is valid for and can be applied to any given de-

sign quality criterion. An analytical study of the propagation of CSI quantization error

through the channel Gram matrix computation and the posterior equivalent channel
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Figure 5.10: Feedback of the frequency domain CSI vs. feedback of the

time domain CSI in a system with 64 carriers.

response matrix computation has also been presented. As an illustrative example of

the potential of this framework for transceiver designs, the case of MSE minimization

has been considered and a closed form expression for a robust space-frequency linear

precoding design has been derived. Numerical simulations have revealed the advan-

tages of the proposed feedback scheme and also of the MSE minimization precoding

technique compared to other feedback techniques and to the non-robust counterpart

precoding designs for different scenarios.
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5.A CSI error propagation through the computa-

tion of the equivalent channel

In the neighborhood of R
(k)
f the errors R

(k)
errf and T

(k)
errf can be approximated by the

differentials, dR
(k)
f and dT

(k)
f , respectively. From (5.24), it readily follows:

dR
(k)
f = dT

(k)
f

H
T

(k)
f +T

(k)
f

H
dT

(k)
f . (5.43)

By separating the real and imaginary parts of the individual matrices, R
(k)
fr

=

ℜe(R(k)
f ), R

(k)
fi

= ℑm(R
(k)
f ), T

(k)
fr

= ℜe(T(k)
f ), T

(k)
fi

= ℑm(T
(k)
f ), and defining dR

(k)
f =

dR
(k)
fr

+ j dR
(k)
fi

and dT
(k)
f = dT

(k)
fr

+ j dT
(k)
fi
, it follows:

dR
(k)
fr

= dT
(k)
fr

T
T

(k)
fr

+ dT
(k)
fi

T
T

(k)
fi

+T
(k)
fr

T
dT

(k)
fr

+T
(k)
fi

T
dT

(k)
fi
, (5.44)

dR
(k)
fi

= dT
(k)
fr

T
T

(k)
fi

− dT
(k)
fi

T
T

(k)
fr

+T
(k)
fr

T
dT

(k)
fi

−T
(k)
fi

T
dT

(k)
fr
. (5.45)

The following facts are considered in the derivations:

1. From the fact that T
(k)
f is upper triangular with real and positive elements in the

main diagonal, it follows that dT
(k)
fi

is strictly upper triangular. Thus, the only

non-zero elements of dT
(k)
fr

and dT
(k)
fi

are contained in the vectors vech(dT
(k)
fr

T
)

and veci(dT
(k)
fi

T
).

2. From (5.44), it follows that dR
(k)
fr

is symmetric. Thus, its non-repeated elements

are contained in the vector vech(dR
(k)
fr
).

3. From (5.45), it follows that dR
(k)
fi

is anti-symmetric. Thus, it has zeros in the

main diagonal and all its non-repeated elements (up to a change of sign) are

contained in the vector veci(dR
(k)
fi
).

Consequently, from all what has been mentioned above, in order to compute the

derivative of T
(k)
f with respect to R

(k)
f , the objective is to linearly relate the elements

of vech(dT
(k)
fr

T
) and veci(dT

(k)
fi

T
) to those of vech(dR

(k)
fr
) and veci(dR

(k)
fi
) and apply

the first identification theorem [Mag02].
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By applying vech at both sides in (5.44), it follows that10:

vech(dR
(k)
fr
) = vech

(
dT

(k)
fr

T
T

(k)
fr

+ dT
(k)
fi

T
T

(k)
fi

+T
(k)
fr

T
dT

(k)
fr

+T
(k)
fi

T
dT

(k)
fi

)
(5.46)

= D+
nT
vec
(
dT

(k)
fr

T
T

(k)
fr

+ dT
(k)
fi

T
T

(k)
fi

+T
(k)
fr

T
dT

(k)
fr

+T
(k)
fi

T
dT

(k)
fi

)
(5.47)

= 2D+
nT

((
T

(k)
fr

T ⊗ InT

)
V

nT ,n
(k)
R
vech

(
dT

(k)
fr

T
)

+
(
T

(k)
fi

T ⊗ InT

)
VS

nT ,n
(k)
R

veci
(
dT

(k)
fi

T
))

. (5.48)

Now, applying veci at both sides in (5.45), and operating similarly as before, it

follows that:

veci(dR
(k)
fi
) = veci

(
dT

(k)
fr

T
T

(k)
fi

+ dT
(k)
fi

T
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(k)
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T
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(5.49)

= 2C+
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T
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)
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(
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T
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. (5.50)

Now, defining

t
(k)
f , ṽec

(
T

(k)
f

T
)
, dt

(k)
f , ṽec

(
dT

(k)
f

T
)
, (5.51)

r
(k)
f , ṽec

(
R

(k)
f

)
, dr

(k)
f , ṽec

(
dR

(k)
f

)
, (5.52)

from (5.48) and (5.50), it follows that

dr
(k)
f = 2



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(
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)
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−C+
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(
T

(k)
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T ⊗ InT

)
VS

nT ,n
(k)
R


 dt

(k)
f .

(5.53)

It only remains to take the pseudo-inverse in the last equation to obtain the desired

10The following matrices are used in the developments: the triangularization matrix Vn,m, which

is the unique matrix of the appropriate dimensions such that, for all lower triangular X ∈ Rn×m,

satisfies that vec(X) = Vn,mvech(X), and the strict triangularization matrix V
S
n,m, which is the

unique matrix of the appropriate dimensions such that, for all strictly lower triangular X ∈ Rn×m,

satisfies that vec(X) = V
S
n,mvech(X).
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Jacobian matrix:
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(5.54)

Consequently, matrix T
(k)
errf can be computed as a function of R

(k)
errf as:

ṽec
(
T(k)

errf

T
)
≃ D

r
(k)
f
t
(k)
f ṽec

(
R(k)

errf

)
. (5.55)

5.A.1 Element-wise propagation error vector

This subsection presents an expression of the total error propagation following (5.27)

using element-wise notation. The i-th row of matrix X
(k)
f is denoted as x

(k)
f(i)

. The

element n, r of the error matrix T
(k)
err f ∈ Cn

(k)
R ×nT is denoted by t

(k)
errf(n,r)

and can be

computed as:

ℜe(t(k)errf(n,r)
) ≈





a
(k)
f(n,r)

r̄
(k)
err, ∀n ≤ r,

0 ∀n > r,
(5.56)

ℑm(t(k)errf(n,r)
) ≈





b
(k)
f(n,r)

r̄
(k)
err, ∀n < r,

0 ∀n ≥ r,
(5.57)

where vectors a
(k)
f(n,r)

and b
(k)
f(n,r)

are defined as follows considering 2 cases based on the

antenna topology:

a) n
(k)
R ≥ nT

In this case, ṽec
(
T

(k)
errf

T
)
∈ Rn2

T×1 and X
(k)
f ∈ Cn2

T×L2n2
T . Because of this matrix

structure, the following expressions result:

a
(k)
f(n,r)

= x
(k)
f












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x
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
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





(5.58)

and

b
(k)
f(n,r)

= x
(k)
f(nT (nT +1)

2 +nT (n−1)−
n(n−1)

2 +r

)

. (5.59)
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b) n
(k)
R < nT

In this case, ṽec
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and
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. (5.61)

5.B Computation of matrix ∆

From (5.29), the element i, j of matrix ∆ ∈ CFnT×FnT can be computed as:

∆(i,j) =
K∑

k=1

E
T
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err
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(k)
E
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{
t(k)errj

t(k)erri

H
})

, (5.62)

where t
(k)
errj is the j-th column of matrix T

(k)
err .

For simplicity with the notation, the elements of ∆ ∈ CFnT×FnT will be denoted as

∆(nT f+n,nT g+m), where f, g ∈ {0, ..., F−1} and n,m ∈ {1, ..., nT}. Using this notation,

(5.62) can be expressed as:

∆(nT f+n,nT g+m) =

K∑

k=1

tr

(
D̃

(k)H

D̃
(k)
E
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(5.63)

=
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, (5.64)

where t
(k)
errf(i,j)

is the element i, j of matrix T
(k)
err f (see appendix 5.A.1 for the expression

of t
(k)
errf(i,j)

in the cases of n
(k)
R ≥ nT and n

(k)
R < nT , respectively) and d̄

(k)
(i,j) is the element

i, j of matrix D̃
(k)H

D̃
(k)
. Note that some of the elements of the summation in (5.64)
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are zero due to the fact that matrix T
(k)
errf is upper triangular. Expression (5.64) can

be manipulated further to write it as a function of E
{
r̄
(k)
errr̄

(k)T

err

}
, the variance of the

error introduced in the quantization of the temporal Gram matrix:
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)
. (5.65)

In the particular case when the error in the CSI at the transmitter, R̄
(k)
err , is com-

posed of i.i.d. elements with zero mean and variance σ̄(k)2 , it follows that

E

{
r̄(k)errr̄

(k)T

err

}
= σ̄(k)2I (5.66)

and (5.65) results in:
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Chapter 6

Resource allocation between

feedback and forward links:

analysis and optimization

6.1 Introduction

The performance analysis in MIMO wireless systems with feedback is usually evaluated

without taking into account the cost of using such feedback. If this cost is taken into

account explicitly it turns out that, while using a large amount of feedback improves

the quality of the CSI available at the transmitter, it is not optimum from a perspective

of system performance since the remaining radio resources available for the data link

are lower. This is because the differential gain obtained by each additional feedback bit

is a decreasing function and, eventually, it becomes lower than the cost of dedicating an

additional bit to feedback. In this chapter this tradeoff is presented for Time Division

Duplex (TDD) and Frequency Division Duplex (FDD) MIMO systems and it is shown

that using low feedback rate is better than not using feedback at all and also better

than using large amounts of feedback.

135
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The topic of feedback sizing is introduced in [Kob08], which studies the resource

allocation tradeoff for the case of the BC with zero-forcing beamforming and assuming

a block fading channel model and analog feedback, where each receiver sends through

the feedback link a scaled version of its channel Minimum Mean Square Error (MMSE)

estimate using unquantized amplitude modulation. A similar analysis is conducted in

[AY09] for the case of FDD, however, only a full duplex communication scheme is

considered and a block fading model is assumed instead of the time variant model

considered in this dissertation. Furthermore, in [AY09] CSI symmetry is necessary,

while in the work presented in this thesis it is not required.

The chapter presents a detailed analysis of the tradeoff in a scenario that features

a data transmission phase, a feedback transmission phase, and a training phase, which

relates to the accuracy of the CSI at the receiver prior to its quantization and feed-

back. Additionally, the effect produced by a delay in the acquisition of the CSI at the

transmitter is also taken into account.

Summarizing, the main contributions of this chapter can be listed as follows:

1. This chapter presents a general formulation of the mentioned tradeoff taking into

account all the parameters associated to the radio resource allocation, which are

training and CSI estimation, CSI quantization, feedback transmission, CSI delay,

and data transmission.

2. An optimization problem is presented in order to determine the optimum radio

resource allocation in terms of power and duration associated to the training,

feedback, and data transmission phases.

3. The general optimization problem is solved for a number of particular cases.

The remainder of this chapter is organized as follows. First, the simplified perfor-

mance expression of the duplexing schemes are introduced in 6.2 under the assumption

of perfect CSI at the receiver. A more complex scenario that includes a training phase,
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channel estimation errors, and CSI delay is then introduced in section 6.3, and the

corresponding system model is described in section 6.4. The resource allocation prob-

lem is expressed analytically in section 6.5, and numerical simulations are shown in

section 6.7. Finally, section 6.8 summarizes the results and concludes the chapter.

6.2 TDD and FDD systems

In systems where different information streams share the same physical communica-

tions link, the available link resources have to be distributed. This means that the data

and feedback information share the same pool of radio resources. From this point of

view, two duplexing schemes can be considered: dividing the time axis in different time

slots and assigning each slot to the transmission of either data or feedback information

(TDD), and dividing the frequency axis in different frequency bands, corresponding

to feedback or data transmission (FDD). For the equations describing these schemes

the following notation is used:

• Wt: total available bandwidth.

• Wd: bandwidth dedicated to transmission of data.

• Wf = Wt −Wd: bandwidth dedicated to transmission of feedback.

• Tt: total duration of a time frame.

• Td: time dedicated to transmission of data.

• Tf = Tt − Td: time dedicated to transmission of feedback.

• Et: total available energy for the transmission of data.

• N0: noise power spectral density (AWGN).

• Rd: rate at which data can be transmitted.



138
Chapter 6. Resource allocation between feedback and forward links: analysis and

optimization

• H ∈ CnR×nT : flat fading MIMO channel with nT and nR transmit and receive

antennas, respectively.

• B(n) ∈ CnT×nS : linear transmitter matrix that satisfies ‖B(n)‖2F ≤ 1.

Frequency-division duplex (FDD):

The FDD scheme features continuous transmission of data and feedback simultane-

ously, by dividing the total bandwidth available Wt between the data and the feedback

links, as depicted in Figure 6.1.

Figure 6.1: FDD system model.

In such a system, the maximum achievable data rate is given by the following

expression:

Rd = Wdlog2det

(
I+

Et

Tt

WdN0

HHHBBH

)
(bits/s). (6.1)

Time-division duplex (TDD):

On the other hand, the TDD scheme makes use of the complete bandwidth to transmit

either data or feedback information. The scheduling is performed in the time domain,

i.e., there are time slots where all the bandwidth is devoted to sending data and in

the other time slots all the bandwidth is dedicated to the feedback link, as depicted

in Figure 6.2.

Note that in the literature it is sometimes assumed that in TDD systems there

is channel reciprocity and, therefore, feedback is not required. In practical systems,

however, the Radio Frequency (RF) chains (with the high power amplifiers and the

mixers), have a different response for transmission and for reception which makes the
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Figure 6.2: TDD system model.

global channel response be non-reciprocal. There are two solutions to this issue: one

option is to do feedback of the CSI (which includes obviously the effect of the RF chain)

and the other option is to perform a calibration of the RF chains for transmission and

for reception. The calibration of the RF chains is an expensive and technologically

complex process that includes additional hardware at both transmitter and receivers

and high quality RF chains, which increases the cost of the terminals significantly.

Currently, such calibration is not implemented in conventional terminals and, thus, is

not considered in this dissertation.

In a TDD system, the maximum achievable data rate is given by the following

expression:

Rd =
Td

Tt
Wtlog2det

(
I+

Et

Td

WtN0
HHHBBH

)
(bits/s). (6.2)

General expression:

As observed in (6.1) and (6.2), the expressions of the data rate for both TDD and

FDD are dual, and they behave exactly the same as a function of variables Td and Wd,

respectively. It is possible to jointly formulate this dependance (based on (6.1) and

(6.2)) as:

Rd =
Td

Tt

Wd

Wt

Wtlog2det

(
I+

Et

TtWtN0

1
Td

Tt

Wd

Wt

HHHBBH

)
(bits/s) (6.3)

The case where Td = Tt corresponds to FDD, and Wd = Wt corresponds to TDD.

Expression (6.3), normalized to the bandwidth, can also be written as:

Rd

Wt

= αlog2det
(
I+

snr

α
HHHBBH

)
(bits/s/Hz), (6.4)
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where α = Td

Tt

Wd

Wt
(0 ≤ α ≤ 1) and snr = Et

TtWtN0
.

6.3 Tradeoff between CSI estimation, feedback, and

data transmission

This section presents a more detailed description and provides further insight into

the problem of radio resource allocation in MIMO wireless systems with feedback. A

two-way MIMO communication link with feedback is considered, where two users com-

municate following a TDD scheme1 with given transceiver and feedback design criteria.

Under these conditions, the accuracy of the CSI at the transmitter depends on: (i) the

power and duration of the training phase devoted to channel estimation at the receiver,

(ii) the power and duration of the feedback phase related to the quantization of such

channel estimate, (iii) the errors produced in the feedback communication, and (iv)

the delays associated to the CSI estimation and feedback transmission. The commu-

nication performance depends not only on the accuracy of the CSI at the transmitter,

but also on the resources allocated to the data transmission phase. In this sense, a

tradeoff exists, since if more resources are allocated to training and feedback, then the

accuracy of the CSI increases, but less resources are available for transmission of data.

This chapter presents a general formulation of such tradeoff taking into account all

the parameters associated to the radio resource allocation.

An optimization problem is presented in terms of power and duration associated

to the training, feedback, and data transmission phases. Furthermore, the effect of the

tradeoff on the base band energy consumption [Ros10] is also modeled and analyzed

in terms of its variation with respect to the resource allocation.

1For clarity in the notation only the case of TDD is presented analytically in this chapter. Note,

however, that an equivalent derivation for FDD can be followed straightforwardly. Only the case of

TDD is considered here for clarity in the notation.
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6.4 System and signal models

For the rest of the chapter a flat fading MIMO channel with 2 half duplex users

that communicate with each other using a TDD scheme will be considered. The

propagation channels of user 1 and user 2 are denoted by H1 ∈ CN2×N1 and H2 ∈
CN1×N2, respectively, where Ni, i = {1, 2}, denotes the number of antennas of user

i, as depicted in Figure 6.3. The correlation in time of the channel is modeled as a

first-order Gauss-Markov process such that at time instant n+1 the channel response

matrix associated to user i is given by:

Hi(n+ 1) = ρHi(n) +
√

1− ρ2 Ni(n), (6.5)

where matrices Hi(0) and Ni(n), ∀n are assumed to be independent and composed

of i.i.d. zero-mean complex and circularly symmetric Gaussian entries with unit vari-

ance. Consequently, also the components of Hi(n) follow the same distribution. The

time correlation factor ρ models the variability of the channel and depends on the

Doppler frequency fD caused by the movement of the users according to Jakes’ model,

ρ = J0

(
2πfDτ

)
[Ste99], where J0(·) is the zeroth-order Bessel function of the first

kind, fD denotes the maximum Doppler frequency, and τ corresponds to the channel

instantiation interval. Following from (6.5), we have that at instant n+ k,

Hi(n+ k) = ρkHi(n) +
√

1− ρ2k Ñi(n+ k), ∀k > 0, (6.6)

where Ñi(n + k) is composed of i.i.d. zero-mean complex Gaussian entries with unit

variance that are independent from Hi(n).

The communication in each direction over a block of frame length T channel uses

is modeled as having three phases: a training phase, where each user sends a training

sequence of pilot symbols which are used by the other user to estimate the propagation

channel; a feedback phase, where the estimated CSI is fed back to each user; and the

data transmission phase, where the CSI is used to design the precoder to transmit the
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User 1 User 2

H1

H2

#1

#N1

#1

#N2

Figure 6.3: System model with 2 users.

communication data.2 The allocation of power and number of channel uses among

these phases and for each user is the objective of this section. The power used by user

i to transmit the training symbols and the number of channel uses dedicated to its

training phase are denoted by Pti and Tti , respectively. In a similar way, the power used

by user i to transmit the CSI feedback to the other user and the number of channel

uses used in this feedback phase are expressed by Pfi and Tfi , respectively. Finally, the

power used by user i for data transmission and the number of channel uses dedicated

to this data transmission phase are denoted by Pdi and Tdi , respectively. The structure

of the communication scheme described here is depicted in Figure 6.4 for one frame

consisting of T channel uses. Note that the depicted phase ordering will be assumed

in the rest of the chapter because it minimizes the CSI delays at each side of the

communication. However, other phase orderings could be considered without loss of

generalization. Also, the proposed notation could be adapted to the case of full-duplex

FDD transmission just by changing the duration of the phases by their bandwidths.

2The CSI available at the transmitter for the precoding design contains errors derived from the

channel estimation process, from the quantization required for the feedback, and errors due to the

time delay that these procedures require. Furthermore, the possibility of transmission errors in the

feedback link, which translates into incorrect CSI at the transmitter, is also taken into account.
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T

t

Training

phase user 1

Training

phase user 2

Feedback
phase user 1

Feedback
phase user 2

Data
phase user 1

Data
phase user 2

Tt1 Tf2 Td1 Tt2 Tf1 Td2

Pt1 Pf2 Pd1 Pt2 Pf1 Pd2

Figure 6.4: Structure of the TDD communication phases for one frame

of T channel uses.

6.4.1 Training phase and channel estimation

As previously stated, the propagation channel associated to the transmission from

user i, denoted as Hi, is modeled to have independent complex symmetric Gaussian

distributed elements with zero mean and unit variance. The channel estimation process

results in a channel estimate given by:

Hei = Hi −∆ei; Hi = Hei +∆ei, (6.7)

where ∆ei is the channel estimation error and Hei and ∆ei are independent of each

other. Using a MMSE estimator and an orthogonal training sequence, the channel

estimation error ∆ei corresponding to user i is known to be also Gaussian distributed

(when at least Ni channel uses are employed for the training phase) [Has03], where

each element is i.i.d. with zero mean and variance σ2
ei
. The variance of such estimation

noise σ2
ei
can be expressed in terms of the SNR of the channel during the estimation

process for a unit transmission power, denoted as SNRhi
= 1

σ2
ni

, where σ2
ni

is the

Gaussian noise power at the receiver when transmitting from side i to the other side.

This leads to a variance of the estimation error given by [Has03]:

σ2
ei
=

SNR−1
hi

1 +
PtiTti

Ni

. (6.8)
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6.4.2 Feedback phase

There are three factors that degrade the accuracy of the CSI when it is sent through

the feedback link. First, the transmission time of the feedback introduces a delay in

the CSI availability at the transmitter. Besides, in order to transmit the CSI from

the receiver to the transmitter through the limited feedback link, the CSI has to be

quantized previously. This introduces a quantization error in the CSI available at

the transmitter, and this error depends on the specific quantization scheme employed.

Finally, there may be transmission errors during the feedback phase which further

degrade the CSI available at the transmitter. In the following, the three sources of

error associated to the feedback transmission are modeled in detail.

Error due to delay

Since in the system model considered in this chapter the channel is slowly time varying,

there is an additional source of uncertainty in the channel estimation available for the

transmitter design. This is due to the delay between the transmission of the training

symbols and the use of such CSI at the transmitter. The delay error ∆di for a given

delay µ is described by the following equation:

Hi(n) = Hi(n− µ) +∆di(µ). (6.9)

The estimated channel of user i, denoted by Hei, is modeled as corresponding to the

instant in the middle of the training phase and we model the actual channel Hi during

the data transmission phase as the channel in the middle of such phase. Consequently,

the delay between each acquisition of the channel estimate and the posterior use of

this channel estimate in the data transmission phase is µd1 =
Tt1

2
+Tf2 +

Td1

2
for user 1

and µd2 =
Tt2

2
+ Tf1 +

Td2

2
for user 2. Considering the same model for the delay in the

CSI used during the feedback phase, it follows that the delay between each acquisition

of the channel estimate and the posterior use of this channel estimate for the design
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of the precoder in the feedback transmission is µf1 =
Tt1

2
+ Tf2 + Td1 + Tt2 +

Tf1

2
for

user 1 and µf2 =
Tt2

2
+ Tf1 + Td2 + Tt1 +

Tf2

2
for user 2.3

Quantization error

It has been shown in [Pay09b, Pal03b] that the minimum necessary information for

the design of the optimum linear precoder for the usual design criteria is contained

in the channel Gram matrix defined as Ri = HH
i Hi for user i; therefore, in the

following, quantization and feedback of the Gram matrix will be assumed, as done in

[Mon10, Cha08, SM10b, SM10a, SM12]. This means that only a quantized version of

the estimated channel Gram matrix Rei, denoted by Reqi, is available at user i. The

quantization introduces a quantization error ∆qi to the estimated CSI, as modeled by

the following equation:

Reqi = Rei +∆qi, (6.10)

with Rei = He
H
i Hei.

The quantization error depends on the specific quantization scheme used. Since

comparing different quantization schemes is not the focus of this chapter, and in or-

der not to add unnecessary complexity to the analysis of the resource allocation, we

assume that the quantization is performed using a uniform quantization of the real

and imaginary parts of each element independently as is done for example in [Cha08].

Since the matrix Rei is Hermitian and, for user i, it has size Ni × Ni, there are N2
i

different real elements to be quantized (the real and imaginary parts of the m,n-th

element of the matrix, ∀m < n and the real part of the Ni elements of the diago-

nal). A uniform quantization is then applied to the real and imaginary parts using a

quantization step ǫqi , where ǫqi =
γi
2qi

, qi is the number of bits, and γi is the dynamic

range of the quantizer, that is fixed so that overflows in the quantization occur with a

3In the feedback phase the CSI is sent using a precoder designed with the CSI available at that

moment, and therefore the CSI accuracy during the feedback phase has to be taken into account

because it has an effect on the precoder used for the feedback transmission.
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probability lower than 0.99. Since there are N2
i real elements to be quantized by the

receiver, the total number of required quantization bits is given by nb2 = q1N
2
1 at user

2 and nb1 = q2N
2
2 at user 1.

Transmission errors in the feedback link

The transmission errors in the feedback link can be modeled as an outage probability

poi for the feedback link from user i. In the event of feedback error, the fed back CSI is

incorrect and the achievable performance cannot be guaranteed and, therefore, since

this section is focused on the evaluation of a lower bound of the worst-case performance

in the forward link, it will be assumed to be zero.

During the feedback phase the design of the precoder for feedback transmission

is carried out according to the imperfect CSI available at the user performing such

feedback, which corresponds to the estimated, quantized, and delayed channel Gram

matrix. This means that, if single beamforming is considered for the feedback trans-

mission,4 the precoding vector for the feedback transmission phase of user i, bfi, is

chosen as the eigenvector associated to the largest eigenvalue of the CSI available at the

feedback transmitter (the estimated, quantized, and delayed channel Gram matrix),

which is denoted by R
(f)
edqi

and formulated in what follows in this subsection. The

estimated and delayed propagation matrix H
(f)
ed i(n) for the feedback communication

can be computed as follows:

Hi(n− µfi) , Hei(n− µfi) +∆ei(n− µfi); (6.11)

H
(f)
ed i(n) , Hei(n− µfi) (6.12)

= ρ−µfiHi(n)−
(
∆ei(n− µfi) + ρ−µfi

√
1− ρ2µfiÑi(n)

)
(6.13)

= ρ−µfiHi(n) + ρ−µfi∆
(f)
ed i(n), (6.14)

4Note that the single beamforming precoding strategy is considered here for simplicity, but any

other precoding strategy could also have been used within the proposed model for the feedback

transmission.



6.4. System and signal models 147

where ∆
(f)
ed i(n) = −

(
ρµfi∆ei(n− µfi) +

√
1− ρ2µfiÑi(n)

)
, which is a matrix with

i.i.d. elements that are Gaussian distributed with zero mean and variance σ2
edi

=

1 + ρ2µfi(σ2
ei
− 1).

The estimated and delayed channel Gram matrix, prior to the quantization, is

given by:

R
(f)
ed i(n) , H

(f)
ed

H

i (n)H
(f)
ed i(n) (6.15)

= ρ−2µfiHH
i (n)Hi(n) + ρ−2µfiHH

i (n)∆
(f)
ed i(n) + ρ−2µfi∆

(f)
ed

H

i (n)Hi(n)

+ρ−2µfi∆
(f)
ed

H

i (n)∆
(f)
ed i(n), (6.16)

and, finally, the CSI available at user i for feedback transmission, which is the esti-

mated, delayed, and quantized channel Gram matrix, is given by:

R
(f)
edqi

(n) , R
(f)
ed i(n) +∆qi(n) (6.17)

= ρ−2µfiRi(n) + ρ−2µfiHH
i (n)∆

(f)
ed i(n) + ρ−2µfi∆

(f)
ed

H

i (n)Hi(n)

+ρ−2µfi∆
(f)
ed

H

i (n)∆
(f)
ed i(n) +∆qi(n), (6.18)

where Ri(n) = HH
i (n)Hi(n). Directly from (6.18) follows that:

Ri(n) = ρ2µfiR
(f)
edqi

(n)−HH
i (n)∆

(f)
ed i(n)−∆

(f)
ed

H

i (n)Hi(n)−∆
(f)
ed

H

i (n)∆
(f)
ed i(n)

−ρ2µfi∆qi(n). (6.19)

The following scalar is defined: SNRfi(n) , PfiSNRhi
bH
fiRi(n)bfi. The tempo-

ral index n and the user index i will be omitted from now on for clarity reasons.

Consequently, SNRf can be expressed as:

SNRf , PfSNRhb
H
f Rbf (6.20)

= PfSNRhρ
2µfbH

f

(
R

(f)
edq − ρ−2µfHH∆

(f)
ed − ρ−2µf∆

(f)
ed

H
H− ρ−2µf∆

(f)
ed

H
∆

(f)
ed

−∆q)bf (6.21)

= PfSNRf

(
ρ2µfλmax{R(f)

edq} − bH
f

(
HH∆

(f)
ed +∆

(f)
ed

H
H
)
bf

−bH
f

(
∆

(f)
ed

H
∆

(f)
ed

)
bf − ρ2µfbH

f ∆qbf

)
. (6.22)



148
Chapter 6. Resource allocation between feedback and forward links: analysis and

optimization

The SNRfi can be written as SNRfi = PfiSNRhi
(Afi +Bfi + Cfi +Dfi) and lower

bounded by bounding each of its terms as shown next for user 1:

Af1 , ρ2µf1λmax{R(f)
edq1

}, (6.23)

Bf1 , −bH
f1

(
HH

1 ∆
(f)
ed 1 +∆

(f)
ed

H

1 H1

)
bf1 ≥ −2

√
ǫed1λmax{R1}, (6.24)

Cf1 , −bH
f1

(
∆

(f)
ed

H

1 ∆
(f)
ed1

)
bf1 ≥ −N2ǫ

2
ed1

(
1 +

√
N1 (N1 − 1)

)
, (6.25)

Df1 , −ρ2µf1bH
f1∆q1bf1 ≥ −ρ2µf1ǫq1

(
N1 − 1

N1
+

√
N1 (N1 − 1)

2

)
, (6.26)

where the Gaussian distributed error ∆
(f)
ed i is within the sphere of radius ‖∆(f)

ed i‖F ≤
√
ǫedi with a probability of pgi, which has an analytical expression that is derived in

appendix 6.A. Since the focus is on the evaluation of a lower bound of the worst-case

performance, it will be assumed that when the error is out of this bound the system

is in outage and the performance in the data forward link is zero.

Note that by considering a lower bound for Bfi and Cfi independently we are

dealing with a bound of the worst-case. The computations that result in the lower

bound expressions for Bfi , Cfi, and Dfi are contained in appendix 6.B.

The system is considered to be in feedback outage when the achievable throughput

cannot guarantee a successful transmission of the number of bits through the feedback

link. Consequently, the outage probability associated to the feedback sent by user i

using a bandwidth Wt is given by

poi = p
(
TfiWtlog2

(
1 + PfiSNRhi

bH
fiRibfi

)
< nbi

)
, (6.27)

where bfi is the beamforming vector used during the feedback transmission from user

i (which has a delay of µfi) and is chosen as the eigenvector associated to the largest

eigenvalue5 of the Gram matrix estimate available at the transmitter, i.e., user i.

5The case of single beamforming for the transmission of feedback is considered for the analysis.

Note, however, that other transmission schemes could also be assumed following the same process

and adapting the presented notation properly.
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This means that, with the phase ordering considered in this chapter and depicted in

Figure 6.4, bfi is equal to the precoder used for data transmission in the previous data

transmission phase of the corresponding user.

6.4.3 Data transmission phase

In this phase the design of the precoder is carried out according to the imperfect CSI

available at the transmitter, which corresponds to the estimated, quantized, and de-

layed channel Gram matrix. This means that the single beamforming precoding vector

for the data transmission phase of user i, bdi, is chosen
6 as the eigenvector associated

to the largest eigenvalue of the CSI available at the transmitter (the estimated, quan-

tized, and delayed channel Gram matrix), which is denoted by R
(d)
edqi

and formulated

in what follows in this subsection. We compute the estimated and delayed propagation

matrix for the data transmission phase, H
(d)
ed i(n), as follows:

Hi(n− µdi) , Hei(n− µdi) +∆ei(n− µdi); (6.28)

H
(d)
ed i(n) , Hei(n− µdi) (6.29)

= ρ−µdiHi(n)−
(
∆ei(n− µdi) + ρ−µdi

√
1− ρ2µdiÑi(n)

)
(6.30)

= ρ−µdiHi(n) + ρ−µdi∆
(d)
ed i(n), (6.31)

where ∆
(d)
ed i(n) = −

(
ρµdi∆ei(n− µdi) +

√
1− ρ2µdiÑi(n)

)
, which is a matrix with

i.i.d. elements that are Gaussian distributed with zero mean and variance σ2
edi

=

1 + ρ2µdi(σ2
ei
− 1).

The estimated and delayed channel Gram matrix, prior to the quantization, in the

6Note that the single beamforming precoding strategy is considered here for simplicity, but any

other precoding strategy could also be considered within the proposed model.
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data transmission phase, is given by:

R
(d)
ed i(n) , H

(d)
ed

H

i (n)H
(d)
ed i(n) (6.32)

= ρ−2µdiHH
i (n)Hi(n) + ρ−2µdiHH

i (n)∆
(d)
ed i(n) + ρ−2µdi∆

(d)
ed

H

i (n)Hi(n)

+ρ−2µdi∆
(d)
ed

H

i (n)∆
(d)
ed i(n), (6.33)

and, finally, the CSI available at user i for data transmission, which is the estimated,

delayed, and quantized channel Gram matrix, is given by:

R
(d)
edqi

(n) , R
(d)
ed i(n) +∆qi(n) (6.34)

= ρ−2µdiRi(n) + ρ−2µdiHH
i (n)∆

(d)
ed i(n) + ρ−2µdi∆

(d)
ed

H

i (n)Hi(n)

+ρ−2µdi∆
(d)
ed

H

i (n)∆
(d)
ed i(n) +∆qi(n), (6.35)

where Ri(n) = HH
i (n)Hi(n). Directly from (6.35) follows that:

Ri(n) = ρ2µdiR
(d)
edqi

(n)−HH
i (n)∆

(d)
ed i(n)−∆

(d)
ed

H

i (n)Hi(n)−∆
(d)
ed

H

i (n)∆
(d)
ed i(n)

−ρ2µdi∆qi(n). (6.36)

We define the following scalar SNRdi(n) , PdiSNRhi
bH
diRi(n)bdi, (as commented

previously, the beamforming vector bdi is chosen as the normalized eigenvector as-

sociated to the largest eigenvalue of Redqi(n) and, consequently, ‖bdi‖ = 1). The

temporal index n and the user index i will be omitted from now on for clarity reasons.

Consequently, SNRd can be expressed as:

SNRd , PdSNRhb
H
d Rbd (6.37)

= PdSNRhρ
2µdbH

d

(
R

(d)
edq − ρ−2µdHH∆

(d)
ed − ρ−2µd∆

(d)
ed

H
H− ρ−2µd∆

(d)
ed

H
∆

(d)
ed

−∆q)bd (6.38)

= PdSNRh

(
ρ2µdλmax{R(d)

edq} − bH
d

(
HH∆

(d)
ed +∆ed

HH
)
bd

−bH
d

(
∆

(d)
ed

H
∆

(d)
ed

)
bd − ρ2µdbH

d ∆qbd

)
. (6.39)



6.5. Problem statement 151

The previous expression can be written as SNRdi =PdiSNRhi
(Adi+Bdi+Cdi+Ddi)

and lower bounded by bounding each of its terms as shown next for user 1:

Ad1 , ρ2µd1λmax{R(d)
edq1

}, (6.40)

Bd1 , −bH
d1

(
HH

1 ∆
(d)
ed 1 +∆

(d)
ed

H

1 H1

)
bd1 ≥ −2

√
ǫed1λmax{R1}, (6.41)

Cd1 , −bH
d1

(
∆

(d)
ed

H

1 ∆
(d)
ed 1

)
bd1 ≥ −N2ǫ

2
ed1

(
1 +

√
N1 (N1 − 1)

)
, (6.42)

Dd1 , −ρ2µd1bH
d1∆q1bd1 ≥ −ρ2µd1ǫq1

(
N1 − 1

N1
+

√
N1 (N1 − 1)

2

)
, (6.43)

where the Gaussian distributed error ∆
(d)
ed i is within the sphere of radius ‖∆(d)

ed i‖F ≤
√
ǫedi with a probability pgi, which has an analytical expression that is derived in

appendix 6.A. Since this section is focused on the evaluation of a lower bound of the

worst-case performance, it will be assumed that when the error is out of this bound

the system is in outage and the performance corresponding to the data transmission

phase is zero.

Note that by considering a lower bound for Bdi and Cdi independently we are deal-

ing with a bound of the worst-case. The computations that result in the expressions

for Bdi , Cdi and Ddi are contained in appendix 6.B.

6.5 Problem statement

The objective is to optimize a generic cost function g that measures the system perfor-

mance given a total frame length T and a total energy constraint per user, E1 and E2,

respectively. The optimization variables are the time duration and power associated

to each phase of each user.
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max
{Tti ,Tfi

,Tdi
,Pti ,Pfi

,Pdi
,ǫedi ,qi}i={1,2}

g
(
{Tti , Tfi , Tdi, Pti , Pfi, Pdi, ǫedi , qi}i={1,2}

)
(6.44)

s.t.: Tt1 + Tf1 + Td1 + Tt2 + Tf2 + Td2 = T (6.45)

TtiPti + TfiPfi + TdiPdi = Ei = TPi; i = {1, 2}

ǫedi > 0; i = {1, 2} (6.46)

qi ∈ N ; i = {1, 2} (6.47)

Note that the parameter qi is related directly to nbi and ǫqi as described in section

6.4.2. The case in which the cost function is the worst-case average two-way achievable

communication rate with single beamforming is studied next.7 In the following, a lower

bound of such rate is presented. Note that the precoding design of single beamforming

is chosen for simplicity reasons, since the focus of this chapter is on the resource

allocation scheme itself and not on a particular transceiver design. Other transceiver

designs such as multiple-streams with waterfilling-like power allocation to maximize

capacity could also be studied following the same procedure.

Therefore, considering a block length of T time slots (denoted as n = 1, ..., T ) as

depicted in Figure 6.4 and a bandwidth Wt, the mean data throughput for user 1 is

given by:

g̃1 =
Td1

T
WtEH1,H2

{
(1− po2) log2

(
1 + Pd1SNRh1b

H
d1R

(d)
1 bd1

)}
, (6.48)

where R
(d)
1 is the channel Gram matrix of the channel from user 1 during the data

transmission phase, i.e., R1 at time instant n = Tt1+Tf2+
Td1

2
, and po2 is the probability

of outage in the feedback from user 2 given by

po2 = p
(
Tf2Wtlog2

(
1 + Pf2SNRh2b

H
f2R

(f)
2 bf2

)
< nb2

)
, (6.49)

7The worst-case average achievable communication rate is chosen as an example of cost function

since it is frequently used to measure system performance. However, other cost functions such as

packet error rate or SNR could also be considered following the same procedure described in this

chapter.
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with nb2 = q1N
2
1 andR

(f)
2 corresponding to the channel from user 2 during the feedback

transmission phase, i.e., R2 at time instant n = Tt1 +
Tf2

2
. Expression (6.48) can be

lower bounded following the derivations in (6.39)-(6.43) as:

g̃1 ≥
Td1

T
Wtpg1EH1,H2

{
(1− po2) log2

(
1 + Pd1SNRh1

(
ρ2µd1λmax{R(d)

edq1
}

−2

√
ǫed1λmax{R(d)

1 } −N2ǫ
2
ed1

(
1 +

√
N1 (N1 − 1)

)

−ρ2µd1ǫq1

(
N1 − 1

N1
+

√
N1 (N1 − 1)

2

)))}
= g1, (6.50)

and, in an equivalent manner, expression (6.49) can be upper bounded as:

po2 ≤ p

(
Tf2Wtpg2 log2

(
1 + Pf2SNRh2

(
ρ2µf2λmax{R(f)

edq2
} − 2

√
ǫed2λmax{R(f)

2 } (6.51)

−N1ǫ
2
ed2

(
1 +

√
N2 (N2 − 1)

)
−ρ2µf2ǫq2

(
N2 − 1

N2
+

√
N2 (N2 − 1)

2

)))
<nb2

)
.

Following an equivalent development for user 2 results in a throughput given by

g̃2 =
Td2

T
WtEH1,H2

{
(1− po1) log2

(
1 + Pd2SNRh2b

H
d2R

(d)
2 bd2

)}
, (6.52)

where R
(d)
2 is the channel Gram matrix of the channel from user 2 during the data

transmission phase, i.e., R2 at time instant n = T − Td2

2
, and po1 is the probability of

outage in the feedback from user 1 given by

po1 = p
(
Tf1Wtlog2

(
1 + Pf1SNRh1b

H
f1R

(f)
1 bf1

)
< nb1

)
, (6.53)

with nb1 = q2N
2
2 andR

(f)
1 corresponding to the channel from user 1 during the feedback

transmission phase, i.e., R1 at time instant n = T − Td2 −
Tf1

2
. Expression (6.52) can

be lower bounded following a similar procedure as in (6.50) as:

g̃2 ≥
Td2

T
Wtpg2EH1,H2

{
(1− po1) log2

(
1 + Pd2SNRh2

(
ρ2µd2λmax{R(d)

edq2
}

−2

√
ǫed2λmax{R(d)

2 } −N1ǫ
2
ed2

(
1 +

√
N2 (N2 − 1)

)

−ρ2µd2ǫq2

(
N2 − 1

N2
+

√
N2 (N2 − 1)

2

)))}
= g2, (6.54)
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and, in an equivalent manner, expression (6.53) can be upper bounded as:

po1 ≤ p

(
Tf1Wpg1log2

(
1 + Pf1SNRh1

(
ρ2µf1λmax{R(f)

edq1
} − 2

√
ǫed1λmax{R(f)

1 } (6.55)

−N2ǫ
2
ed1

(
1 +

√
N1 (N1 − 1)

)
−ρ2µf1ǫq1

(
N1 − 1

N1
+

√
N1 (N1 − 1)

2

)))
<nb1

)
.

Observe that, in the transmission model described in Figure 6.4, the design of the

transceiver for the data transmission phase of each user is performed with the same

available CSI as the design of the transceiver for the following feedback transmission

phase of the same user. This means that, if the same transceiver architecture/design

criterion is considered for both the transmission of data and feedback information, then

the resulting transceiver for the data transmission phase and the following feedback

transmission phase of each user is the same, i.e., bf1 = bd1 and bf2 = bd2. Note that

if a different phase ordering is considered, this can be adapted accordingly.

This chapter presents an optimization of a lower bound of the total two-way com-

munication rate defined as

g = g1 + g2. (6.56)

6.6 Energy consumption in the base band

The signal processing and decoding required at the receiver to process the received

signals also requires a relevant amount of energy [Ros10], which has not been included

in the formulation of (6.44)-(6.47). At the transmitter this effect is not so important

because the computational complexity is lower and the energy consumption can be

assumed negligible [Ros10]. The consumption at the receiver depends greatly on the

specific hardware used and is usually modeled in other works such as [Ros10] as an

exponential function of the communication rate (other consumption models that are

currently being investigated could also be used).

In this section the energy required for the base band signal processing is considered,

given the optimization problem presented in section 6.5. For this purpose the energy
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consumed in the base band of user i is modeled as:

Ebbi = Tdjc1c
c2Rj

3 , (6.57)

where the constants c1, c2, and c3 are decoder specific, and Rj is the instantaneous

transmission rate during user’s j data transmission phase lower bounded by Rj = gj
T
Tdj

.

6.7 Simulations

The performance of the resource allocation is analyzed numerically for different sce-

narios in this section. The following parameters are considered in the simulations:

ρ = 0.9999, N1 = 3 antennas, N2 = 3 antennas, a normalized bandwidth (Wt = 1),

ǫedi such that estimation plus delay error for the data transmission phase is within the

sphere of radius
√
ǫedi with probability pgi = 0.7, ǫqi such that there is no quantization

overflow in 99% of the cases, T = 60, E1 = 400, and E2 = 400.

6.7.1 Computation of ǫqi and the dynamic range of the quan-

tizer for an overflow of 1%

For the computation of ǫqi, a system with Tt1 = Tt2 = 2, Pt1 = Pt2 = 25, SNRh1 =

SNRh2 = 10, and q1 = q2 = 4 quantization bits per element (i.e., nb1 = nb2 = 32 bits)

is considered.

The numerical simulations averaged over 80000 channel realizations show that, in

order to satisfy the constraint, the dynamic range of the quantizer is γ1 = γ2 = 13.827,

which corresponds to ǫq1 = ǫq2 = 0.8642.

6.7.2 Computation of ǫedi for pgi = 0.7

For the computation of ǫedi a system with Tt1 = Tt2 = 2, Tf1 = Tf2 = 10, Td1 = Td2 =

18, Pt1 = Pt2 = 25, SNRh1 = SNRh2 = 10, and pg1 = pg2 = 0.7 is considered. The
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Figure 6.5: Computation of ǫedi for a given probability pgi.

result of the simulations is represented in Figure 6.5, and shows that the value of ǫedi

that corresponds with pgi = 0.7 is ǫedi = 0.1026.

6.7.3 Tradeoff between feedback and data transmission en-

ergy

In this subsection the allocation of energy between the feedback and data transmission

phases is studied in the scenario considered in the previous simulations and with a fixed

training phase power Pt1 = Pt2 = 25. Figure 6.6 shows the system performance g as

a function of the power dedicated to the data transmission. Note that if no power is
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Figure 6.6: Power allocation between training and data transmission

phases.

dedicated to data transmission then the performance is zero, and also if all the power

is dedicated to data transmission and nothing is used for the transmission of feedback

then there is feedback outage and the performance is also zero.

As shown in Figure 6.6, for the case of E1 = E2 = 400, the optimum allocation is

achieved with Pd1 = Pd2 = 14.78, which corresponds to Pf1 = Pf2 = 8.396. This results

in a total energy used in the feedback phase of each user equal to PfiTfi = 83.96, and a

total energy used in the data transmission phase of each user equal to PdiTdi = 266.04.
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Figure 6.7: Time allocation between training and data transmission

phases.

6.7.4 Tradeoff between feedback and data transmission dura-

tion

In this subsection the energy allocation between phases is fixed: PtiTti = 50, PfiTfi =

83.96, and PdiTdi = 266.04. Furthermore, the duration of the training phase is set to

Tt1 = Tt2 = 2. In this setup the allocation of time between feedback and training phases

is considered, with the additional constraint that Tf1 = Tf2 and Td1 = Td2 . Numerical

simulations were conducted and the result is represented in Figure 6.7. The result of

the simulations shows that the best performance is achieved when Td1 = Td2 = 20.
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Figure 6.8: Joint time and power allocation between training and data

transmission phases.

6.7.5 Joint optimization of feedback and data transmission

In this subsection only the training phase is fixed in advance, with Tt1 = Tt2 = 2

and Pt1 = Pt2 = 25, while both the power and duration of the feedback and data

transmission phase are optimized. The result of the simulations is represented in

Figure 6.8. The result of the simulations shows that, in the considered scenario, the

best performance is achieved when Td1 = Td2 = 20 and Pd1 = Pd2 = 7.5.
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Figure 6.9: Energy consumed in base band as a function of power allocated

to the data transmission phase.

6.7.6 Energy consumed in the base band

This subsection evaluates the energy consumed in base band, Ebb = Ebb1 +Ebb2 , versus

the power allocated to the data transmission phase in the considered scenario following

the model presented in section 6.6. For the sake of simplicity, the decoder specific

constants considered are c1 = c2 = 1 and c3 = 2. Note that, since the simulations

consider normalized values, the shape of the resulting curve is more relevant than the

particular absolute values obtained. The result of the numerical simulations performed

is represented in Figure 6.9. It can be observed that the resource allocation that

maximizes the performance is also very demanding in terms of Ebb.
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6.8 Chapter summary and conclusions

This chapter has presented the resource allocation tradeoff between training, feedback,

and data transmission phases in a MIMO wireless system with feedback. The system

characterization that has been analyzed includes CSI inaccuracies originated in the

channel estimation process (training phase), the quantization and feedback transmis-

sion process (feedback phase), and also the inaccuracies derived from delay of the CSI

available at the transmitter for the precoder design (data transmission phase), and the

associated base band energy consumption. It has been shown that, since resources for

the feedback transmission come at a cost of resources for the data transmission, there

is an optimum resource allocation strategy that maximizes system throughput.
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6.A Computation of pgi

For the performance analysis in this section we considered the case where ∆edi is

within a sphere of radius
√
ǫedi , i.e., when ‖∆edi‖2F ≤ ǫedi . The probability of this

event, denoted as pgi is derived next.

This probability is expressed as:

pgi , p
(
‖∆edi‖2F ≤ ǫedi

)
= p

(
N1∑

n=1

N2∑

m=1

|[∆edi]nm|2 ≤ ǫedi

)
, (6.58)

where [∆edi]nm is the element n,m of matrix ∆edi. The term
∑N1

n=1

∑N2

m=1 | [∆edi]nm |2

follows a chi-square distribution with N1N2 degrees of freedom. Consequently pgi can

be determined by the cumulative density function cdf of such term, which is computed

as:

pgi = cdf

(
ǫedi
σ2
edi

)
=

γ

(
ǫedi
2σ2

edi

, N1N2

2

)

Γ
(
N1N2

2

) , (6.59)

where the Gamma function is defined as Γ (x) ,
∫∞
0

tx−1e−tdt and the lower incomplete

Gamma function is defined as γ (s, x) ,
∫ s

0
tx−1e−tdt.

This can also be written as pgi = P

(
N1N2

2
,

ǫedi
2σ2

edi

)
, where P (x, s) = γ(s,x)

Γ(x)
is the

cumulative distribution function for Gamma random variables with shape parameter

s and scale parameter 1.

6.B Computation of lower bounds for B,C, and D

A lower bound on the term B with a constraint on the error ∆ed is computed next.

The constraint is that ‖∆ed‖F ≤ √
ǫed, i.e. ∆ed is within a sphere of radius

√
ǫed.

B , −bH
(
HH∆ed +∆ed

HH
)
b (6.60)

= −Tr
(
bHHH∆edb

)
− Tr

(
bH∆ed

HHb
)
. (6.61)
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Using the equality Tr (ABCD) = vec
(
DH
)H (

CT ⊗A
)
vec (B) [Mag02] it follows

that

−Tr
(
bHHH∆edb

)
= −bH

(
bT ⊗HH

)
vec (∆ed) , (6.62)

and, since Tr
(
bH∆ed

HHb
)
= Tr

(
bHHH∆edb

)H
, it follows that

B = −bHXH
δ − δ

HXb, (6.63)

where X =
(
bT ⊗HH

)H
= b∗ ⊗H, and δ = vec (∆ed).

Since B depends linearly on −δ, it is straightforward that the minimization is

achieved when ‖δ‖2 = ǫed (remember the constraint is ‖∆ed‖F = ‖δ‖ ≤ √
ǫed).

Then, the vector that minimizes B subject to then norm constraint is δwc =
√
ǫed

Xb
‖Xb‖ , which results in8

B ≥ −2
√
ǫed‖Xb‖ = −2

√
ǫed‖vec

(
HbbH

)
‖ = −2

√
ǫed‖HbbH‖ (6.64)

= −2
√
ǫed

√
bHHHHb ≥ −2

√
ǫedλmax{HHH}. (6.65)

A lower bound for C with a constraint on the error ∆ed is computed next. The

constraint is that ‖∆ed‖F ≤ √
ǫed, i.e. its norm is in a sphere or radius

√
ǫed.

C , −bH
(
∆ed

H∆ed

)
b ≥ −N2ǫ

2
ed

(
1 +

√
N1 (N1 − 1)

)
(6.66)

A lower bound for D with a constraint over the maximum norm of the elements

of the quantization error matrix ∆q is computed in what follows. The constraint

assumes that the quantization is performed using a uniform quantization of the real

and imaginary parts of each element independently, as is done for example in [Cha08]

(in that work, a multiuser scenario is considered, but the feedback scheme can be

applied also to the single-user case). Since the matrix is Hermitian and of size N1×N1,

there are N2
1 different real elements to be quantized (the real and imaginary parts of

8Note that in the last step we used the equality vec (ABC) =
(
C

T ⊗A
)
vec (B) [Mag02].
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the i, j-th element ∀i < j and the real part of the N1 elements of the diagonal).

Consequently, the quantization error is bounded as:

− ǫq
2

≤ ℑ
{
δqij

}
≤ ǫq

2
,−ǫq

2
≤ ℜ

{
δqij

}
≤ ǫq

2
; ∀i 6= j and − ǫq

2
≤ δqii ≤

ǫq
2
, (6.67)

where δqij is the element i, j of ∆q, ǫq is the quantization step given by ǫq =
γ

2nb
, γ is

the dynamic range taken from the quantization, and nb is the number of bits used to

quantize each element.

D , −ρ2µbH∆qb

= −ρ2µbH∆qb

= −ρ2µ

(
− 1

N1

N1∑

i=1

δqii +

N1∑

i=1

N1∑

j=1

b∗i δqijbj

)

= −ρ2µ

(
−

N1∑

i=1

∆ii

(
1

N1

− b∗i bi

)
+

N1∑

i=1

N1∑

j 6=i

b∗i δqijbj

)

≥ −ρ2µ

(
ǫq
2

N1∑

i=1

∣∣∣∣
1

N1
− |bi|2

∣∣∣∣+
∣∣∣∣∣

N1∑

i=1

N1∑

j 6=i

b∗i δqijbj

∣∣∣∣∣

)

≥ −ρ2µ

(
ǫq
N1 − 1

N1

+

N1∑

i=1

|bi|
N1∑

j 6=i

∣∣∣δqijbj
∣∣∣
)

≥ −ρ2µ


ǫq

N1 − 1

N1

+
N1∑

i=1

|bi|

√√√√
N1∑

j 6=i

∣∣∣δqij
∣∣∣
2

√√√√
N1∑

j 6=i

|bj |2



≥ −ρ2µ

(
ǫq
N1 − 1

N1

+

N1∑

i=1

|bi| ǫq
√

N1 − 1

2

)

≥ −ρ2µ
wc


ǫq

N1 − 1

N1

+ ǫq

√
N1 − 1

2

√√√√
N1∑

i=1

|bi|2
√√√√

N1∑

i=1

1




= −ρ2µǫq

(
N1 − 1

N1

+

√
N1(N1 − 1)

2

)
,

where bi is the i-th element of vector b, and the Cauchy-Schwarz inequality was used.
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Conclusions and future work

7.1 Conclusions

This dissertation has dealt with the design and optimization of the feedback link in

wireless MIMO communications. The CSI required at the transmitter in order to

implement an optimum linear precoder has been identified and an appropriate quan-

tization algorithm that exploits the differential geometry of the domain space and the

temporal correlation of the propagation channel has been developed. The implemen-

tation of a feedback link based on this quantization algorithm has been compared, in

terms of overall system performance, with other existing feedback schemes proposed

in the literature. This has been done first for the single-user MIMO link, then for two

particular multiuser BC setups, and finally the feedback algorithm has been extended

to the general multiuser BC scenario through a linear transformation at the receivers.

An increase in system performance resulting from the use of the proposed algorithm

has been shown by means of numerical simulations, both in point-to-point MIMO

scenario and also in the multiuser MIMO BC case. Additionally, and for a given quan-

tization and feedback strategy, the fundamental tradeoff regarding the radio resource

allocation between feedback and forward links, and the feedback link sizing have been

studied.
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Chapter 1 has presented the motivation for this research and the outline of the

dissertation and chapter 2 has shown a review of the existing state of the art regarding

CSI feedback in MIMO communication systems.

Chapter 3 has focused on the quantization of the MIMO channel Gram matrix

for the feedback in the single-user scenario. The quantization algorithm that has been

developed exploits the differential geometry of the set of positive definite and Hermitian

matrices and also the temporal correlation present in the propagation channel. It

has been shown through numerical simulations, in both computer generated and real

channels obtained from channel measurements, that a MIMO system featuring the

proposed CSI feedback algorithm outperforms other MIMO communication schemes in

the literature. Simulations have also revealed that the proposed technique is similarly

resilient to feedback delay and feedback transmission errors as other feedback schemes.

Chapter 4 has introduced the multiuser BC scenario for linear transceiver designs

based on BD, which is an architecture that presents several advantages specially in

environments with heavy interference and reliable CSI. This chapter has presented

the application of the channel Gram matrix quantization and feedback scheme to such

designs involving BD. It has been shown, by means of numerical simulations, that the

performance is better than that of other feedback algorithms. This has been analyzed

for the general BD architecture and also for a modified scenario corresponding to a

network design in an all-wireless environment in which backhauling and access links

coexist using the same frequencies.

Chapter 5 has derived the generalization of the channel Gram matrix feedback

scheme for its application in any MIMO BC architecture. This has been achieved

through an equivalent channel computation that introduces an additional linear trans-

formation at each receiver and enables the use of the efficient channel Gram matrix

feedback per user. Additionally, the propagation of the CSI error inherent to the

quantization process has been studied analytically, and this error propagation has

been taken into account for the design of a robust precoder. Numerical simulations
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have shown that the proposed CSI feedback architecture for the BC also outperforms

other feedback techniques.

Finally, chapter 6 has studied the issue of feedback link sizing. The allocation of

transmission time, bandwidth, and power among the training, CSI feedback, and data

transmission presents a tradeoff in terms of overall system performance. This tradeoff

results in a very complex optimization problem that has been analyzed, and the op-

timum resource allocation has been obtained numerically for a number of particular

scenarios. Simulations have revealed the importance of correct feedback link sizing

and its effect on the overall system performance.

7.2 Future work

This work opens several issues for future investigation. First, regarding the differential

quantization algorithm, the following topics could be extended:

• The analysis of the average and covariance of the geodesic routes could be ex-

tended to the case of more than 1 bit of feedback.

• The performance loss introduced by delay and transmission errors in the feedback

link could be studied analytically.

• The performance analysis could also be extended for more complex channel mod-

els.

• It would be interesting to combine feedback quantization with the design of

robust MIMO precoding schemes (i.e., incorporate cost functions that take into

account imperfections in the available CSI).

• The optimization of the quantization step could be done analytically for different

channel models, or even make the quantization step variable.



168 Chapter 7. Conclusions and future work

Regarding the field of application of CSI feedback, the following future lines of

work could be considered:

• The CSI quantization and feedback algorithm could be optimized for coopera-

tive communication schemes, in the modality of virtual MIMO, relaying com-

munications, and network MIMO. The amount of CSI feedback in these type of

architectures can be very high and efficient feedback strategies are vital to help

to reduce feedback overhead and the size of the control plane.

• A performance evaluation of the behavior of the feedback algorithm in the mul-

tiuser MAC could also be carried out.

The topic of feedback link sizing introduced in chapter 6 offers also several inter-

esting possibilities for future work:

• The radio resource allocation could be optimized analytically, taking into ac-

count the training and CSI estimation, quantization and feedback, and data

transmission phases.

• The tradeoff analysis could be extended using different channel models and the

performance evaluation could be implemented using actual channel measurement

data.

• The energy consumed in the base band circuits and the energy consumption of

different feedback algorithms, which can be related to their complexity, could be

taken into account explicitly in the tradeoff analysis and optimization.

• The analysis of the radio resource allocation tradeoff could be extended to more

complex system architectures, such as multiuser scenarios, network MIMO, and

cooperative MIMO communications, in which the size of the feedback overhead

is usually higher and can be a very important factor in the overall system per-

formance.
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[Pay09a] M. Payaró, and D. P. Palomar, “Hessian and concavity of mutual infor-

mation, differential entropy, and entropy power in linear vector Gaussian

channels”, IEEE Trans. on Information Theory , vol. 55, no. 8, pp. 3613–

3628, aug. 2009.

[Pay09b] M. Payaró, and D. P. Palomar, “On optimal precoding in linear vector Gaus-

sian channels with arbitrary input distribution”, Proc. IEEE International

Symposium on Information Theory (ISIT’09), pp. 1085 – 1089, jul. 2009.

[Pen06a] X. Pennec, “Intrinsic statistics on Riemannian manifolds: basic tools for

geometric measurements”, Journal of Mathematical Imaging and Vision,

vol. 25, no. 1, pp. 127–154, jul. 2006.

[Pen06b] X. Pennec, P. Fillard, and N. Ayache, “A Riemannian framework for ten-

sor computing”, International Journal of Computer Vision, vol. 66, no. 1,

pp. 41–66, jan. 2006.
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