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Can Situational Action Theory Explain the Gender Gap in Adolescent 

Shoplifting? Results from Austria. 

 

Abstract 

 

Although shoplifting is one of the crimes with the smallest gender gap among all offense 

types, most studies still conclude that males steal from shops more frequently than females. 

The roots of the gendered distribution of shoplifting have not yet been satisfactorily 

explained. This work investigates whether Situational Action Theory can account for males’ 

greater involvement in shoplifting compared to females and if the propensity–exposure 

interaction that is at the heart of the theory applies to both genders. Results from a large-scale 

student survey conducted in Austria suggest that Situational Action Theory generalizes to 

both genders and that it is well suited to explain why males are more likely to shoplift than 

females. 
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Can Situational Action Theory Explain the Gender Gap in Adolescent 

Shoplifting? Results from Austria. 

 

KEY RESEARCH QUESTIONS 

 

One of the few robust findings of decades of criminological research is that crime is 

committed more frequently by males than by females, and that this gender gap increases with 

the seriousness of the offense (Junger-Tas et al., 2004; Moffitt et al., 2001; Steffensmeier & 

Allan, 1996)
1
. Compared to more serious property or violent crimes, higher proportions of 

female offenders are associated with milder forms of property crime, such as shoplifting 

(Bamfield, 2012; Steffensmeier & Allan, 1996). Indeed, shoplifting is often seen as a “pink 

collar crime”, an offense committed predominantly by females. This is consistent with the 

stereotype that shopping is a female pursuit (or leisure activity) in many segments of society. 

However, contrary to this assumption most studies report higher rates of shoplifting among 

males than among females (Bamfield, 2012; Blanco et al., 2008; Farrington, 1999; Klemke, 

1992; Krasnovsky & Lane, 1998; Piquero et al., 2005; Tonglet, 2002; Wittenberg, 2009). 

Nonetheless, some evidence suggests that this gender gap may be shrinking: several recent 

studies have reported nearly equivalent shoplifting rates for males and females (Enzmann, 

2010; Killias et al., 2010; Marshall & He, 2010) while others even indicate that, especially in 

younger cohorts, rates amongst females may be beginning to surpass those amongst males 

(Wikström et al., 2012; Wikström & Butterworth, 2006). 

Along with violence and vandalism, shoplifting is one of the most common forms of 

adolescent offending in contemporary European societies (Junger-Tas, 2012; Stummvoll et 

al., 2010; Wikström et al., 2012). It is therefore astonishing that it remains so vastly under-

researched (Wittenberg, 2009). This, coupled with the fact that shoplifting appears to be on 

the rise in recent years, renders it an important topic for criminological inquiry. Although 

individual acts cause little harm
2
 (Bamfield, 2012), they are so prevalent that overall 

shoplifting generates considerable economic harm. According to the Global Retail Theft 

Barometer (The Smart Cube, 2015), during 2014/15 shoplifting cost the global retail market 

approximately $ 47 billion (0.5 % of total sales), and the European market approximately $ 17 

                                                 
1
 We use the concept of “gender“ rather than “sex”, because in this paper we write in a sociological tradition and 

do not focus on biological differences between males and females. 
2
 For example, in Germany 50% of all incidents of shoplifting reported to the police in 2011 involved stolen 

goods worth less than €15 (Bundeskriminalamt, 2012). 
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billion (0.4 % of total sales). Just prior to this study – during 2010/11 – Austrian retailers 

suffered losses from shoplifting amounting to $ 310 million (0.6% of total sales) (CRR, 

2011). This rose to $ 539 million (or 0.7% of total sales) by 2014/15 (The Smart Cube, 2015). 

Shoplifting is of course not just a European issue. The U.S., for example, experienced a 

similar cost of shoplifting to the European market: $ 13 billion in 2014/15 (0.5 % of total 

sales) (The Smart Cube, 2015). And across 30 different countries, the International Self-

Report Delinquency Study (ISRD-2; 2005–2007) showed that shoplifting was by far the most 

common self-reported property crime among 12–15 year-olds, with 17.3 % of youths 

reporting having shoplifted at least once in their previous life (Marshall, 2013). 

The lack of empirical attention to shoplifting, despite it being one of the most common crimes 

and associated with such large financial costs (Hindelang et al., 1981; Klemke, 1992), means 

that the overrepresentation of females amongst shoplifters compared to other types of 

offenders has received little empirical scrutiny (for an exception see Hirtenlehner et al., 2014, 

or Piquero et al., 2005). It has also been neglected in theoretical reflections, and therefore 

remains largely unexplained, consistent with more general criminological shortcomings in 

explaining the gender dynamics of crime. 

Scholars studying the relationship between gender and crime typically draw on the major 

criminological perspectives (e.g., control theories, general strain theory, differential 

association and social learning theories, routine activity theory, etc.; see, for example, 

LaGrange & Silverman, 1999; Burton et al., 1998; Alarid et al., 2000; Broidy & Agnew, 

1997; Piquero & Sealock, 2004)
3
. Most of these theories have been developed with male 

offenders in mind, but assume that the causes of offending are the same for males and 

females. Available research generally supports this assumption, indicating that traditional 

theories apply equally well to male and female offending and the same factors predict male 

and female crime involvement (Agnew, 2009; Hubbard & Pratt, 2002; Moffitt et al., 2001; 

Wong et al., 2010). However, some studies report these factors have slightly different effects 

on males and females. For instance, some family and peer variables appear to be more closely 

related to female offending, whereas some individual and school variables appear more 

closely associated with male offending (Agnew, 2009; Steketee et al., 2013; Svensson et al., 

2016; Wong et al., 2010). This is not surprising given the complexity and interactive nature of 

                                                 
3
 Theories explicitly focusing on the gendered nature of criminal activity are rare (e.g., Hagan, 1989; Hayslett-

McCall & Bernard, 2002; Messerschmidt, 1993; Steffensmeier & Allan, 1996). 
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crime causation and the fact that many relevant factors are not evenly distributed between 

males and females. 

For a theory to be gender adequate, it must not only explain crime equally well for males and 

females (the generalizability problem), but also why males commit more crime than females 

(the gender ratio problem) (Daly & Chesney-Lind, 1988). Research suggests that traditional 

criminological theories can explain significant portions, but not all of the gender gap in 

offending behavior (Agnew, 2009). Controlling for key factors (e.g., self-control, social 

bonds, peer delinquency, supervision) usually reduces the gender effect considerably, but 

seldom to zero or insignificance (Junger-Tas et al., 2004; LaGrange & Silverman, 1999; 

Mears et al., 1998; Piquero et al., 2005). In most studies, a non-negligible part of the gender 

effect remains unexplained (Weerman et al., 2015, p. 4). Hence none of these factors, or 

related theories, has proven perfectly effective in accounting for the gender divide. 

It may be argued that the inability of scholars to fully explain both the similarities and 

differences in male and female offending reflects persistent shortcomings in traditional 

criminological theories. One significant shortcoming is a lack of integration of individual and 

environmental levels of explanation (Wikström, 2006). A growing body of research from 

across the behavioral sciences emphasizes the importance of person-environment interactions 

for understanding development and behavior (Belsky & Pluess, 2009; Blakemore & 

Choudhury, 2006; Ferguson-Smith, 2011; Lipina & Posner, 2012; Rutter, 2012; Simons et al., 

2014; Wikström et al., 2012). Males and females differ on both fronts, i.e., not only 

socioculturally (in terms of their environmental influences) but also biopsychologically (in 

terms of their personal characteristics and experiences). Gender is a proxy for both 

unmeasured biological characteristics and unobserved cultural processes. Ignoring either may 

leave criminological explanations of gender differences in offending shortsighted (Jessor, 

1992; Thijs et al., 2015). 

Another significant deficiency of major criminological theories is the lack of sufficiently 

detailed mechanisms by which key factors cause people to commit acts of crime (Wikström, 

2006; Wikström & Treiber, 2016). Without a clear understanding of what moves people to 

offend, it will remain impossible to explain why males and females experience different 

imperatives. 

Situational action theory (SAT; Wikström, 2004, 2006, 2010, 2012, 2014) proposes to address 

these shortcomings by integrating person-oriented and environment-oriented explanations of 

crime in a framework that details the mechanism through which people and environments 
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interact situationally (at the point of action) to cause crime. According to SAT, crime happens 

when a person comes to see and choose crime as an action alternative. This perception-choice 

process is shaped by the interaction between a person’s crime propensity and his or her 

criminogenic exposure. So the centerpiece of the theory is the interaction between people and 

their social surroundings, which triggers a perception-choice process that directly governs 

action. 

According to SAT, behavior is always the result of a perception–choice process comprising 

two stages: the perception of behavioral alternatives in response to a particular motivation and 

the choice of which alternative to pursue. SAT argues that perception processes are more 

important than choice processes for explaining why crime happens. This is the case because 

perception processes determine which action alternatives a person considers in relation to a 

certain motivation. SAT suggests that rules about right and wrong actions play a significant 

role in perception. People differ in what actions they think are right or wrong and how 

strongly they feel about doing the right thing (their personal morality). Places differ in what 

actions are defined (e.g. by law) as right or wrong and how strongly they indicate and enforce 

these rules (their moral context). Together, people’s personal rules and the rules of the setting 

they take part in determine whether or not they see crime as an action alternative. 

The perception process (guided by personal morality and the moral context) not only 

determines which action alternatives are considered, but also shapes the process of choice. If 

only one alternative is considered, the choice process is automatic or habitual. Automatic or 

habitual choice is often neglected in standard models of decision-making, but there is growing 

evidence of the importance of automatic or habitual behaviors in human action (Treiber, in 

press). Most decision-making models focus on choices between competing alternatives. SAT 

recognizes that these kinds of choices are also prominent in criminal decision-making, but it 

does not adopt the common assumption that people evaluate their options rationally, based 

primarily on perceived costs and benefits (typically to themselves). Rather, SAT argues that 

people assess their options based on preferences, which may be associated with potential costs 

and benefits, but are constrained by their moral values. 

Furthermore, SAT points out that controls (i.e. self-control and deterrence) are only relevant 

when people deliberate – more precisely: when they choose between competing alternatives 

including crime. In the case of habitual choices, people either do not recognize the need to 

exercise self-control (they see nothing wrong with the perceived action) or are unaffected by 

deterrents in the setting (they are not made aware that the perceived action is wrong). SAT 
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defines self-control as an individual’s ability to align his or her behavior with his or her moral 

values when faced with external pressures which tempt or provoke him or her to do otherwise 

(Wikström, 2004, p. 16 f.)
4
. Self-control therefore comes into play when a setting’s moral 

context encourages a person to see crime as an option in opposition to his or her personal 

morality. SAT defines deterrence as a setting’s ability to align a person’s behavior with the 

rules of the setting when his or her personal desires, commitments or sensitivities lead him or 

her to consider doing otherwise (Wikström, 2008). Deterrence therefore comes into play when 

a person’s morality encourages him or her to see crime as an option in opposition to the rules 

of the setting. Hence, controls are only conditionally relevant. 

A person’s overall tendency to see and choose crime as an action alternative is referred to as 

his or her crime propensity. It is determined by his or her personal morality and ability to 

exercise self-control. A setting’s overall tendency to lead people to see and choose crime as 

an action alternative is referred to as its criminogeneity, and the nature and extent of time that 

people spend in criminogenic settings is described as their criminogenic exposure. 

Criminogenic settings include settings in which other actors (e.g. criminal peers) facilitate the 

perception of crime as an action alternative because they convey moral norms which are 

inconsistent with the law (e.g. encourage shoplifting), as well as settings that foster choosing 

crime because they present low detection and sanction risks (e.g. lack monitoring). At its core, 

SAT posits that the likelihood that a person will commit offences depends on the interplay 

between his or her crime propensity and his or her criminogenic exposure. The theory argues 

that the impact of exposure to criminogenic settings depends on an individual’s propensity for 

crime: those with higher crime propensity will be situationally vulnerable – exposure to 

crime-conducive settings may activate their tendency to see and choose crime as an option 

and thereby have a significant effect on their behavior – while those with a lower crime 

propensity are situationally resistant and do not see crime as an option even when exposed to 

crime-conducive settings
5
. 

An application of SAT to gender differences in crime involvement would suggest males’ 

higher levels of offending could be explained by their having higher crime propensities (i.e., 

greater susceptibility to criminogenic environments), greater exposure to criminogenic 

                                                 
4
 SAT’s conceptualization of self-control is similar to that of Hay and Meldrum (2016, p. 7) who define trait self-

control as capability “of overriding immediate impulses to replace them with responses that adhere to higher-

order standards that typically follow from values, social commitments, and interests in long-term well-being”. 
5
 Some of the core insights of SAT have already been anticipated in Klemke’s (1992, p. 112) “Sociology of 

Shoplifting”: “When a vulnerable individual is exposed to social influences (…) that make shoplifting 

attractive, there is a greater likelihood that shoplifting will be (…) chosen”. 
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environments (i.e., more frequent activation of crime propensities), or both, leading them to 

see and choose crime as an option more frequently, albeit through the same causal process. 

Thus SAT would not suggest that male and female offending requires different explanations. 

According to Bunge (2004), to explain means to identify the mechanism or process that brings 

about a particular effect. SAT clearly maintains that the perception-choice process triggered 

by the interaction between crime propensity and setting criminogeneity is the same for males 

and females. This does not, however, preclude the fact that males and females may come to 

acquire different crime propensities and experience different criminogenic exposure, owing to 

a variety of developmental and social factors. 

Research testing various theoretical perspectives has generally supported the contention that 

males exhibit more personal characteristics and experience more environmental influences 

conducive to crime involvement than females, while evidence that those factors exert different 

influences on males and females remains weak (Agnew, 2009; Moffit et al., 2001; Weerman 

et al., 2015). With one exception (Weerman et al., 2015), SAT has not been used to study the 

relationship between gender and crime, although it may provide further insights. The present 

article therefore seeks to further explore SAT’s potential to account for the gender ratio and 

the generalizability problem which previous criminological theories and inquiries have been 

unable to adequately explain. It draws on the example of adolescent shoplifting, using a large-

scale student survey from Austria as empirical foundation. 

The first research question is whether the gender gradient of adolescent shoplifting can be 

explained by propositions derived from SAT. This study examines to what extent crime 

propensity, criminogenic exposure, and their interaction, which are key to SAT, can account 

for males’ greater involvement in shoplifting than females’. The employed data also enables 

us to investigate whether, with regard to shoplifting, a high crime propensity converges more 

often with elevated criminogenic exposure among males than females. 

The second research question addresses the generality of the theory. It has been argued 

(Moffitt et al. 2001) that males’ disproportionate crime involvement can result from their 

more frequent exposure to key influences (the differential exposure hypothesis), as well as 

from their greater susceptibility to the deleterious impact of those influences (the vulnerability 

hypothesis). SAT would contend that due to the interactive nature of the causes of crime both 

may be true, but that the causes of crime, and the causal process linking them to crime, will be 

the same for males and females. Therefore we will investigate whether the crucial explanatory 

factors – and especially their interplay – apply equally to both male and female shoplifting. 
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Thus, we investigate whether SAT is valid for both males and females, and therewith 

adolescent shoplifting generally. 

 

REVIEW OF EXISTING RESEARCH ON SITUATIONAL ACTION THEORY, GENDER 

AND CRIME 

 

A cause can be defined as “an entity (event, condition) that … has the power to initiate a 

causal process that produces a particular effect” (Wikström, 2012, p. 57). According to SAT, 

the causal process that brings about criminal action is the perception–choice process, through 

which a person comes to see and choose crime as an action alternative, which is triggered 

when an individual with a certain criminal propensity encounters a setting with a certain 

criminogeneity. Thus, a person’s crime propensity and criminogenic exposure are the 

interactive causes of his or her criminal conduct. 

Gender is not regarded as a genuine cause of crime in SAT, not even as one of the causes of 

the causes. The state of being male or female (socially or biologically) is not causally 

effective; it does not move an individual to commit an act of crime. Instead, gender is 

described as an attribute or marker that may be related to characteristics or experiences 

relevant in crime causation, such as crime propensity and criminogenic exposure (Wikström, 

2007, 2012). Since gender is associated with the causes (and the causes of the causes) of 

behavior, it is predictive of criminal conduct without being a cause itself. 

Nevertheless, an alternative approach may be to consider gender as one among many causes 

of the causes (Gangl, 2010)
6
. Gender certainly has the potential to shape processes and 

relationships that influence both an individual’s crime propensity and his or her criminogenic 

exposure. For example, gender can affect processes of social and self selection that shape 

people’s activity fields. This has consequences for the kind and extent of moral education and 

cognitive nurturing they receive, and therewith also for their development of different crime 

propensities. Gendered selection processes can result in differential exposure to contexts in 

which these propensities may be expressed. Biological characteristics can have an impact on 

how males and females respond to different experiences, and the cumulative effects of these 

experiences can lead to differences in desires, commitments, sensitivities and preferences. So, 

mediated by a variety of biological, developmental and social factors and processes (e.g. 

                                                 
6
 Gangl (2010, p. 38 f.) makes it very clear that nonmanipulable factors such as gender and race have causal 

significance because they place individuals into socialization patterns and opportunity structures. 



10 

 

genetic endowment, socialization, controls, routine activities, social networks), gender may be 

part of a complex causal chain underlying individual behavior and therewith gender 

differences in crime involvement. 

But despite gender differentials in the distribution of crime propensity and criminogenic 

exposure, SAT would argue that females with high crime propensity and criminogenic 

exposure will be just as likely to offend as males with similar levels, and that males with low 

crime propensity and criminogenic exposure would be just as likely to not offend as females 

with similar levels; it is their propensity and exposure, not their gender, that determines, and 

can explain, their crime involvement. 

Research on the gendered distribution of the factors affecting crime propensity and 

criminogenic exposure supports these assertions. Numerous studies have found that females, 

compared with males, have stronger personal morals (Mears et al., 1998; Piquero et al., 2005; 

Svensson, 2004; Weerman & Hoeve, 2012) and higher levels of self-control (Gavray et al., 

2013; Hirtenlehner & Blackwell, 2015; LaGrange & Silverman, 1999; Marshall & Enzmann, 

2012). Females also tend to perceive greater risks of being detected and punished (Grasmick 

et al., 1993a; Hagan, 1989; Hirtenlehner et al., 2014; Piquero et al., 2005), acquire fewer 

criminal friends (Mears et al., 1998; Moffitt et al., 2001; Piquero et al., 2005; Weerman & 

Hoeve, 2012), and spend less time hanging out with their peers (Bottcher, 2001; Mears et al., 

1998; Weerman & Hoeve, 2012). The former attest to differences in their crime propensities, 

the latter to differences in their criminogenic exposure. 

To date, only one study has directly analyzed these gender differences and their relation to 

crime within the SAT framework. Using longitudinal data from adolescents attending schools 

in The Hague (Netherlands), Weerman and colleagues (2015) investigated to what extent 

SAT’s key components of crime propensity and criminogenic exposure are equally related to 

crime involvement among males and females and can explain the gender ratio in crime 

involvement. 

Results showed that the effect of gender on delinquency is substantially reduced when core 

indicators of propensity (morality, self-control) and exposure (unsupervised peer activities, 

association with rule-breaking peers) are entered as control variables into Tobit regression 

models. The fact that a small significant gender effect remains may be due to a failure to 

include the propensity–exposure interaction into the explanatory models, which means that 

this study can only be regarded as a partial test of SAT’s potential to address the gender ratio 
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problem. Findings also demonstrated that the effects of the employed predictor variables do 

not differ between males and females, indicating that SAT is applicable to both genders. 

In a series of studies, Pauwels (2012, 2015; Schils & Pauwels, 2014) also tested SAT’s 

applicability to the generalizability problem. Drawing on data from adolescents in Belgium, 

Pauwels and colleagues investigated the interplay between crime propensity and criminogenic 

exposure within subgroups of males and females from native and migrant backgrounds. The 

common finding from these works was that SAT’s propensity–exposure interaction emerges 

within all subgroups, indicating that the postulated interaction dynamics are invariant across 

gender (and ethnicity). 

These studies provide support for SAT’s ability to explain offending by males and females 

(the generalizability problem) and partial support for its ability to explain differences in crime 

involvement between males and females (the gender ratio problem). In this study we will 

explore whether this holds true in the case of adolescent shoplifting and if a full test of SAT, 

which includes the propensity-exposure interaction, can fully account for gender differences 

in theft from shops. 

 

METHODS 

 

Data 

The data comes from the Austrian Adolescent Shoplifting Survey, a school-administered 

online survey of 2,911 students in the seventh and eighth grade, conducted in two Austrian 

provinces (Upper and Lower Austria) in 2011. The majority of participants were 13 and 14 

years old. Males and females are equally represented in the sample (see Table 1). 

Sampling followed a multi-stage procedure. At stage one, a random sample of 50 schools 

from Upper Austria and 42 schools from Lower Austria was selected.
7
 This sample was 

disproportionally stratified by school type. At stage two, a random selection of one seventh 

and one eighth grade class per school was taken. At stage three, all students in the selected 

classes were included. This yielded a final sample size of 2,911 students (86% of the original 

sample due to absences and refusals). 

                                                 
7
 To achieve this net sample of 92 schools, 115 schools registered by the provincial supervisory school 

authorities were contacted (80% participation rate). 
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Design weights are applied to this dataset to adjust for unequal selection probabilities 

resulting from the disproportionate sampling plan. Prior to statistical analysis, this design 

weighting was complemented with a post stratification of the data
8
. The latter was based 

simultaneously on province, grade and gender. Hence, the sample is fully representative of the 

population with respect to these characteristics. The composition of the sample is reported in 

Table 1. 

The survey was conducted online during class time, when each class was led to the schools’ 

computer room to complete the survey under the instruction of trained interviewers. Teachers 

were present to ensure discipline, but the interviewers made certain that the teachers could not 

see the answers provided by the students. 

- Insert Table 1 about here - 

 

Measurement 

Shoplifting: Shoplifting frequency was measured by the question “How many times have you 

taken something from a shop without paying for it in the last 12 months?” In total, 5.1% of 

the respondents reported having shoplifted at least once during the year before the survey; a 

proportion close to the 1-year-prevalence rate of 6% reported by Austrian participants of the 

ISRD-2 study (Stummvoll et al., 2010)
9
. 

Propensity: In line with SAT’s contention that a person’s morality and his or her ability to 

exercise self-control are the key factors that shape an individual’s crime propensity, Z-scores 

of sub-scales for these concepts were summed to create a composite measure for a 

respondent’s propensity to shoplift. 

To assess shoplifting-relevant morality, an index variable was generated that combines three 

items tapping into the perceived wrongfulness of theft from shops, and feelings of guilt and 

shame about shoplifting. A sum score merging moral beliefs and moral emotions was 

constructed by adding up the three Z-standardized item values (Cronbach’s α = .71). 

The ability to exercise self-control was measured with an abridged version of the self-control 

scale utilized by Wikström and colleagues (2012), which builds on the inventory developed 

by Grasmick et al. (1993b). The six employed items tap particularly, but not exclusively, into 

                                                 
8
 The results reported in this paper remain stable when the unweighted data is used. 

9
 With sampling being based on grades 7 to 9, the Austrian ISRD-2 study draws on a nearly equivalent age 

group. 
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the impulsivity and risk-taking dimensions of the construct that are most consistent with 

SAT’s conceptualization of self-control and which have been shown to be most predictive of 

criminal behavior (Arneklev et al., 1993; Vazsonyi et al., 2001; Wikstrom & Treiber, 2007). 

Responses on a four-category scale were summed to form a total score (Cronbach’s α = .63). 

Morality and the ability to exercise self-control are correlated with r = .35 (p  .001). 

Exposure: In accordance with SAT’s idea that people’s exposure to criminogenic settings is 

determined by the moral context of the environment to which they are directly exposed and 

the deterrent quality of the settings in which they take part, Z-scores of sub-scales for these 

constructs were added up to generate a composite measure of a respondent’s shoplifting-

related exposure. 

The moral context of the settings our respondents encounter was determined by their level of 

exposure to criminal peers. Underlying this is the assumption that adolescents who associate 

on a regular basis with friends who demonstrate and advocate theft from shops are more 

frequently faced with shoplifting-permissive settings. It has been shown that adolescents 

spend much time in the company of friends of the same age (Warr, 2002; Wikström et al., 

2012). They also spend more time in shops with their friends. Research has established that 

adolescent shoplifting is typically a group phenomenon, with co-offending being the rule, not 

the exception (Farrington, 1999; Wikström et al., 2012). So the more time young people 

spend in the presence of peers who hold favorable definitions of shoplifting, the more often 

they will be confronted with moral settings in which the perception and choice of shoplifting 

is encouraged. In brief, because friends, whether mentally or physically present, can signal 

and enforce certain moral norms, close bonds to peers who encourage criminal conduct may 

serve as an indication of increased exposure to crime-conducive moral contexts
10

. 

Perceived moral support of shoplifting among friends was assessed by two items. 

Respondents’ perceptions about both their friend’s moral beliefs about shoplifting and the 

proportion of friends perceived to be involved in shoplifting recently were used as an 

indicator of the moral context of shoplifting-relevant settings. The two highly intercorrelated 

items (r = .55) were summed, and coded so that higher values reflect more criminogenic 

peers, providing a proxy for greater exposure to weak moral contexts. 

                                                 
10

 Although many characteristics of a setting can contribute to its moral context, one key element is certainly the 

type of people present in the setting. “[Y]oung people’s exposure to criminogenic settings is dependent on the 

places they frequent and with whom they… frequent them” (Wikström, 2009, p. 257). Although a setting’s 

moral context is also shaped by other people (e.g., sales staff or adult customers), in the case of young people 

peers can be regarded as particularly influential (Warr, 2002). 
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The deterrent character of shoplifting-relevant settings was operationalized as the product of 

the perceived certainty of detection and the expected sanctioning severity. Both items (r = .22; 

p = .000) were multiplied and coded so that a high value indicates weak deterrence. 

Involvement with shoplifting-prone peers and perceived deterrence are highly correlated; 

r = .81 (p  .001). Respondents who have more crime involved friends perceive less 

deterrence. 

Gender: Females were coded 0, males were coded 1. 

Table 2 provides descriptive statistics and correlations for all measures employed in the 

ensuing analyses. 

- Insert Table 2 about here - 

 

Analytic plan 

Crime frequency measures are normally analyzed with negative binomial regression models 

(Hilbe 2011). These models take account of the skewed and discrete nature of an over-

dispersed incidence variable. SAT’s emphasis on interactive relationships, however, requires 

a rejection of this procedure. Recent methodological studies (Ai & Norton, 2003; Berry et al., 

2010; Bowen, 2012, Karaca-Mandic et al., 2012) suggest that the established practice of 

testing interaction effects by adding product terms to the model equations does not perform 

well in non-linear models such as logistic or negative binomial regression analyses. Non-

linear models confound two types of interaction: a model-inherent coefficient variation 

resulting from the specific form of the employed link function (i.e., from the multiplicative 

nature of the model) and the interaction that is captured by a product term. Both types of 

interaction can cancel each other out, which implies that a significant product term is neither 

necessary nor sufficient for claiming interaction (Berry et al., 2010; Bowen, 2012). 

In view of these problems, this work relies on linear regression analyses to examine the 

hypothesized interdependencies (Aiken & West, 1991). The extremely skewed distribution of 

the shoplifting frequency variable certainly violates key assumptions of the linear regression 

model (multivariate normal distribution and homoscedasticity), but this is partially defused by 

log-transforming it. Logarithmic transformations of the dependent variable help to alleviate 

skewness and heteroscedasticity, but they unfortunately also reduce the power to establish 

interactions (Russell & Dean, 2000). Therefore, and given that non-experimental survey 

research is generally riddled with difficulties in detecting interaction effects (McClelland & 
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Judd, 1993), any findings supporting the existence of interaction relationships while 

employing log-transformed response variables are particularly impressive. 

All regression models were fit using Stata 14 (StataCorp, 2015). Predictor variables were z-

standardized before computing the multiplicative interaction terms (Aiken & West, 1991). 

Due to the non-normal distribution of the dependent variable – the skewness of logged crime 

frequency amounts to 6.33 – clustered robust standard errors were employed (Hannon & 

Knapp, 2003). Robust standard errors provide wider confidence intervals, which correct for 

the heteroscedasticity of the residuals. The clustering takes the nesting of students in classes 

into account, which would otherwise imply a serious underestimation of the standard errors 

and an overestimation of the significance levels. 

Additionally, the propensity–exposure interplay is graphically depicted in interaction 

diagrams. For these charts, the predictor variables were dichotomized at the median for 

illustrative purposes. 

 

RESULTS 

 

Gender ratio problem 

The gender gradients of the included concepts conform to expectations. The well-known 

gender gap in delinquent behavior can also be found for adolescent shoplifting: 7.3% of the 

males report having committed at least one act of shoplifting in the last 12 months, compared 

to only 2.8% of the females (p = .000). The average annual shoplifting frequency of males 

significantly exceeds that of females. 

- Insert Table 3 about here - 

As regards the explanatory factors, males exhibit both a higher level of criminal propensity 

and more exposure to criminogenic settings. This observation is consistent with the 

differential exposure hypothesis, but does not provide a full test of SAT’s argument. SAT 

actually implies that males are more involved in crime than females because for them high 

crime propensity and strong criminogenic exposure converge more frequently. In line with 

this proposition, data show that among males a high propensity for shoplifting combines with 

an elevated shoplifting-conducive exposure nearly twice as often as among females (42.2% 



16 

 

vs. 22.9%; p = .000). The risk of facing this particularly criminogenic propensity–exposure 

combination is 1.84 times higher for males compared to females. 

The significance of the gender difference in shoplifting activity is also confirmed by linear 

regression models predicting log-transformed shoplifting frequency. Model 1 in Table 4 

demonstrates that males are more likely to shoplift than females. This gender effect vanishes 

as soon as explanatory variables derived from SAT are introduced into the analyses. 

Controlling for the main effects of crime propensity and criminogenic exposure suffices to 

explain away the gender gradient (Model 2 in Table 4). Additionally including the 

propensity–exposure interaction – the multiplicative term capturing the dependency of the 

environmental effect on an individual’s propensity to shoplift – does not change the picture 

(Model 3 in Table 4). In total the unstandardized gender coefficient drops from 0.0611 to 

0.0125, which equals a reduction by 80%. These findings suggest that SAT clearly has the 

potential to account for the gender divide in juvenile shoplifting. 

- Insert Table 4 about here - 

The last model can also be read as a partial test of SAT’s power to explain adolescent 

shoplifting, controlling for gender. It becomes apparent that propensity and exposure are 

significantly related to offending, as is their interplay. The postulated propensity–exposure 

interaction is accorded significance: criminogenic exposure increases shoplifting particularly 

when the propensity to shoplift is high. Exposure seems to be somewhat more influential than 

propensity, but in essence it is their interaction that counts. The product term exhibits the 

highest T-value, indicating that the interaction contributes most to the explanation of the 

response variable. This conclusion is also supported by the fact that including the 

multiplicative term raises the proportion of explained variance from 14% to 24%. In all, the 

observation that the impact of exposure to crime-conducive settings depends on the level of 

crime propensity – with criminogenic exposure predicting shoplifting activity especially 

among individuals with high crime propensity – provides firm support for a core proposition 

of SAT
11

. 

 

Generalizability problem 

To assess whether the postulated effect dynamics are invariant across gender, separate 

regression analyses were conducted for females and males. For both female and male 

                                                 
11

 Regression models utilizing untransformed shoplifting frequency as the response variable yield substantively 

identical results. 



17 

 

respondents, log-transformed shoplifting frequency was regressed on crime propensity, 

criminogenic exposure and their interaction (Model 2 in Table 5). The results reveal 

considerable homogeneity across subgroups. The presumed interplay of propensity and 

exposure is evident for females and males. The corresponding interaction term turns out to be 

significant among both genders: females and males with a high propensity to shoplift are 

more affected by shoplifting-conducive exposure than their low-propensity counterparts. In 

other words, the effect of exposure to criminogenic settings on young people’s shoplifting 

activity is stronger for those with a high crime propensity, and this finding applies to both 

female and male respondents
12

. 

- Insert Table 5 about here - 

Figure 1 gives the respective interaction diagrams. It can be seen that shoplifting-related 

exposure makes a difference when the propensity to shoplift is high, but not when the 

propensity is low, and that this is the case both among females and males. 

- Insert Figure 1 about here - 

A detailed inspection of the group-specific regression results reveals that SAT’s explanatory 

power is slightly greater for females’ shoplifting delinquency. The proportion of explained 

variance is 28% for female and 22% for male (logged) shoplifting frequency. This difference 

is too small to warrant deeper conclusions. 

A comparison of the gender-specific regression models hints at slight differences in the 

conditional first-order slopes. To assess whether the regression weights of propensity, 

exposure and their interaction vary significantly across gender, a three-way interaction model 

was estimated (Table 6). This model includes all possible two-way interaction terms 

(gender*propensity, gender*exposure, propensity*exposure) and the corresponding three-way 

interaction term (gender*propensity*exposure). Its results show that neither the simple 

propensity or exposure effects nor the impact of the propensity–exposure interaction differ 

significantly between female and male respondents
13

. This observation once again backs the 

generalizability assumption. 

- Insert Table 6 about here - 

 

                                                 
12

 A replication of the analyses with untransformed shoplifting frequency as dependent variable provides 

substantively identical results. 
13

 Fitting the three-way interaction model with untransformed shoplifting frequency as the response variable 

provides substantively identical results. 
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Sensitivity analyses 

The previous analyses are based on a linear modelling approach. Linear regression maximizes 

the chances for detecting significant interaction effects, but entails the risk of taking floor or 

ceiling effects for interaction (Osgood et al., 2002). Besides, as outlined in the methodological 

section of this article, skewed crime frequency measures violate crucial assumptions of OLS 

regression models, which may result in biased standard errors and test statistics. 

To assess whether the findings are robust in a non-linear framework, the linear models were 

re-estimated as logistic regression analyses. Binary logistic regression was selected for the 

sensitivity analyses, because for this technique a special procedure for examining (total) 

interaction effects is available – the so-called INTEFF procedure developed by Ai and Norton 

(2003). Remember that in non-linear models the form of the function that links the dependent 

variable to the linear combination of the independent variables (often the log or the logit) 

forces the marginal effect of each predictor variable to be conditional on the value of each 

predictor in the model, rendering a significant product term neither necessary nor sufficient 

for claiming interaction (Berry et al., 2010; Bowen, 2012). Drawing on partial derivatives, 

INTEFF computes specific total interaction effects for each observation in a data set, which 

are then averaged and equipped with standard errors. These total interaction effects combine 

both the model-inherent interaction that stems from the form of the employed link function 

and the interaction associated with the introduction of a product term. 

Since Ai and Norton (2003) have implemented their procedure only for models with binary 

response variables, examining the robustness of the findings gained in a linear context was 

carried out by means of a series of logistic regression analyses. For this purpose, shoplifting 

frequency had to be dichotomized to a prevalence measure, with 0 indicating the absence of 

any acts of shoplifting in the year preceding the survey and 1 denoting the involvement in at 

least one act of shoplifting. Owing to the low prevalence of shoplifting in the sample (5.1 %) 

and the fact that only 1 % of the respondents reported five or more acts of shoplifting, this 

categorization results in little loss of information. 

Appendix 2 and 3 give the results of the logit analyses. In essence, the findings of the OLS 

models are replicated. Boys are more likely to be involved in shoplifting than girls. The 

gender effect loses its significance as soon as crime propensity and criminogenic exposure are 

added to the models. The INTEFF procedure provides firm evidence of interaction
14

: the 

impact of exposure on the prevalence of shoplifting is significantly greater among individuals 

                                                 
14

 INTEFF was conducted with Stata 14 (StataCorp, 2015). 
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of high crime propensity. And last but not least, this pattern of interaction emerges both 

among males and females. In all, these findings demonstrate that SAT can successfully deal 

with both the gender ratio and the generalizability issue regarding adolescent shoplifting 

delinquency. 

 

CONCLUSIONS 

 

One of the core findings of previous criminological inquiry is that males commit more crime 

than females (Steffensmeier & Allan, 1996). Knowledge about the causes of this gender gap 

has remained scarce, however. Although numerous theories have been applied to the gender 

difference in criminal involvement (Agnew, 2009), none has proven to be capable of entirely 

accounting for the male crime surplus. This is true also for the gender gradient of adolescent 

shoplifting, which – surprisingly in light of the prevalence of the crime – has not received 

much empirical attention. 

The present study examines both SAT’s potential to explain why males are more likely to 

shoplift than females and whether the key concepts of the theory relate similarly to male and 

female shoplifting. Regression models based on survey data from nearly 3,000 Austrian 

adolescents suggest that SAT can successfully deal with both the gender ratio and the 

generalizability issue regarding adolescent shoplifting. 

Descriptive results show that males commit more acts of shoplifting than females. Entering 

shoplifting propensity and shoplifting-related criminogenic exposure, as well as their 

interaction, into regression equations reduces the gender effect by 80% and renders it 

insignificant. The absence of any significant gender gap after controlling for these variables 

supports SAT's explanation of why males are more involved in shoplifting than females. 

Gender-specific analyses reveal that SAT not only helps to explain the gender effect, but is 

also valid for males and females. Among both male and female respondents a significant 

propensity–exposure interaction emerges; the effect of criminogenic exposure grows when 

propensity for crime increases. This interaction effect does not differ between males and 

females; for both genders exposure to shoplifting-conducive settings affects shoplifting 

frequency particularly among individuals with a high propensity to steal from shops. Male 

and female adolescents with a low propensity to shoplift appear to be more resistant to 

criminogenic influences from the environment. 
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These findings also provide strong support for SAT in general. Leaving gender aside, the 

hypothesized interplay of crime propensity and criminogenic exposure accounts for young 

people’s shoplifting, adding further evidence to the conclusion that SAT is a general theory of 

criminal conduct (Wikström, 2006). 

In sum, our results provide more evidence for the differential exposure hypothesis than they 

corroborate the vulnerability hypothesis. The causes of shoplifting delinquency are distributed 

unevenly between the genders, but their relationship to shoplifting is by and large the same 

for males and females. Males report higher levels of criminal propensity and criminogenic 

exposure than females, which means they spend more time in criminogenic contexts to which 

they are more susceptible. It is this more frequent convergence of crime-driving personal and 

environmental factors among males that explains their heavier involvement in shoplifting; the 

impact of this particularly criminogenic propensity–exposure combination is identical for 

male and female adolescents. 

As with all research, there are some methodological limitations of this study that must be 

addressed. 

First of all, the cross-sectional nature of the present work implies problems for establishing 

causality. The outcome variable (shoplifting frequency in the year preceding the survey) dates 

from before the employed predictors, which is standard operating procedure for this kind of 

study and is discussed in detail elsewhere
15

 (Wikström et al. 2012, p. 129 ff.). However, there 

is little reason to assume that prior offending creates specific types of interaction between the 

utilized explanatory factors. Furthermore: the main objective of this study is to tackle the 

gender divide in shoplifting, and gender may certainly be regarded as a very stable 

characteristic that is not subject to change over time
16

. 

Limitations also result from our measurement of SAT’s central concepts. The fact that our 

measure of shoplifting-related morality combines cognitive beliefs with the emotions of guilt 

and shame is certainly a strength, at least compared to other tests of SAT which often draw 

solely on moral beliefs (e.g. Haar & Wikström, 2010; Svensson & Pauwels, 2010). However, 

our measure of the ability to exercise self-control only partially reflects the concept as defined 

in SAT. The employed attitudinal self-control measure is strongly influenced by the Grasmick 

et al. (1993b) scale, which was developed to capture self-control in the sense of Gottfredson 

                                                 
15

 Using lag periods of one to two years between measures of propensity and exposure and acts of crime, which 

is the norm in longitudinal criminological research, is equally problematic given the perception-choice 

process being tested occurs over a matter of seconds, not years. 
16

 We are well aware that in singular cases the gender identity of an individual may change over the life-course. 
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and Hirschi (1990) and at best depicts the ability to withstand current temptations and 

provocations. Certainly it is not an exact operationalization of the capability of resisting 

situational incentives or external pressures to act against one’s own personal morals 

(Wikström & Treiber, 2016). Future research testing SAT without doubt needs measures of 

self-control that are more in line with the definition of the concept within the theory. 

Another weakness is our incomplete measure of exposure to shoplifting-conducive settings. 

Although potent enough to account for the gendered nature of adolescent shoplifting activity, 

it nevertheless fails to fully capture the level of shoplifting-related criminogenic exposure. 

The amount of time spent in shops or the presence (or absence) of people other than peers are 

not included in our operationalization. This deficiency may lead us to underestimate the 

explanatory contribution of shoplifting-relevant exposure. On the other hand: it is well known 

that, due to projection bias and false consensus effects, indirect measures of peer delinquency 

tend to overestimate the influence of delinquent friends on respondents’ behavior (Rebellon & 

Modecki, 2013). 

Besides, association with delinquent peers is a justifiable, but somewhat atypical measure of 

the moral context and therewith exposure to criminogenic settings. Other studies testing SAT 

have relied on lifestyle risk (e.g. Svensson & Pauwels, 2010; Wikström & Butterworth, 2006) 

or time spent in settings with low collective efficacy (e.g. Wikström et al., 2010, 2012) as a 

measure of criminogenic exposure. The employed scales of lifestyle risk usually include 

involvement with delinquent friends as one empirical indicator among others. Nevertheless: 

neither does our measure of exposure capture the amount of time respondents spend together 

with crime-prone peers in specific shops nor does it provide a really situational analysis of 

setting criminogeneity and the commitment of acts of shoplifting. Beyond all doubt, the 

space–time budget (Wikström et al., 2012) represents a more promising approach to tapping 

into the situational nature of criminal activity. The space–time budget provides a detailed 

hour-by-hour measure of criminogenic exposure that allows to overcome the deficiencies of 

generalized survey measures of exposure to high-risk environments. Measuring exposure and 

action at the same point in time is key to adequately testing SAT. 

It is also true that our measure of deterrence is not located at the situational level. 

Decontextualized generalized perceptions of detection risk may more capture the respondents’ 

overall sensitivity to risk than they depict their exposure to settings with varying deterrent 

capacities (Wikström, 2008). Generalized risk perceptions do not allow to relate the deterrent 

quality of a specific setting to the behavioral response. Hence it remains open to what extent 
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deterrence perceptions are shaped by exposure to certain settings and whether an individual 

refrains from offending due to the deterrent character of a given setting. These are issues that 

should be addressed in future inquiries on SAT. 

And, of course, owing to experiential (Saltzman et al., 1982) and selection effects (Matsueda 

& Anderson, 1998) the cross-sectional nature of our study and with this the temporal ordering 

of the concepts becomes especially problematic in the case of peer delinquency and perceived 

sanction risk. 

Finally, it remains unclear to what extent our findings generalize to other crimes. Juvenile 

shoplifting differs from other offenses in the sense that it is an instrumental crime that is often 

committed in groups, normally causes little damage, and satisfies common adolescent goals 

(Klemke, 1992)
17

. Whether our results are also valid for more serious types of crime is a 

question for future research. 

Overall, our findings support the assertions of SAT that gender is related to crime propensity 

and criminogenic exposure and their intersection, and that these factors can explain male and 

female offending equally well, while at the same time accounting for the skewed gender ratio 

in crime involvement. The next question we must ask is “Why are there gender differences in 

crime propensity and criminogenic exposure?”. The complex causal chain between gender 

and crime propensity or criminogenic exposure marks a worthwile field for future research. In 

this paper we have tested SAT’s situational model, but the theory has been enriched with 

developmental and social models to explain the emergence of people and settings and the 

processes of selection which bring them together (Wikström, 2005; Wikström & Treiber, 

2016). Exploring these processes in relation to gender may provide further insights into 

existing differences in and the (causes of the) causes of male and female patterns of crime 

involvement. Svensson and colleagues’ (2016) initial test of gendered socialization processes 

may represent a good starting point. 

In a broader sense, the reported findings suggest that integrative theories comprising both 

personal and environmental factors (and especially their interaction) are more effective in 

explaining the gender ratio of criminal behavior than traditional one-sided theories. The major 

criminological perspectives which often emphasize either person- or environment-oriented 

influcencing factors often fail to fully account for the relationship between gender and 

offending (Agnew, 2009). Usually they can explain parts but not all of the gender gap in 

                                                 
17

 Studies on the motivation underlying juvenile shoplifting have found three main driving factors: financial 

reasons, excitement, and group-related motives (Farrington, 1999; Klemke, 1992). Obtaining thrill and 

impressing friends through shoplifting activity may be regarded as instrumental motives among adolescents. 
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juvenile delinquency (Weerman et al., 2015). Hence, for obvious reasons, it will make sense 

to examine how successful other theories focusing on person-environment interactions – such 

as Wright et al.’s (2001) life-course model of interdependence or Hay and Meldrum’s (2016) 

life-course self-control theory – can address the gendered nature of adolescent shoplifting or 

juvenile delinquency in general. 
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Figure 1: Interaction diagram 

 

 

Note: propensity and exposure are dichotomized at the median. 
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Table 1: Sample composition (n = 2,911) 

Characteristic Unweighted 

data 

Weighted 

data 

Sex   

Males 52 % 50 % 

Females 48 % 50 % 

Age   

12 years 19 % 21 % 

13 years 43 % 43 % 

14 years 32 % 30 % 

15 or more years 6 % 6 % 

Grade   

7th class 50 % 50 % 

8th class 50 % 50 % 

Province   

Upper Austria 58 % 49 % 

Lower Austria 42 % 51 % 

 

Table 3: Gender differences 

Variable Males Females p (α-error) 

1-year prevalence of shoplifting  7.3 % 2.8 % .000 

1-year frequency of shoplifting () +0.29 +0.09 .001 

Propensity (Z-score) () +0.14 -0.19 .000 

Exposure (Z-score) () +0.21 -0.23 .000 

High propensity AND high exposure 42.2% 22.9% .000 

 

 



33 

 

 

Table 2: Correlation matrix (product–moment correlation coefficients) 

 1. 2. 3. 4. 

1. Shoplifting frequency 1.00 (.88)    

2. Propensity .24*** (.32) 1.00   

3. Exposure .28*** (.32) .53*** 1.00  

4. Gender (male) .07** (.09) .17*** .22*** 1.00 

Arithmetic mean / Standard deviation 0.19 / 1.43 -0.04 / 1.64 -0.02 / 1.63 0.50 / 0.50 

* p  .05; ** p  .01; *** p  .001     (): correlation with logged shoplifting frequency 

 

Table 4: Predictors of log-transformed shoplifting frequency  

(linear regression analyses with clustered robust standard errors) 

 Model 1 Model 2 Model 3 

 B T B T B T 

Gender (male) 0.06*** 4.22 0.01 0.50 0.01 1.14 

Propensity   0.05*** 3.44 0.03* 2.35 

Exposure   0.08*** 4.89 0.06*** 3.55 

Propensity * Exposure     0.08*** 4.73 

Determination coefficient R² .009*** .140*** .236*** 

Note: the predictors Propensity and Exposure are Z-standardized; the interaction term represents the product of the standardized predictors. 

* p  .05; ** p  .01; *** p  .001     B: unstandardized regression coefficient; T: T–value 
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Table 5: Predictors of log-transformed shoplifting frequency differentiated by gender 

(linear regression analyses with clustered robust standard errors) 

 Females Males 

 Model 1 Model 2 Model 1 Model 2 

 B T B T B T B T 

Propensity 0.04** 3.03 0.04*** 3.59 0.06* 2.51 0.02 1.05 

Exposure 0.05*** 3.25 0.04*** 3.81 0.11*** 4.04 0.09** 2.86 

Propensity * Exposure   0.09*** 3.86   0.08*** 3.28 

Determination coefficient R² .108** .275*** .154*** .221*** 

Note: the predictors Propensity and Exposure are Z-standardized; the interaction term represents the product of the standardized predictors. 

* p  .05; ** p  .01; *** p  .001     B: unstandardized regression coefficient; T: T–value 

 

 

Table 6: Generalizability of the predictors of log-transformed shoplifting frequency  

(linear regression analysis with clustered robust standard errors) 

 B T 

Gender (boy) 0.02 1.32 

Propensity 0.04*** 3.59 

Exposure 0.04*** 3.81 

Propensity * Exposure 0.09*** 3.86 

Gender * Propensity -0.02 1.26 

Gender * Exposure 0.05 1.62 

Gender * Propensity * Exposure -0.01 0.39 

Determination coefficient R² .241** 

Note: the predictors Propensity and Exposure are Z-standardized; gender is included as raw score. 

* p  .05; ** p  .01; *** p  .001     B: unstandardized regression coefficient; T: T–value 
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APPENDIX 

 

Appendix A: Measures 

Shoplifting How many times have you taken something from a shop without paying for it in the last 12 

months? (___ times) 

Morality How wrong is it to steal a music CD from a shop? (“very wrong” = 1, “wrong” = 2, “a little 

wrong” = 3, “not wrong at all” = 4) 

Would you feel guilty if you stole something from a shop? (“yes, very much” =1, “yes, a 

little” = 2, “no, not at all” = 3) 

If you were caught shoplifting and your parents found out about it, would you feel ashamed? 

(“yes, very much” = 1, “yes, a little” = 2, “no, not at all” = 3) 

Self-control I often act on the spur of the moment without stopping to think. 

I often try to avoid things that I know will be difficult. 

I lose my temper pretty easily. 

When I am really angry, other people better stay away from me. 

I often take a risk just for the fun of it. 

Sometimes I find it exciting to do things that are dangerous. 

(“Strongly agree” = 4, “mostly agree” = 3, “mostly disagree” = 2, “strongly disagree” = 1) 

Moral context Most of my friends think it is okay to take something away from a shop without paying for 

it. (“Strongly agree” = 4, “mostly agree” = 3, “mostly disagree” = 2, “strongly disagree”= 1) 

How many of your friends stole something from a shop in the last 12 months? (“none” = 1, 

“a few” = 2, “most of them” = 3, “all” = 4) 

Deterrence Do you think there is a great risk of getting caught if you steal a CD in a shop? (“no risk at 

all” = 3, “a small risk” = 2, “a great risk” = 1, “a very great risk” = 0) 

Do you think you would be in great trouble if you got caught shoplifting? (“no trouble at all” 

= 3, “a little bit of trouble” = 2, “much trouble” = 1, “very much trouble” = 0) 
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Appendix B: Predictors of shoplifting prevalence  

(logistic regression analyses with clustered robust standard errors) 

 Model 1 Model 2 Model 3 

 B Z B Z B Z 

Gender (male) 0.99*** 4.25 0.34 1.38 0.31 1.30 

Propensity   0.72*** 5.30 0.87*** 5.88 

Exposure   1.11*** 7.45 1.22*** 6.07 

Propensity * Exposure (inteff)     0.02*** 4.47 

Pseudo R² .027*** .339*** .340*** 

Note: the predictors Propensity and Exposure are Z-standardized; the interaction term represents the product of the standardized predictors. 

* p  .05; ** p  .01; *** p  .001     B: unstandardized regression coefficient; Z: Z–value 

 

 

Appendix C: Predictors of shoplifting prevalence differentiated by gender 

(logistic regression analyses with clustered robust standard errors) 

 Females Males 

 Model 1 Model 2 Model 1 Model 2 

 B Z B Z B Z B Z 

Propensity 1.07*** 5.66 0.92*** 4.16 0.59*** 3.84 0.87*** 5.41 

Exposure 0.94*** 6.79 0.68** 3.17 1.16*** 6.07 1.34*** 5.71 

Propensity * Exposure (inteff)   0.02*** 3.33   0.01*** 4.49 

Pseudo R² .361** .366*** .307*** .312*** 

Note: the predictors Propensity and Exposure are Z-standardized; the interaction term represents the product of the standardized predictors. 

* p  .05; ** p  .01; *** p  .001     B: unstandardized regression coefficient; Z: Z–value 

 


