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Abstract— To optimize performance of applications running
over wireless channels state-of-the-art wireless access technologies
incorporate a number of channel adaptation mechanisms. While
these mechanisms are expected to operate jointly providing the
best possible performance for current wireless channel and traffic
conditions, their joint effect is often difficult to predict. To
control functionality of various channel adaptation mechanisms a
new cross-layer performance optimization system is sought. This
system should be responsible for exchange of control information
between different layers and further optimization of wireless
channel performance. In this paper design of the cross-layer
performance control system for wireless access technologies with
dynamic adaptation of protocol parameters at different layers
of the protocol stack is proposed. Functionalities of components
of the system are isolated and described in detail. To determine
the range of protocol parameters providing the best possible
performance for a wide range of channel and arrival statistics the
proposed system is analytically analyzed. Particularly, probability
distribution functions of the number of lost frames and delay
of a frame as functions of first- and second-order wireless
channel and arrival statistics, automatic repeat request, forward
error correction functionality, protocol data unit size at different
layers are derived. Numerical examples illustrating performance
of the whole system and its elements are provided. Obtained
results demonstrate that the proposed system provide significant
performance gains compared to static configuration of protocols.

Index Terms— wireless channels, non-stationarity, cross-layer
performance control, system design, performance evaluation.

I. INTRODUCTION

TO optimize performance of applications in wired net-
works it is often sufficient to control performance degra-

dation caused by packet forwarding procedures. Even though
this is not a trivial task, dealing with wireless networks we also
have to take into account performance degradation caused by
incorrect reception of channel symbols at the air interface.
These errors propagate to higher layers often contributing
a lot to end-to-end performance degradation. As a result,
the air interface could be a ’weak point’ in any end-to-end
performance assurance model would ever be proposed for IP-
based wireless networks.

To improve performance of wireless channels state-of-the-
art wireless access technologies incorporate a number of
advanced features including multiple-in multiple-out (MIMO)
antenna design, adaptive modulation and coding (AMC)
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scheme, different automatic repeat request (ARQ) and for-
ward error correction (FEC) procedures, transport layer error
concealment functionality, etc. Although being implemented
at different layers of the protocol stack all these features
aim at performance improvement of information transmission
over wireless channels. To decide which protocol parameters
provide the best possible performance for a given traffic and
channel conditions, wireless access technologies call for novel
design of the protocol stack that should now include cross-
layer performance optimization capabilities.

To optimize performance of applications running over wire-
less channels different layers of the protocol stack should
be allowed to communicate between each other exchanging
control information. This information should be used by a
certain performance control entity to determine the set of
protocol parameters providing optimized performance at any
given instant of time. Depending on the state of the wireless
channel and traffic characteristics of an applications, it should
be possible to dynamically change protocol parameters at
different layers to obtain best possible performance for given
wireless channel and traffic at any given instant of time. To
achieve this aim a performance control system is needed.

In this paper we propose the reactive performance control
system responsible for dynamic adaptation of protocol param-
eters at different layers. Functionality of each component of
the system is discussed in detail. Protocol parameters include
error concealment capability of FEC code at the physical layer,
ARQ scheme, size of frames, and buffer space at the data-
link layer, rate of the active application. Depending on the
current state of the wireless channel and application in terms of
first- and second-order bit error and frame arrival statistics, the
proposed system determines the set of protocol parameters that
result in best possible performance. To determine the range
of protocol parameters providing optimized performance for
a wide range of channel and arrival statistics the proposed
system is analytically analyzed for probability distribution
functions of the number of lost frames and delay of a frame.
Numerical examples illustrating performance of the system
are provided. Our results demonstrate that dynamic error
concealment techniques may provide significant performance
gains compared to static configuration of protocols. Using
the proposed system quality of the wireless channel can be
dynamically regulated providing truly best effort service over
the air interface.

The rest of the paper is organized as follows. The need for
cross-layer interactions between protocols at the air interface
is explained in Section II. The structure of the cross-layer
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performance control system for wireless channels is proposed
in Section III. Elements of the system are described in detail.
Section IV provides mathematical foundation of the proposed
performance control system. Numerical examples illustrating
performance of the proposed system are provided in Section
V. Conclusions are given in the last section.

II. THE NEED FOR CROSS-LAYER DESIGN

A. Cross-layer interactions in the protocol stack

Both ITU-T OSI abstract protocol model and TCP/IP proto-
col model separate and isolate functionalities of each layer of
the protocol stack. In these models each layer is responsible for
a certain set of functions, communicates directly with the same
layer of a peer communication entity and is usually unaware
of specific functions of other layers. Both architectures do not
allow direct communication of any kind between non-adjacent
layers. Communications within the protocol stack are only
allowed between adjacent layers using the so-called request-
response primitives defined for service access points (SAP).
Higher layers use functions provided by adjacent lower layers.

Although the layered design of the protocol stack has
proven itself to be efficient in wired networks, it is often
inappropriate for wireless networks. To optimize performance
of applications running over wireless channels state-of-the-art
wireless access technologies require novel organization of the
protocol stack at the air interface. Although interfaces between
adjacent layers are still preferable, there is the need for direct
interactions between non-adjacent layers. In fact, the network
layer and above layers often need direct interfaces to the data-
link layer for handover support. Another example concerns
transmission parameters including transmission mode, channel
coding and data-link layer retransmissions which must be
related to application characteristics (e.g. type of information,
source coding, etc.), network characteristics, user preferences
and context of use. In order to take decisions on traffic man-
agement, data-link layer protocols should be aware of higher
layers including network and transport layers’ parameters and
vice versa. In future wireless access technologies we can
refer to the air interface protocol architecture with interactions
among different layers.

We define the cross-layer design of the protocol stack as a
design that violates the respective layered structure of commu-
nication protocols. To date there were a number of proposals
for cross-layers communication. We usually distinguish be-
tween the following types of cross-layer interactions: creation
of new interfaces, merging of adjacent layers, design coupling,
and vertical calibration of parameters across layers [1]. In
order to directly exchange information between non-adjacent
layers at the runtime new interfaces can be created. The
information can be exchanged in the upward and downward
directions. Merging of adjacent layers refers to joint definition
and implementation of two or more adjacent protocols in the
protocol stack. This technique allows to avoid new interfaces
at the expense of more complicated implementation. Note that
this approach is not inherently cross-layer but still violates
the layered architecture of the protocol stack. According to
the design coupling no information is exchanged between

non-adjacent layers at the runtime. Instead, two protocols are
just made aware of operational parameters of each other at
the design phase. Vertical calibration of parameters across
layers refers to the case when parameters of protocols at
different layers are adjacent at the runtime such that a certain
performance metric is controlled and optimized. This approach
also requires new interfaces between non-adjacent layers.

The common aim of all abovementioned cross-layer com-
munication schemes is to explicitly or implicitly exchange
information between layers of the protocol stack whether at
the runtime or at the design phase. Detailed review of cross-
layer design approaches can be found in [1]. Several examples
of the cross-layer design methodologies are discussed in [2].

B. Cross-layer signalling schemes

In order for non-adjacent layers to communicate between
each other the cross-layer signalling scheme is needed. This
scheme should be responsible for exchange of control infor-
mation between different layers using appropriate interfaces.
Up to date a number of signalling schemes for cross-layer
signaling in the protocol stack were proposed. We distin-
guish between in-band and out-of-band signaling. In order
to communicate between TCP and radio link protocol (RLP)
in wireless IP-enabled networks authors in [3] proposed to
use the wireless extension header (WEH) of IPv6 protocol.
The advantage of this method is that it makes use of IP
data packets as in-band signalling for information exchange
between the transport and the data-link layer. Another method
was proposed in [4]. In order to provide communication
between different layers of the protocol stack authors proposed
to use ICMP messages. According to it a new message is
generated whenever a certain parameter changes. The common
shortcoming of two abovementioned approaches is that only
few layers can actually exchange information. A different
’network’ approach was proposed in [5]. According to the
proposal a special network service that gathers, stores, man-
ages and distributes information about current parameters
used at mobile hosts is introduced. Those protocols that are
interested in a certain parameter can access this network
service. This approach provides the cross-layer functionality
via a ’third party’ service. Usage of local profiles instead of
remote network profiles was proposed in [6]. The concept
is similar to that one proposed in [5]. The only difference
is that information is stored locally and there is no need
to access it via the network. This results in low overhead
and low delay associated with this approach. In [7] the
concept of active local profiles is proposed. The principal
difference compared to [6] is that active local profiles do
not only store protocol parameters but implement control
procedures to optimize performance of application running
over wireless channels. In [8] authors proposed a dedicated
cross-layer signalling protocol for communication between
layers in the protocol stack. The major advantage of this
protocol is that non-neighboring layers can exchange control
information directly without processing at intermediate layers.
This approach, however, requires additional complexity to be
introduced directly to the protocol stack.
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Authors in [8] provided a comparison between abovemen-
tioned signalling schemes and advocated out-of-band sig-
nalling. They argue that the signaling propagation path across
the protocol stack is not efficient due to unnecessary pro-
cessing of messages at intermediate layers. Additionally, the
signaling message formats provided by in-band signalling
schemes are not either flexible enough for signaling in both
upward and downward directions or not optimized for wireless
environment where the need for a new parameter to be
exchanged between non-adjacent layer may occur. Finally, we
note that the signalling scheme itself does not provide any
advantages for a communicating entity. The ultimate goal of
all cross-layer signalling schemes is optimization of protocol
parameters at different layers to provide the best possible
performance at any instant of time for any wireless channel
and traffic conditions.

Considering the cross-layer signalling and optimization of
application performance jointly one has to choose whether
to use distributed or centralized control of wireless channel
performance. The in-band cross-layer signalling proposals [3],
[4], [8] imply the distributed performance control strategy. Ac-
cording to those proposals, layers exchange their information
and this information should then be used by the performance
control entities implemented at each layer that participates in
information exchange and allows its parameters to be dynam-
ically controlled. Such approach requires modifications to be
introduced to each layer of the protocol stack. It was pointed
out in [9] that there are a number of problems associated
with distributed control strategy. Indeed, when the decision
regarding changes of parameters is taken independently at each
layer the resulting effect may not be straightforward. Secondly,
delay associated with information exchange between non-
adjacent layers can be unacceptable. Finally, to take appropri-
ate decisions on changes of protocol parameters performance
optimization subsystem must be implemented at each layer of
the protocol stack that participate in performance control.

According to out-of-band signalling proposals [5], [6], lay-
ers export their current operational parameters to a certain
external performance control entity via a predefined set of
interfaces. This external entity not only saves information
of all layers but optimize performance using controllable
parameters of various protocols and then distribute information
regarding what kind of protocol parameters should be used
at the air interface. Thus, it makes an external intelligent
cross-layer performance optimization system that incorporates
features of the out-of-band cross-layer signalling system. This
method is centralized in nature and generally in accordance
with the signalling schemes proposed in [6], [7]. Note that
distributed control is also possible with out-of-band signalling
scheme.

C. The layered architecture and the cross-layer design

Any cross-layer design of the protocol stack violates the
modular design concept. Dealing with cross-layer design we
have to remind the problems it may bring. As it was pointed
out in [9] the layered structure of communication protocols al-
ready proved itself to be easily manageable in wired networks.

Particularly, it provides a modular system design that is impor-
tant to understand the operation of the whole system. At the
development phase system designers must specify a number
of layers, what functionalities each layer should provide and
interfaces to adjacent layers. Moreover, the layered design of
the system significantly simplifies implementation and further
manufacturing of the system allowing, for example, reuse of
components (e.g. protocols, interfaces). Indeed, protocols of
the system can be developed in isolation assuming a certain
set of services that a given protocol receives from the lower
layer and provides to the higher layer.

Cross-layer protocol design may result in significant in-
crease of complexity at the development and implementation
phases. Functionality of the whole system may not be clearly
understood due to a number of multi-layer loops. Additionally,
since the modular design is no longer feasible, implementation
and manufacturing costs can be high. Modification to any
component of the system does not only change its own
behavior but may also affect the performance of the whole
system. Results of this influence are often difficult to predict.
Additional efforts are required to ensure stability of the system.

Summarizing, we conclude that there should be a rational
trade-off between the layered architecture and the performance
optimization of wireless channel performance using cross-
layer design. The cross-layer performance optimization tries
to fulfill the short-term goals in terms of better performance
for a given wireless access technology [9]. Clear and easily un-
derstandable layered architecture leads to long-term benefits.
Among others, the low per-unit cost for a certain performance
is one of the most important driving factors [9]. Thus, dealing
with cross-layer performance control we have to take into
account architectural considerations making as less cross-layer
interactions as possible and implementing the performance
control system as well isolated from the protocol stack as
feasible.

III. THE PERFORMANCE CONTROL SYSTEM

A. Related work

To optimize performance of applications running over wire-
less channels state-of-the-art wireless access technologies in-
corporate a number of advanced features including multiple-in
multiple-out (MIMO) antenna design, adaptive modulation and
coding (AMC) scheme, automatic repeat request (ARQ) proce-
dures, dynamic forward error correction (FEC), transport layer
error concealment functionality, adaptive compression and
coding for real-time application, etc. These mechanisms affect
performance provided to applications differently and their joint
effect is often difficult to predict. Recently, to evaluate joint
operation of various channel adaptation techniques, cross-
layer performance models started to appear. These frameworks
provide a starting point in cross-layer design of wireless
channels describing joint performance of two or more channel
adaptation mechanisms.

Joint operation of AMC and ARQ was studied in [10].
Authors used finite-state Markov chain (FSMC) to capture
changes in modulation and coding schemes. Performance of
MIMO and AMC systems was studied in [11], [12], where
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authors introduced the notion of effective capacity of wireless
channels. Joint operation of TCP congestion control and
ARQ protocol was considered in [13], [14]. Performance
gain provided to real-time and non-real-time applications by
MIMO system was analytically shown in [15]. Liu et. al
considered performance of TCP with AMC implemented at
the physical layer, finite queue length and truncated ARQ at
the data-link layer [16]. Note that implementation of AMC
and MIMO system is rather complex and mainly available for
wide/metropolitan area networks only.

Up to date, there were no contributions that tried to evaluate
the effect of dynamic error-concealment procedures at the
data-link layer assuming non-stationary wireless channel and
traffic characteristics. In this paper we consider real-time
applications with adaptive compression and coding. The size
of protocol data units (PDU) at different layers is allowed
to be dynamically changed. Using the cross-layer approach
we evaluate performance that an application receives running
over wireless channels at the IP layer where it is standardized.
Contrarily to those studies cited above we also propose the
associated performance control system.

B. The structure of the system

The structure of the proposed performance control system
is shown in Fig. 1, where CPOS stands for cross-layer perfor-
mance optimization subsystem. The protocol stack is logically
divided into three groups of protocols. The first group consists
of an application itself that falls into a certain traffic class.
We assume that a network is intended to deliver four traffic
classes. These are conversational, streaming, interactive and
background classes. Applications that fall in conversational
class require to preserve time relation between information
entities of the traffic stream and require stringent guarantees
of end-to-end delivery of the traffic entities. Examples of these
applications include real-time two-way voice communications,
audio multicasting, etc. Applications that are classified to the
streaming class require the network to preserve time relation
between information entities of the traffic stream and do not
require strict guarantees of end-to-end delivery. The most
common example of these applications is the streaming video.
Both interactive and background classes expect a network to
guarantee the reliable delivery of information units. The differ-
ence between these two classes is that interactive class includes
applications operating in request-response mode, thus, posing
additional requirements on end-to-end delay. Applications that
fall in background class are usually characterized by the so-
called bulk transfers and do not require bounded delay in the
network. Although the functionality of the performance control
system for conversational and steaming applications is only
considered here, the system can also be used for interactive
and background applications.

Considering the defined traffic classes one may observe
that there is strict correspondence between the traffic class
and protocols at the transport and network layers. Those
applications that require strict delay requirements usually use
(RTP)UDP/IP as the combination of the transport and network
layer protocols. Those applications that require a network to
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Fig. 1. The cross-layer performance optimization system.

preserve the content of the transmission use TCP and IP at the
transport and network layers, respectively. Nowadays, TCP,
UDP and IP protocols are well standardized. For the sake
of interoperability with existing implementations, no modi-
fications should be made to these protocols. Indeed, changes
introduced to any of these protocols may require network wide
modifications. For this reason, we require that protocols of the
transport and network layers and their parameters should not
be controlled.

Wireless access technology determines how the traffic is
treated at the wireless channel. It defines protocols of the data-
link and physical layers. These protocols are usually specific
for a given wireless access technology and may incorporate
advanced features such as dynamic choice of the parameters
to achieve the best possible performance for given wireless
channel conditions. Since the main performance degradation
in wireless networks stems from the stochastic nature of
wireless channel characteristics, these features of state-of-
the-art wireless technologies provides a feasible option for
performance control.

According to operation of the performance control system,
the application firstly determines the network protocol suit
(TCP/IP or (RTP)UDP/IP) to be used during the active session.
This decision is taken independently of the performance con-
trol system and the mapping is strict for a given application.
The application implicitly notify the CPOS about protocols
that are used at the transport and network layers providing the
traffic class on informational output. It should also provide
information concerning the expected performance level that
should be provided at the local wireless channel. Alternatively,
this information can be stored in CPOS. During the whole
duration of the session CPOS monitors states of wireless
channel and application in terms of covariance-stationary
stochastic process. The current state of the application (traffic
model), the current state of the wireless channel (wireless
channel model) and protocols parameters at the data-link and
physical layers are used to determine performance parameters
that are important for a given application. These parameters
may include frame loss rate, frame delay, delay variation,
etc. Then, CPOS should determine which actions should be
taken to provide the best possible performance for a given
application at the current instant of time, that is, whether
current protocol parameters should be changed and, if yes,
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what changes are required. The list of actions should include
change of protocol parameters at the data-link and physical
layers. This capability is already available in most state-of-
the-art wireless access technologies. Additionally, it may also
include change of the applications parameters (e.g. rate of the
codec for video and audio applications), change of the buffer
space at the data-link layer, change of PDU size at different
layers. The former capability is usually available for real-
time applications such as streaming video or two-way voice
communications. Note that when a certain application does
not allow to change the rate at which the traffic is fed to the
network, the feedback regarding the current rate should still
exist. However, when this capability is available, controlling
inputs should be provided to the source.

At the beginning of the session, the CPOS should also be
made aware of controllable protocols in the protocol stack.
It can be made statically at the development phase. It is
important to note that protocols can be initialized with default
parameters. In this case, these parameters are immediately
communicated to the CPOS. Another approach is to setup
a predefined set of initial parameters for each class of ap-
plications and allow CPOS to initialize protocol parameters.
During the active session the CPOS controls the performance
perceived by an application by setting protocol parameters in
response to changing traffic and channel conditions.

C. The cross-layer performance optimization subsystem

The core of the proposed performance control system is the
CPOS. The structure of the CPOS is shown in Fig. 2. Three
major components of this system are the real-time channel
estimation module (rt-CEM), the real-time traffic estimation
module (rt-TEM) and the performance evaluation and opti-
mization module (PEOM). The rt-CEM is responsible for de-
tecting changes in wireless channel statistics and estimation of
the channel state in terms of the mathematical model. The rt-
TEM performs the same functions for traffic observations. To
enable these capabilities, wireless channel and traffic statistics
are observed in real-time, pre-processed and then fed to the
input of the respective change-point analyzer. Note that usage
of rt-TEM is only mandatory for real-time applications that
have unexpectable traffic patterns. The most common example
of these applications is variable bit rate (VBR) streaming
video. When the traffic pattern of an application is known
in advance this block should be omitted and the predefined
model should be used. Example of these applications include
voice communications.

Change-point analyzers test incoming observations for
changes in parameters that affect performance of applications
running over wireless channels. Recently, emerged methods
of measurement-based traffic modeling allowed to recognize
major statistical characteristics of the traffic affecting its
service performance in a network [17], [18]. According to Li
and Hwang [17] the major impact on performance parameters
of the service process is produced by the empirical distribution
of the arrival process and the structure of its autocorrelation
function (ACF). Hayek and He [18] highlighted importance of
empirical distributions of the number of arrivals showing that

New protocol parameters

Wireless channel observations

PEOM

Change-point analyzer

Channel modeling

Traffic observations

rt-CEM

Change-point analyzer

Traffic modeling

rt-TEM

Fig. 2. The structure of the performance optimization subsystem.

the queuing response may vary for inputs with the same mean
and ACF. It was also shown [17] that accurate approximation
of empirical data can be achieved when both marginal distribu-
tion and ACF of the model match their empirical counterparts
well. Recently, it was also shown that the wireless channel
statistics including the mean frame error rate and the lag-1
autocorrelation of the frame error process significantly affect
performance parameters of applications running over wireless
channels at the data-link layer with hybrid ARQ/FEC [19]. In
[20] authors considered the effect of bit error propagation to
the IP layer with FEC procedures implemented at the data-
link layer. It was also found that the mean bit error rate and
the lag-1 autocorrelation of the bit error process affect the
performance response at the IP layer in terms of the mean
number of lost IP packet. Similar conclusions have been made
in [21], where authors considered the effect of bit errors on
performance of applications at the IP layer.

To monitor wireless channel statistics, SNR, bit error, or
frame error processes can be used. The reason to use the
bit error process is twofold. Firstly, it allows to abstract
functionality of the physical layer of different wireless access
technologies. As a result, a single cross-layer performance
control system can be potentially applied to different wireless
channels. Secondly, the bit error process is binary in nature. It
allows to significantly decrease the complexity of the modeling
algorithm as shown in [22]. It is also allowed to use the SNR
process instead of the bit error process if the relationship
between the bit error probability and the SNR value is known.
Finally, the frame error process can also be used. Note,
that frame error statistics can be directly obtained observing
operation of ARQ protocols at the data-link layer.

Monitoring the frame error process introduces significant
delays in detection of the channel state. In this case, the system
may not react timely to changes in wireless channel conditions.
The advantage of monitoring SNR or bit error processes is that
the reaction time decreases significantly. When the relationship
between the SNR value and bit error probability is already
available (e.g. obtained via filed measurements) the proposed
scheme can be used for SNR observations too. Direct monitor-
ing of the bit error process of the wireless channel may provide
a feasible alternative to this approach. However, in order to
estimate statistics of the bit error process in real-time the
source should periodically transmit a predefined information
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at the wireless channel such that the receiver is aware of
the content of this transmission and its exact placement. This
feature can be implemented using either channel equalization
bits or synchronization information. However, it is still unclear
how much information should be transmitted to provide a
satisfactory estimator of the channel state. Authors in [23]
provided some insights on this problem.

The change-point analyzers must signal those points when
a change in either traffic or wireless channel statistics is
detected. When a change is detected, the current wireless
channel and traffic models are parameterized in the respective
modeling blocks and then immediately fed to the input of
PEOM. The current traffic and channel models are also stored
in the respective modeling blocks for further usage. Note that
it is allowed for PEOM to be activated in response to the
change in either channel or traffic statistics only. Otherwise,
no actions are taken except for continuous monitoring of the
channel and traffic statistics.

The structure of PEOM is shown in Fig. 3. According to
the system design the current traffic and channel models are
fed to the input of the decision module. Taking the reference
performance of a given application at appropriate layer (e.g.
data-link or IP) as another input, this module decides whether
the current performance is satisfactory. In order to take this
decision the module containing the performance evaluation
framework (PEOF) is activated. If the performance is satisfac-
tory, no changes are required and current protocol parameters
are further used. Otherwise, the current wireless channel and
traffic models are used to decide whether performance can be
improved and, if so, which parameters have to be changed and
how. Depending on particular protocols of the protocol stack
and type of the application, new protocol parameters resulting
in best possible performance for a given wireless channel and
traffic statistics are computed in the PEOF and then fed back
to the decision module. These parameters are used till the
next change in input wireless channel or traffic statistics. The
PEOF may implement the performance evaluation framework
or just contain a set of pre-computed performance curves
corresponding to a wide range of wireless channel and traffic
statistics and different configurations of the protocol stack.
Due to the real-time nature of the system the latter approach
is preferable.

Traffic model Required performance

Is the performace satisfactory?

Which parameters to change?

YES NO

Use new:

- D-L, PHY parameters;

- traffic rate;

- buffer space.

Keep current:

- D-L, PHY parameters;

- traffic rate;

- buffer space.

Channel model

PEOF

Fig. 3. The performance evaluation and optimization module.

To implement the system, the following has to be developed:
• test for detecting changes in channel and traffic statistics;

• model for channel and traffic observations;
• cross-layer extension for wireless channel model;
• performance evaluation model.

In the following sections we provide solutions to these tasks.

IV. COMPONENTS OF THE SYSTEM

A. Change detection in input statistics

1) Ergodicity and stationarity: To determine parameters of
stochastic processes, such as mean and variance, based on only
one, sufficiently large realization we usually assume ergodicity
for stochastic observations. The sufficient condition for a
stochastic process to be ergodic is limi→∞K(i) = 0, where
K(i), i = 0, 1, . . . , is its ACF. The concept of stationarity
is an advantageous property of ergodic processes. It is of
paramount importance in context of modeling of stochastic
observations. Practically, if certain observations are found to
be non-stationary, stochastic modeling is rarely feasible. A
process is said to be strictly stationary if its all M -dimensional
distributions are the same. Only few real-life processes are
strictly stationary. A process is said to be weakly (covariance)
stationary if the mean value of its all sections is the same and
ACF depends on the time shift only, i.e. K(t1, t2) = K(i),
i = t2− t1. In what follows, we assume that wireless channel
and traffic observations are either covariance stationary or can
be segmented into a number of covariance stationary parts.

Unfortunately, there are no effective methods to statistically
test whether a limited set of observations are stationary or
not. Most previous studies implicitly assumed that wireless
channel and traffic observations are realizations of covari-
ance stationary stochastic processes. One of the common
approaches to model wireless channel observations (e.g. SNR
process) is to divide the range of observations into a number
of discrete values and associate each state of the modulating
Markov chain with a distinct value. In this case the number
of states of the Markov model can be large leading to the so-
called overfitting problem, i.e. obtained model can be used to
represent a given trace but is not appropriate for other traces.
The resulting process is covariance stationary. However, even
if observations are truly covariance stationary, this approach
is not suitable for performance control purposes. Indeed, it
allows to determine parameters of the data-link layer resulting
in best performance in along run. These parameters may not
be optimal for any given instant of time.

2) Wireless channel statistics: Important observations of bit
error statistics have been published in [24]. Authors found
their GSM bit error traces to be non-stationary and proposed
an algorithm to extract covariance stationary parts. They
further used doubly-stochastic Markov process to model those
parts separately. The modeled trace is finally obtained by
concatenation. Among other conclusions, authors suggested
that a given bit error trace can be divided into a number of
concatenated covariance stationary traces. Note that the bit
error probability is a function of the SNR value, and frame
error probability is a function of bit error probability. As a
result, we can expect the same properties for SNR and frame
error observations too.
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To illustrate the time-varying nature of wireless channel
statistics we consider an arbitrary 11Mbps IEEE 802.11b bit
error trace available from [25]. The whole number of bit error
observations is 6.5E6. We divided the whole trace into 65
non-overlapping segments each of which contains 1E5 bit
error observations. According to the setup of experiments this
corresponds to approximately 24 transmitted frames where
each frame was of 4096 bits in length. Point estimators of
the mean, variance and lag-1 autocorrelation coefficient of
these segments are shown in Fig. 4, where E[Y ] is the mean,
σ2[Y ] is the variance, KY (1) is the lag-1 autocorrelation. One
may see that the bit error rate changes in time significantly.
Recalling the fundamental property of covariance stationary
binary stochastic processes, σ2[Y ] = E[Y ](1−E[Y ]), we can
state the same conclusion for variance. This implies that when
the mean value changes so does the variance. In [20] we have
shown that such ranges of mean and variance may correspond
to completely different loss performance experienced at the
data-link and IP layers in terms of the mean number of lost
packets and mean delay experienced by a packet. Additionally,
one may observe that the range of lag-1 autocorrelation is not
significant (max KB(1)−min KB(1) ≈ 0.05). In [20] we have
shown that this range does not result in significant difference in
the mean number of lost packets and mean delay of a packet.
However, our statistical studies revealed that the range of lag-1
autocorrelation coefficient can be much larger and should be
taken into account.

3) Multimedia traffic statistics: Video traffic statistics were
often claimed to experience a high degree of variability (see
[26], [27], [28] among others). Over the past decade some
studies of video traffic patterns revealed that they may also ex-
perience changes in their statistical characteristics often mani-
festing non-stationary behavior [29], [30], [31]. Self-similarity,
long-range dependence and non-stationarity are three major
underlying reasons for any traffic pattern to experience high
variability. Practically, high variability implies that there are
large bursts in a traffic pattern. There are also long time spans
during which the local average of the a traffic pattern stays well
below the global average. Whatever the underlying reason for
high variability, static resource allocation results in ineffective
usage of resources when the load is below than expected or
inappropriate performance when the load is higher.

In this study we use video traffic traces available from the
University of Berlin [32]. These traces are represented by
sequences of frame sizes where size of the frame is measured
in bits. Traces were captured for a number of coding schemes
including H.263 and MPEG-4 with different quality levels.
More information concerning those traces can be obtained
from [33]. Although, we use H.263 variable bit rate (VBR)
sequences, we have checked that the same conclusions remain
valid for MPEG-4 sequences from the same traffic achieve and
MPEG-1 sequences from [34].

To illustrate the time-varying nature of multimedia traffic
observations we consider an arbitrary H.263 VBR trace. The
whole trace contains 5E4 observations. We divided the whole
trace into 25 non-overlapping segments each of which contains
2000 observations. This corresponds to approximately 80 sec-
onds of video data. Statistical characteristics of these segments

are shown in Fig. 5, where E[A] is the mean, σ2[A], is the
variance, KA(1) is the lag-1 autocorrelation. One may see that
the size of frames changes in time significantly. The range of
the frame size, (maxE[A] − min E[A]), is computed to be
1.15E3, which is around 103% of the global average of all
segments. The range of variance is max σ2[A]−min σ2[A] =
1.73E6, which is around 150% of global variance of all
segments. Such range corresponds to completely different loss
performance experienced at the data-link and IP layers in
terms of the mean number of lost PDUs. Additionally, one
may observe that the range of lag-1 autocorrelation is also
significant and given by max KA(1) − min KA(1) = 0.71.
This range may result in significant difference in the mean
number of lost PDUs at the data-link and IP layers. Similar
observations have been made for traces from [32] and [34].

4) Change-point statistical tests: Since the mean value of
wireless channel and traffic observations may significantly
change in time, for the proposed performance optimization
and control system we suggest to monitor the mean values
of respective observations. The whole task is then reduced to
the so-called on-line ’change-point’ statistical problem at the
unknown point. Time instants at which changes occur must be
detected using an on-line change-point statistical test.

There are a number of change detection algorithms devel-
oped to date. The common approach to deal with this task
is to use control charts including Shewhart charts, CUSUM
charts, and exponentially weighted moving average (EWMA)
charts [35], [36], [37], [38]. These charts originally came from
statistical process control (SPC) where they are successfully
used to monitor the quality of production. The underlying idea
of control charts is that all causes of deviation of observations
from the target process can be classified into two groups.
These are common causes of deviation and special causes of
deviation. The deviation due to common causes is the joint
effect of numerous causes affecting the process. They are
inherent part of the process. Special causes of deviation are
not the part of the process, occur accidentally and affect the
process significantly. Control charts signal the point at which
special causes occur using two control limits. If observations
are between them, a process is assumed to be ’in-control’. If
some observations fall outside, the process is considered as
’out-of-control’.

For detecting changes in wireless channel observations the
following interpretation of causes of deviation is taken. We
assume that common causes of deviation are those resulting
from multipath propagation environment at a certain separation
distance from the transmitter. Special causes are those caused
by movement of a user including changes of the distance
between the transmitter and a receiver, possible shadowing
of the signal by obstacles, change of the nomadic state
of a user (e.g. stationary, pedestrian, vehicular). For traffic
observations we assume that special causes of deviation are
those resulting from specific long-term characteristics of the
video including scene changes. Common causes of deviation
are due to short-term stochastic nature of video data. For both
traffic and wireless channel observations the whole procedure
is as follows. Initially, a control chart is parameterized using
statistical estimates of moments. When a change occurs, a new
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Fig. 5. Mean, variance, lag-1 autocorrelation of segments of a H.323 trace.

process is considered as ’in-control’ and the control chart has
to be re-parameterized according to this process.

5) EWMA change-point detection: Let {Y (n), n =
0, 1, . . . } be a sequence of observations. The value of EWMA
statistic at the time n, denoted by LY (n), is given by

LY (n) = γY (n) + (1− γ)LY (n− 1), (1)

where parameter γ ∈ (0, 1) is constant.
In (1) LY (n) extends its memory not only to the previous

value but weights values of previous observations according
to constant coefficient γ. In (1) this previous information is
completely included in LY (n− 1). The first value of EWMA
statistics, LY (0), is usually set to the mean of {Y (n), n =
0, 1, . . . } or, if unknown, to estimate of the mean. As a result,
for on-line real-time test there should always be a certain
warm-up period involving estimation of the mean.

The reason to use EWMA statistics is as follows. Although,
according to (1), the most recent value always receives more
weight in computation of LY (n), the choice of γ determines
the effect of previous observations of the process on the current
value of EWMA statistics. Indeed, when γ → 1 all weight
is placed on the current observation, LY (n) → Y (n), and
EWMA statistics degenerate to initial observations. Contrarily,
when γ → 0 the current observation gets only a little weight,
but most weight is assigned to previous observations. Non-
zero value of γ makes EWMA control chart more resistant
to occasional outliers while reactive properties of the chart
decrease. Summarizing, EWMA charts give flexibility at the
expense of additional complexity in setting γ.

To parameterize the proposed EWMA control chart two
parameters have to be provided. Firstly, parameter γ determin-
ing the decline of the weights of past observations should be

set. Secondly, control limits (E[LY ]±CY ) must be provided.
Unfortunately, when the form of distribution prior to a change
is not known there is no theoretical results clarifying what the
width of control limits should be. In our experimental work we
found that the control limits for autocorrelated process with
normal marginal distribution provide fairly accurate results

E[Y ]± kσ[Y ]

√(
γ

2− γ

)(
1 + KY (1)(1− γ)
1−KY (1)(1− γ)

)
, (2)

where σ[Y ] and KY (1) are the the standard deviation and
lag-1 autocorrelation of {Y (n), n = 0, 1, . . . }, respectively,
k is a design parameter. Note that usage of (2) provides
the trade-off between theoretical approach, where each time
a change occurs probability distribution function of new in-
control process must be estimated, and practical applications,
where the warm-up period should be as small as possible.

The values of k and γ determine the wideness of control
limits for a given process with certain σ2[Y ] and KY (1). These
two parameters affect behavior of the so-called average run
length (ARL) curve that is usually used to determine efficiency
of a certain change detection procedure. ARL is defined as the
average number of in-control observation up to the first out-
of-control signal. Different parameters of k and γ for a given
ARL, σ2[Y ] and KY (1) are provided in [39], [40]. Finally,
E[Y ], σ2[Y ] and KY (1) are not usually known in practice and
must be estimated from empirical data. Therefore, estimates
of E[Y ], σ2[Y ] and KY (1) should be used in (2).

B. Arrival and error models

After a shift in the mean value is detected, wireless channel
and traffic observations should be represented using covariance
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stationary model. Note that the state of the wireless channel
or application in terms of the model should be estimated using
as little information as possible. As a result, there is a trade-
off between the accuracy of the model and the time required
to take decision regarding its parameters. Additionally, one of
the fundamental requirements for a model is to be suitable for
fast on-line adaptation and refinement of parameters resulting
in another trade-off between the complexity of the fitting
algorithm and accuracy of the model. In this paper covariance
stationary segments of arrival and error processes are modeled
by special cases of discrete-time batch Markovian process
(D-BMP). It is known as discrete-time batch Markovian ar-
rival process (D-BMAP, [41]) in traffic modeling and hidden
Markov chain (HMM) in signal processing.

1) Discrete-time batch Markovian process: Assume a
discrete-time environment, i.e. time axis is slotted, the slot
duration is constant and given by ∆t = (ti+1 − ti),
i = 0, 1, . . . . Consider the discrete-time homogenous ergodic
Markov chain {S(n), n = 0, 1, . . . } defined at the state space
S(n) ∈ {1, 2, . . . ,M}. Let D be its transition probability
matrix and ~π = (π1, π2, .., πM ) be the row array containing
equilibrium state probabilities of this Markov chain. Let then
{W (n), n = 0, 1, ..} be D-BMP whose underlying Markov
chain is {S(n), n = 0, 1, . . . }. According to D-BMP, the value
of the process is modulated by the discrete-time Markov chain
{S(n), n = 0, 1, . . . }, S(n) ∈ {1, 2, . . . , M}. We define D-
BMP as a sequence of matrices D(k), k = 0, 1, . . . , each of
which contains probabilities of transition from state to state
with k = 0, 1, . . . , arrivals, respectively. For example, element
dij(0) defines transition from state i to state j without any
arrivals, element dij(k) defines transition from state i to state
j with a batch arrival of size k. It is easy to see that for each
pair of states i, j ∈ {1, 2, . . . , M} the following

dij(k) = Pr{W (n) = k, S(n) = j|S(n− 1) = i}, (3)

are conditional probability functions of D-BMP.
Let the vector ~G = (G1, G2, . . . , GM ) be the mean

vector of D-BMP, where Gi =
∑M

j=1

∑∞
k=1 kdij(k), i =

1, 2, . . . , M . The mean process of D-BMP is denoted by
{WG(n), n = 0, 1, . . . } with WG(n) = Gi, when the Markov
chain is in the state i in the time slot n. The ACF of the mean
process of D-BMP is [41]

RG(i) =
∑

l,l 6=1

φlλ
i−1
l , i = 1, 2, . . . , (4)

where φl = ~π
∑∞

k=0 kD(k)~gl
~hl

∑∞
k=0 kD(k)~e, λl is the ls

eigenvalue of D, ~gl and ~hl are ls left and right eigenvectors
of D, respectively, and ~e is the vector of ones. Note that ACFs
of D-BMP and its mean process are generally different [41].

The number of terms composing ACF of the mean process
of D-BMP depends on the number of eigenvalues. The number
of eigenvalues is the function of the number of states of the
modulating Markov chain. Thus, varying the number of states
of the modulating Markov chain we vary the number of terms
composing the ACF. Recall that it is also allowed for D-BMP
to have different probability functions for each different pair
of states. These properties have been used in many studies

to derive models of various traffic sources with sophisticated
distributional and autocorrelational properties (see [42], [43],
[44] among others).

In what follows we allow our D-BMP to have conditional
probability functions that depend on the current state only.
In this case, D(k), k = 0, 1, . . . have the same elements on
each row. This process is known as Markov modulated batch
process (MMBP). It is important that this process still has
ACF distributed according to (4). We also use only two states
of the modulating Markov chain. For this reason we refer to
such processes as switched ones.

2) Frame arrival process: Let us denote the frame arrival
process by {WA(n), n = 0, 1, . . . }. In this paper, terms
’frame’ and ’codeword’ are used interchangeably assuming
that a single frame consists of exactly one codeword. This
requirement is not fundamental and can be relaxed when
needed as explained below.

When MMBP {WA(n), n = 0, 1, . . . } is allowed to have
only two states of the modulating Markov chain, SA(n) ∈
{1, 2}, and each state is associated with Poissonally distributed
number of arrivals in a single slot, it reduces to switched
Poisson process (SPP). The marginal distribution of SPP is
a weighed sum of two Poisson distributions, where weighting
coefficients are given by elements of the stationary distribution
of the modulating Markov chain as follows

π1,A =
βA

αA + βA
, π2,A =

αA

αA + βA
, (5)

where αA and βA are transition probabilities from state 1 to
state 2 and from state 2 to state 1, respectively.

The ACF of the mean process (4) of SPP reduces to

RG(i) = αAβA

(
G2,A −G1,A

αA + βA

)2

(1− αA − βA)i, (6)

where αA and βA are transition probabilities of the Markov
modulating process from state 1 to state 2 and from state 2
to state 1, respectively. Note that λA = (1− αA − βA) is the
non-unit eigenvalue of the modulating Markov chain of SPP
{WA(n), n = 0, 1, . . . }. The values of λA and λG, αA and
αG, βA and βG are the same since the modulating Markov
chains of the mean process {WG(n), n = 0, 1, . . . } and SPP
{WA(n), n = 0, 1, . . . } are the same.

The ACF of the SPP {WA(n), n = 0, 1, . . . } is [18]

RA(i) = RG(i) + E[WA]δn, δn =

{
1 i = 0,

0 i = 1, 2, . . .
, (7)

where E[WA] = π1,AG1,A + π2,AG2,A is the mean of SPP.
In order to completely parameterize the mean process of

SPP, we must provide four parameters (G1,A, G2,A, αA, βA).
If we choose G1,A as a free variable with constraint G1,A <
E[WA] to satisfy 0 < λA ≤ 1, we can determine G2,A, αA,
and βA from the next set of equations [42], [44], [18]





G2,A = D[X]
E[X]−G1,A

+ G1,A

αA = (1−KX(1))(E[X]−G1,A)
G2,A−G1,A

βA = (1−KX(1))(G2,A−E[X])
G2,A−G1,A

, (8)

where {X(n), n = 0, 1, . . . , N} are observations of the
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covariance stationary arrival process, D[X] is the variance of
{X(n), n = 0, 1, . . . , N}, E[X] is the mean of {X(n), n =
0, 1, . . . }, KX(1) is the lag-1 value of the normalized ACF.
Parameters (E[X], D[X], KX(1)) should be estimated from
empirical data.

The reason we use SPP as an example of the frame arrival
process is that its parameters are easily controllable [18]. From
(8) one may note that there is a degree of freedom in choosing
the mean arrival rate in state 1. Indeed, G1,A can take on any
value from (0, E[X]) and still match the ACF and the mean of
the arrival process. As a result, distributions of these processes
are different for different choices of G1,A.

3) Bit error model: Let us denote the bit error process by
{WE(n), n = 0, 1, . . . }. When MMBP is allowed to have
two states only, and at most a single arrival is allowed in a
slot, it reduces to switched Bernoulli process (SBP). Since this
process has only two states of the modulating Markov chain,
its ACF (4) reduces to (6). Normalized ACF (NACF) is then
KG(i) = λi

E , i = 1, 2, . . . . It is clear that the NACF of the
mean process of SBP exhibits geometrical decay that may
produce fair approximation of empirical NACFs exhibiting
nearly geometrical decay for small lags. It should also be noted
that lag-1 autocorrelation coefficient completely specifies the
behavior of NACF.

Since we are dealing with covariance stationary binary
process, only mean and lag-1 autocorrelation coefficient out
of triplet (E[WE ], σ2[WE ],KE(1)) have to be captured. In
our previous work [20], [22] we demonstrated that there is
SBP model exactly matching mean and lag-1 autocorrelation
of covariance stationary bit error observations. This model is
given by

{
αE = (1−KE(1))E[WE ]
βE = (1−KE(1))(1− E[WE ])

,

{
f1,E(1) = 0
f2,E(1) = 1

,

(9)

where f1,E(1) and f2,E(1) are probabilities of error in states
1 and 2, respectively, αE and βE are transition probabilities
from state 1 to state 2 and from state 2 to state 1, respectively,
KE(1) is the lag-1 autocorrelation of bit error observations,
E[WE ] is the mean of bit error observations.

C. Extension to the data-link layer

Bit error model cannot be directly used for performance
control of application and should be firstly extended to the
data-link layer. Assume that bits are consecutively transmitted
over wireless channels, the length of frames at the data-link
layer is constant and equals to m bits.

Consider the stochastic process {N(l), l = 0, 1, . . . },
N(l) ∈ {0, 1, . . . ,m}, describing the number of incorrectly
received bits in consecutive bit patterns of length m. This
process can be completely parameterized using parameters of
the bit error process. Let us denote the probability of going
from the state i to state j for the Markov chain {SN (l), l =
0, 1, . . . } with exactly k, k = 0, 1, . . . , m incorrectly received
bits in a bit pattern of length m by dN,ij(k) = Pr{N(l) =
k, SN (l) = j|SN (l− 1) = i}. Let the set of matrices DN (k),
k = 0, 1, . . . , m, contain these transition probabilities. To

completely parameterize {N(l), l = 0, 1, . . . } we have to
determine m-step transition probabilities between states i and
j of the modulating Markov chain {SE(n), n = 0, 1, . . . }
with k, k = 0, 1, . . . ,m incorrectly received bits in a bit
pattern of length m. In this case, {N(l), l = 0, 1, . . . }, N(l) ∈
{0, 1, . . . , m} is doubly stochastic with underlying Markov
chain {SN (l), l = 0, 1, . . . }, defined on the same state space
as {SE(n), n = 0, 1, . . . }. Thus, SN (l) = SE(l) ∈ {1, 2}.
Matrices DN (k), k = 0, 1, . . . , m, can be found using DE(k),
k = 0, 1, of the bit error process {WE(n), n = 0, 1, . . . } as

DN (0) = Dm
E (0),

DN (1) =
0∑

k=m−1

Dm−k−1
E (0)DE(1)Dk

E(0),

. . .

DN (m) = Dm
E (1), (10)

where DN (i), i = 2, 3, . . . ,m − 2 can be obtained by
induction from DN (1) or DN (m− 1). The easiest way is to
induce DN (i), i = 2, 3, . . . , bm/2c, from DN (1) and DN (i),
i = m, m − 1, . . . , dm/2e from DN (m − 1). We only need
DN (k), k << m. Note that computation according to (10) is
still a challenging task. This becomes impossible when m is
sufficiently large. Instead, we may use the recursive method
as outlined below. To estimate (10) recursive procedure is
proposed in [45].

Consider now the frame error process {F (l), l = 0, 1, . . . },
F (l) ∈ {0, 1}, where ’0’ indicates the correct reception of
a frame, ’1’ denotes the incorrect frame reception. Process
{F (l), l = 0, 1, . . . } is modulated by the underlying Markov
chain {SF (l), l = 0, 1, . . . }. The state space of {SF (l), l =
0, 1, . . . } and {SN (l), l = 0, 1, . . . } is the same. Denote the
probability of going from state i to state j for the Markov chain
{SF (l), l = 0, 1, . . . } with correct (F (l) = 0) or incorrect
(F (l) = 1) reception of the frame by dF,ij(k), k = 0, 1.
These probabilities are then combined in matrices DF (0) and
DF (1). {N(l), l = 0, 1, . . . }, N(l) ∈ {0, 1, . . . , m} is related
to {F (l), n = 0, 1, . . . }, F (l) ∈ {0, 1} as

DF (0) =
FT−1∑

k=0

DN (k), DF (1) =
m∑

k=FT

DN (k), (11)

where FT is the frame error threshold. Expressions (11) are
interpreted as follows: if the number of incorrectly received
bits in a frame is greater or equal to the computed value of the
frame error threshold (k ≥ FT ), frame is incorrectly received
and F (l) = 1. Otherwise (k < FT ), it is correctly received
and F (l) = 0. Setting FT = 1 we get no FEC at the data-link
layer. Practically, (FT − 1) denotes the number of bit errors
that can be corrected by a FEC code.

D. Performance evaluation

1) Service process of the wireless channel: The straightfor-
ward way to represent the frame transmission process over a
dedicated constant bit rate (CBR) wireless channel is to use
GA/GS /1/K queuing system, where GA is the frame arrival
process, GS is the service process of the wireless channel, K is
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the capacity of the system. Here, the service process is defined
as times required to successfully transmit successive frames
over the wireless channel. Characteristics of this process are
determined by the frame error process and error concealment
schemes of the data-link layer.

It is known that both interarrival time of frames and trans-
mission time of frames till successful reception are generally
not independent but autocorrelated. These properties make
analysis of GA/GS /1/K queuing system quite complex task
even when arrival and service processes are modeled by
Markovian processes. Indeed, theoretical background of queu-
ing systems with autocorrelated arrival and service processes
is not well-studied. Among few others, one should mention
BMAP/SM/1 queuing system and some modifications consid-
ered in [46], [47], [48]. Analysis of these systems is more
computationally intensive compared to queuing systems with
renewal service process. It usually involves imbedded Markov
chains of high dimensions. From this point of view, such a
performance model does not provide significant improvements
over other approaches.

2) Service process with SW-ARQ/FEC: Consider a class
of preemptive-repeat priority systems with two Markovian
arrival processes. We allow both processes to have arbitrary
autocorrelation structures of homogenous Markovian type.
Assume that the first arrival process represents the frame
arrival process from the traffic source. To provide an adequate
representation of unreliable transmission medium, we assume
that the second arrival process is one-to-one mapping from the
frame error process. That is, every time an error occurs, an
arrival happens from this arrival process. In what follows, we
refer to this process as ’artificial arrival process’. According to
this mapping, probabilistic properties of the stochastic model
remain unchanged. Making this process to be high priority one,
and allowing its arrivals to interrupt ongoing service of low
priority arrivals, we assure that when an arrival occurs from
this process it immediately seizes the server for service, while
the ongoing service is interrupted. A frame whose service is
interrupted remains in the system (if allowed) and enters the
server again after service completion of high priority arrival.
The service provided till the point of interruption is lost. It
is interpreted as an incorrect reception of the frame from
the traffic source. The priority discipline is referred to as
preemptive-repeat.

To emulate behavior of SW-ARQ protocol, we assume an
infinite number of retransmission attempts. We also assume
that the feedback channel is completely reliable (perfect).
Indeed, feedback acknowledgements are usually small in size
and well protected by FEC code. We also assume that the
feedback is instantaneous. These assumptions were tested
and used in many studies and found to be appropriate for
(relatively) high speed wireless channels [49], [50], [51], [52].
Since we extended the wireless channel model to the data-link
layer, FEC capabilities are explicitly taken into account. Note
that the described model is also suitable to represent ’ideal’
SR-ARQ scheme as in [53], [54]. In SR-ARQ frames are
continuously transmitted and only incorrectly received frames
are selectively requested. According to ’ideal’ operation of
SR-ARQ, round trip times (RTT) are assumed to be zero. In

this case SR-ARQ and SW-ARQ schemes become identical
and can be represented using the proposed model.

Analysis of queuing systems with preemptive-repeat priority
discipline is still a challenging task. However, a number of
assumptions can be further introduced to make the queuing
model less complicated. In what follows, we limit our model
to the discrete-time environment and require each arrival from
both arrival processes to have a service time of one slot in
duration. According to such a system, arrivals occur just before
the end of slots. Since there can be at most one arrival from
the arrival process representing the frame error process of
the wireless channel, these arrivals do not wait for service,
enter the service in the beginning of nearest slots, and, if
observed in the system, are being served. To provide adequate
representation of erroneous nature of the wireless channel, we
also have to ensure that all these arrivals are accommodated
by the system. Following these assumptions, it is no longer
needed to require preemptive-repeat priority discipline. Since
all arrivals occur simultaneously in batches, it is sufficient for
such a system to have non-preemptive priority discipline.

3) Description of the system: Consider D-BMAP/D/1/K
queuing system, where the arrival process, denoted by
{W (n), n = 0, 1, . . . }, is the superposition of {WF (n), n =
0, 1, . . . } and {WA(n), n = 0, 1, . . . }. Analysis of D-
BMAP/D/1/K queuing system was carried out in many studies.
Here, we take the method of imbedded Markov chain.

Time diagram of D-BMAP/D/1/K queuing system is shown
in Fig. 6. According to such a system, frames arrive in batches,
batch of frames arrives just before the end of a slot. Frames
are not allowed to enter service immediately and the service of
any frame starts at the beginning of a slot. Frames depart from
the system just after a batch arrival (if any). The state of the
system is observed just after the departure (if any) and these
points are imbedded Markov points. The sojourn (service) time
is counted as the number of slots spent by a frame in the
system. The system can accommodate at most K frames. We
assume partial batch acceptance strategy. According to this
strategy, if a batch of R frames arrives when k frames are
in the system and R > (K − k), only (K − k) frames are
accommodated and (R−K + k) frames are discarded.

nth slot (n+1)th slot
time

W
A
(n-1)+W

F
(n-1)

S
Q
(n-1) S

Q
(n) S

Q
(n+1)

W
A
(n)+W

F
(n) W

A
(n+1)+W

F
(n+1)

Fig. 6. Time diagram of D-BMAP/D/1/K discrete-time queuing system.

Observing Fig. 6, it can be deduced that the arrival from the
frame error process is not accepted by the system in the slot
(n + 1) if and only if the number of customers in the system
in the slot (n− 1) is zero, there is an arrival of K frames in
the time slot n, and one frame arrives from the frame error
process in the slot (n + 1). Contrarily, if there is at least one
frame in the system in the slot (n − 1), one frame departs
at the boundary between slots n and (n + 1), and there is
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always at least one position in the system for the next arrival.
Thus, the frame from the frame error process (if any) is not
lost in the slot (n + 1). To assure that the frame from the
frame error process is always accepted by the system we do
not allow the overall number of arrivals from both processes to
be more than (K−1). This implies that the maximum number
of arrivals from the frame arrival process is (K − 2), that is
usually sufficient for real applications.

Complete description of the queuing system requires two-
dimensional Markov chain {SQ(n), S(n), n = 0, 1, . . . }
imbedded at the moments of frame departures from the system,
where S(n) = SA(n)⊗SF (n) is the state of superposition of
the frame arrival and frame error processes, and SQ(n) ∈
{0, 1, . . . , K − 1} is the number of frames in the system
just after frame departures. Introducing matrices D(≥ k),
k = 0, 1, .., K − 1, containing transition probabilities with
at least k = 0, 1, .., K − 1 arrivals, respectively, one can
define the transition probability matrix, T , of the Markov chain
{SQ(n), S(n), n = 0, 1, . . . } as usual (see [55] among many
others). Let ~x = (x0,1, .., xK−1,M ) be the row array contain-
ing steady-state probabilities of {SQ(n), S(n), n = 0, 1, ..}.
Solving matrix equations ~xT = ~x, ~x~e = 1, one can com-
pute steady-state probabilities xkj = limn→∞ Pr{SQ(n) =
k, S(n) = j}. There are a number of algorithms to compute
these probabilities [56], [57], [58].

4) Loss and delay performance: The proposed system has
been completely analyzed for loss and delay performance in
[45]. Particularly, it was demonstrated that the probability
function of the number of l = 1, 2, . . . ,K − 2 lost frames
in a slot from the frame arrival process is given by

fL(l) =
∑K−1

k=3 ~xkD(0,K − k + l)~e

~πA

(∑K−2
i=1 DA(i)

)
~eA

+

+
∑K−1

k=2 ~xkD(1,K − k + l − 1)~e

~πA

(∑K−2
i=1 DA(i)

)
~eA

, (12)

where D(l, k), l = 0, 1, k = 0, 1, . . . , K − 2 are transition
probability matrices of the superposed arrival process with ex-
actly l arrivals from the frame error process and j arrivals from
the frame arrival process, ~xk = (xk1, xk2, . . . , xk(MF MA))
is the vector containing steady-state probabilities that there
are k frames in the system and the state of the modulat-
ing Markov chain of the superposed arrival process is i =
1, 2, . . . , MF MA, ~e is the vector of ones of appropriate size,
~πA is the steady-state vector of the modulating Markov chain
of the frame arrival process. Matrices D(l, k), l = 0, 1,
k = 0, 1, . . . ,K − 2 are given by

D(l, k) = DF (l)⊗DA(k), l = 0, 1, k = 0, 1, . . . . (13)

Let the random variable Q, Q ∈ {1, 2, . . . } denote the
full delay in the system (sojourn time) experienced by arrival
from the frame arrival process and let fQ(q) = Pr{Q(n) =
q|WA(n) > L(n)}, q = 1, 2, . . . be its probability function,
where WA(n) is the number of arriving frames from the frame
arrival process in the slot n, L(n) is the number of lost frames

in the slot n. In [] the delay was found to be

fQ(1) = ~fQ(1, 0)~e

fQ(2) = ~fQ(2, 0)D(0, ·)~e

fQ(q) =
q∑

i=2

~fQ(i, 0)T (q − i, q − 2)D(0, ·)~e,

fQ(q) =
K−1∑

i=2

~fQ(i, 0)T (q − i, q − 2)D(0, ·)~e, (14)

where ~e is the unit vector of appropriate size, ~fQ(q, 0), q =
1, 2, . . . , K − 1, are the vectors containing probabilities that
the tagged frame arriving in the slot n is at the position q
just after the slot boundary between slots n and (n + 1) and
the state of the superposed arrival process is j given that at
least one frame arriving from frame arrival process is not lost,
T (i,m), i = 0, 1, . . . , m, i ≤ m are transition probability
matrices with exactly i arrivals from {WF (n), n = 0, 1, . . . }
in m, m = 1, 2, . . . successive slots, starting from the slot
(n + 1), D(l, ·), l = 0, 1 are transition probability matrices
with exactly 0 or 1 arrivals from the frame error process.

Matrices D(l, ·), l = 0, 1 are given by

D(l, ·) =
K−2∑

j=0

D(l, j), l = 0, 1. (15)

Vectors ~fQ(q, 0), q = 1, 2, . . . ,K − 1 are given by

~fQ(q, 0) =

∑K−2
i=q ~x0D(0, i)ψK,i +

∑K−2
i=q−1 ~x0D(1, i)ψK−1,i

Pr{WA(n) > L(n)} +

+

∑q
k=1

∑K−2
i=q−k+1 ~xkD(0, i)ψK−k,i

Pr{WA(n) > L(n)} +

+

∑q−1
k=1

∑K−2
i=q−k ~xkD(1, i)ψK−k−1,i

Pr{WA(n) > L(n)} . (16)

where ψv,i is the probability that the tagged arrival is accom-
modated at the place i in the system when there are v waiting
positions available for arrivals from the frame arrival process,
Pr{WA(n) > L(n)} = Pr{WA(n) ≥ 1} − Pr{L(n) =
WA(n) ≥ 1} is the probability that at least one arrival is
not lost in the slot n, and Pr{L(n) = WA(n) ≥ 1} is the
probability that all arrivals from the frame arrival process in
the slot n are lost.

Probabilities ψv,i, are given by

ψv,i =
1

min(v, i)
. (17)

Probability Pr{WA(n) > L(n)} is found to be

Pr{WA(n) > L(n)} = ~πA

(
K−2∑

i=1

DA(i)

)
~eA−

−
K−2∑

i=1

~xK−1D(1, i)~e. (18)
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Matrices T (i,m), i = 0, 1, . . . , m, i ≤ m are given by

T (0,m) = Dm(0, ·),

T (1,m) =
0∑

k=m−1

Dm−k−1(0, ·)D(1, ·)Dk(0, ·),

. . .

T (m− 1,m) =
0∑

k=m−1

Dm−k−1(1, ·)D(0, ·)Dk(1, ·),

T (m,m) = Dm(1, ·). (19)

V. NUMERICAL EXAMPLES

A. Bit error models

In this section we use a number of SBP wireless channel
models with different means and lag-1 autocorrelations. We
constructed 90 models of the bit error process as follows.
For each mean out of E[WE ] ∈ {0.1, 0.02, . . . , 0.09} we
generated models with the following lag-1 autocorrelations
KE(1) ∈ {0.0, 0.1, . . . , 0.9}. Parameters of the bit error
models, αE and βE , as a function of E[WE ] and KE(1) are
shown in Fig. 7.
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Fig. 7. Parameters αE and βE as a function of E[WE ] and KE(1).

B. Performance evaluation

We study performance of two Bose-Chaudhuri-
Hochquenghem (BCH) FEC codes denoted by triplet
(m, n, l), where m is the length of the frame in bits, n is
the number of data bits in a frame and l is the number
of incorrectly received bits that can be corrected. The
codes are (255, 131, 18) and (255, 87, 26), whose rates are
approximately 1/2 and 1/3, respectively. According to our
model, the former coding scheme delivers approximately
1.507 times more data bits in a single slot.

Fig. 8 demonstrates the mean loss performance for both
FEC codes, different wireless channel conditions and different
statistics of the arrival process. The system of interest is
SPPA+SPPE /D/1/K. Parameters of the frame arrival process
were set to E[WA] = 0.5, D[WG] = 0.5, G1,A = 2E[WA]/9.
If the performance metric of interest is the mean number
of successfully delivered frames, one can see from Fig. 8

that (255, 87, 26) FEC code outperforms (255, 131, 18) FEC
code for all conditions of the wireless channel. However, if
the performance metric of interest is the mean number of
successfully delivered bits, the result can be different. This
stems from the fact that (255, 131, 18) FEC code tries to
transmit approximately 1.5 times more data bits in a single
slot. As a result, a new comparison should be made. The mean
number of successfully delivered bits in a slot can be computed
as (E[WA(n)|WA(n) ≥ 1]−E[L(n)|WA(n) ≥ 1])n, where n
is the number of data bits in a single frame. For KG(1) = 0.0,
it can be computed that (255, 87, 26) FEC code is only better
when the bit error rate is 0.08 and the lag-1 autocorrelation
is less than 0.4. The performance at the data-link layer in
terms of both metrics is significantly worse when the lag-1
autocorrelation of the mean frame arrival process increases
from 0.0 to 0.5. Note that the final decision on the choice of
the FEC code should also take into account the mean delay
performance of both FEC codes as explained below.

Fig. 9 illustrates the delay experienced by a frame when
(255, 131, 18) and (255, 87, 26) FEC codes are used at the
data-link layer. Recall that in real environment ARQ protocols
sometimes limit the number of retransmission attempts. For
example, if the number of retransmission attempts is limited
by 6, ARQ protocol with (255, 131, 18) FEC code does not
perform well on a wireless channel with the bit error rate
higher than 0.07. For most considered wireless channel con-
ditions, ARQ protocol with (255, 87, 26) FEC code performs
better than with (255, 131, 18) FEC code. For example, for
E[WE ] = 0.08, KE(1) = 0.4, KG(1) = 0.0 approximately
3 retransmission attempts are required on average. For the
same wireless channel conditions and traffic parameters ARQ
protocol with (255, 131, 18) FEC code requires around 36
retransmission attempts which is not tolerable. Note that when
the lag-1 autocorrelation of the mean frame arrival process of
SPPA increases to KG(1) = 0.5 and the wireless channel
conditions are E[WE ] = 0.08 and KE(1) = 0.4, even
(255, 87, 26) FEC code leads to poor performance as it now
requires approximately 5 retransmission attempts to deliver a
single frame correctly.

C. Performance control system

Let us consider theoretical performance of the whole sys-
tem. We assume that a certain channel is covariance stationary
for 50% of time with mean bit error rate E[WE ] = 0.08 and
lag-1 autocorrelation KE(1) = 0.0 and then changes to covari-
ance stationary process with E[WE ] = 0.02, KE(1) = 0.0.
Frame arrival process is assumed to be covariance stationary
with E[WA] = 0.5, σ2[WA] = 0.5, KA(1) = 0.0. Only two
FEC codes were allowed to be used. They are (255, 131, 18)
and (255, 87, 26). ARQ was enabled. For all experiments the
buffer space was set to K = 40. Initially, the performance
control system was initialized with the most powerful FEC
code, (255, 87, 26). We compare the results obtained for our
system to those obtained when no performance control algo-
rithm used at the wireless channel. Since we are dealing with
multimedia applications, when the trade-off between losses
and delays occurs the preference is given to delay.
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Fig. 8. Case study: the mean loss response for different FEC codes.
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Fig. 9. Case study: the mean delay response for different FEC codes.

Performance results of the proposed control system are
shown in Table I, where E[Q] is delay measured in slots,
T is throughput measured in bits per slot. It is clear that
usage (255, 87, 26) FEC code for bit error rate E[WE ] = 0.08
and (255, 131, 18) FEC code for E[WE ] = 0.02 provides
the best possible option in terms of throughput and delay. As
shown in the Table I other choices result in significantly worse
performance. Table II demonstrates results obtained for the
same wireless channel parameters and covariance stationary
frame arrival process with E[WA] = 0.5, σ2[WA] = 0.5,
KA(1) = 0.5. One can notice that the autocorrelation of the
frame arrival process affects delay performance of the frame
service process more severely compared to throughput.

TABLE I
PERFORMANCE RESULTS: E[WA] = 0.5, σ2[WA] = 0.5, KA(1) = 0.0.

E[WE ] = 0.08 E[WE ] = 0.02 E[Q] T

(255,131,18) (255,131,18) 20.8899 44.9873
(255,131,18) (255,87,26) 20.8909 33.9873
(255,87,26) (255,131,18) 2.3346 54.4999
(255,87,26) (255,87,26) 2.3355 43.4999

TABLE II
PERFORMANCE RESULTS: E[WA] = 0.5, σ2[WA] = 0.5, KA(1) = 0.5.

E[WE ] = 0.08 E[WE ] = 0.02 E[Q] T

(255,131,18) (255,131,18) 20.8176 43.1183

(255,131,18) (255,87,26) 20.8176 32.1200

(255,87,26) (255,131,18) 3.6773 54.4866

(255,87,26) (255,87,26) 3.6773 43.4883

Let us now simulate performance of the proposed control
system. For this reason two bit error traces were generated.
Each trace consists of two covariance stationary parts. First
5E4 samples are observation of covariance stationary process
with E[WE ] = 0.08, KE(1) = 0.0, latter 5E4 observations
were generated using process with E[WE ] = 0.02, KE(1) =
0.0. Parameters of EWMA control charts were always set such
that in-control ARL is kept at 400. Performance results of
the proposed system with both FEC and ARQ enabled are
demonstrated in Tables III and IV, where they are compared
with theoretical results and fixed FEC code. One can see
that fixed FEC codes leads to non-optimal performance of
information transmission. Using the proposed performance
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control system we achieve near optimal results in terms of both
delay and throughput. These results are close to theoretical
which are presented in Tables I and II.

TABLE III
PERFORMANCE RESULTS: E[WA] = 0.5, σ2[WA] = 0.5, KA(1) = 0.0.

Bit error trace 1 Bit error trace 2
Approach E[Q] T E[Q] T

Theoretical 2.3346 54.4999 2.3346 54.4999
Control system 2.2759 58.8986 2.2469 62.6552
(255,131,18) 13.6519 53.1967 8.8977 60.2612
(255,87,26) 2.2761 43.4999 2.2469 43.4999

TABLE IV
PERFORMANCE RESULTS: E[WA] = 0.5, σ2[WA] = 0.5, KA(1) = 0.5.

Bit error trace 1 Bit error trace 2
Approach E[Q] T E[Q] T

Theoretical 3.6773 54.4866 3.6773 54.4866
Control system 3.5689 58.8201 3.5140 62.0498
(255,131,18) 14.2067 52.0059 10.4926 59.1888
(255,87,26) 3.5689 43.4902 3.5140 43.4914

VI. CONCLUSIONS

For wireless access technologies with dynamic adaptation
of the protocol parameters to time-varying wireless channel
and traffic conditions the performance control system has
been proposed. Controllable parameters include the strength
of FEC code, ARQ functionality, size of PDU at different
layers, the rate with which traffic is generated. According to
the proposed system it is still possible to implement protocols
at different layers independently. The only requirement we
impose is that certain protocols should be controllable and
must export information about their current parameters using
appropriate set of interfaces. Note that there is no need for all
protocols at all layers to be controllable. Instead, the proposed
system can be implemented incrementally. We also highlight
that the proposed performance control concept is not limited to
those channel adaptation mechanisms, considered in this paper,
but can be extended to include MIMO and AMC functionality
of the physical layer. In this case appropriate modifications to
the proposed system are required.

The core of the proposed system is the change-point de-
tection algorithm that adopted to detect parameter changes in
time-varying arrival and channel processes. The current states
of both processes are then considered as covariance stationary
and used to estimate protocol parameters that provide the best
possible performance at the current instant of time. Numerical
results demonstrate that the proposed system provide signif-
icant performance gain compared to static configuration of
protocols at different layers.

We specifically stress that the proposed system does not
guarantee that the application receives the quality it requests.
Instead, the system tries to achieve the best possible perfor-
mance at any instant of time. The service it tries to implement
is similar to the best-effort service in the wired Internet.
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