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Abstract 22 

 23 

In this paper, a recent analytical solution that describes the steady-state extent of freshwater 24 

lenses adjacent to gaining rivers in saline aquifers is improved by applying an empirical 25 

correction for dispersive effects. Coastal aquifers experiencing active seawater intrusion (i.e., 26 

seawater is flowing inland) are presented as an analogous situation to the terrestrial 27 

freshwater lens problem, although the inland boundary in the coastal aquifer situation must 28 

represent both a source of freshwater and an outlet of saline groundwater. This condition 29 

corresponds to the freshwater river in the terrestrial case. The empirical correction developed 30 

in this research applies to situations of flowing saltwater and static freshwater lenses, 31 

although freshwater recirculation within the lens is a prominent consequence of dispersive 32 

effects, just as seawater recirculates within the stable wedges of coastal aquifers. The 33 

correction is a modification of a previous dispersive correction for Ghyben-Herzberg 34 

approximations of seawater intrusion (i.e., stable seawater wedges). Comparison between the 35 

sharp interface from the modified analytical solution and the 50% saltwater concentration 36 

from numerical modelling, using a range of parameter combinations, demonstrates the 37 

applicability of both the original analytical solution and its corrected form. The dispersive 38 

correction allows for a prediction of the depth to the middle of the mixing zone within about 39 

0.3 m of numerically derived values, at least on average for the cases considered here. It is 40 

demonstrated that the uncorrected form of the analytical solution should be used to calculate 41 

saltwater flow rates, which closely match those obtained through numerical simulation. Thus, 42 

a combination of the unmodified and corrected analytical solutions should be utilized to 43 

explore both the lens extent and the saltwater fluxes, depending on the dispersiveness of the 44 

problem. The new method developed in this paper is simple to apply and offers a wider range 45 

of application relative to the previous sharp-interface freshwater lens solution.   46 
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Introduction 47 

 48 

Until recently, river-fed freshwater lenses in otherwise saline aquifers were presumed to 49 

occur under losing river conditions or require occasional influxes from floodwaters to persist 50 

during periods of low river flow. The occurrence of stable freshwater lenses adjacent to the 51 

river seems prima facie implausible if saline groundwater flows towards the river (i.e., the 52 

river is generally gaining). However, Werner and Laattoe (2016) showed using sharp-53 

interface theory that buoyancy forces allow a stable freshwater lens to persist under steady-54 

state conditions in regions where the river is gaining, demonstrating for the first time the 55 

plausibility, albeit theoretically, of terrestrial freshwater lenses near gaining rivers. Physical 56 

sand-tank experiments by Werner et al. (2016) validated Werner and Laattoe’s (2016) 57 

discovery, and provided direct observations of freshwater lenses within gaining river 58 

conditions, although only under controlled laboratory-scale conditions. Their physical 59 

experimentation produced freshwater-saltwater mixing zones that were narrow, 60 

commensurate with the sharp-interface assumption of the analytical solution. Werner et al. 61 

(2016) showed that the prediction of near-river freshwater lenses requires direct observations 62 

of the lens to calibrate the analytical solution, given the uncertainties in aquifer parameters 63 

used to estimate the lens extent.  64 

 65 

These terrestrial forms of the freshwater lenses commonly encountered in islands are found in 66 

the floodplain aquifers of semi-arid to arid settings, where saltwater may be found flowing 67 

towards otherwise freshwater rivers. For example, it is thought that the floodplains of the 68 

River Murray host stable freshwater lenses despite gaining river conditions (e.g., Viezzoli et 69 

al., 2009). The River Murray is highly regulated, with the river almost a continuous 70 

sequences of locks and weirs. Aside from periods of floods, the river is not as dynamic as an 71 
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unmodified river. River Murray freshwater lenses are critically important for the health of 72 

threatened ecosystems, and provide other positive functions within otherwise semi-arid and 73 

arid riparian settings (e.g., Woods, 2015). Despite this, their prevalence and extent have not 74 

been measured through detailed and targeted field monitoring programs, and only 75 

approximate dimensions (e.g., some few 100s of meters in length and depths of up to 15 m; 76 

Viezzoli et al., 2009) are ascertainable from a limited number of field investigations 77 

employing geophysical methods. 78 

 79 

The key distinction between terrestrial freshwater lenses near gaining rivers and those of 80 

islands is that on islands, the freshwater flows towards the sea while the underlying seawater 81 

is relatively static (e.g., Post et al., 2013), whereas saltwater flows towards the river beneath 82 

comparatively immobile freshwater in the terrestrial case (e.g., Werner et al., 2016). These 83 

conditions are assumed to apply at least to narrow mixing zone conditions. The conceptual 84 

model for terrestrial freshwater lenses is illustrated in Figure 1, which shows a fully 85 

penetrating river in a saline aquifer, with riverbed material of thickness Br. The riverbed layer 86 

is intended to represent low-permeability material commonly found in the beds of slow-87 

flowing rivers, e.g. due to colmation. The lens watertable matches the river water level due to 88 

the lack of flow within the lens, as discussed by Werner and Laattoe (2016). Note that the 89 

origin of x in Figure 1 lies to the left of the riverbed as shown by Werner et al. (2016), which 90 

corrects the corresponding diagram of Werner and Laattoe (2016). Other variables are 91 

explained in the following section. 92 

 93 
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 94 

Figure 1. Terrestrial freshwater lens conceptual model. Light grey and dark grey are 95 

freshwater and saltwater, respectively. 96 

 97 

The riparian freshwater lens conceptualization illustrated in Figure 1 can also be applied to a 98 

particular type of active seawater intrusion in coastal aquifers. Active seawater intrusion 99 

involves a groundwater hydraulic gradient that slopes downwards in the inland direction (i.e., 100 

freshwater discharge to the sea ceases), thereby causing seawater to advance inland under 101 

both advective and density-driven forces (Badaruddin et al., 2015; Werner, 2016). This is in 102 

contrast to the more commonly studied problem of passive seawater intrusion, which 103 

involves seawater underlying fresh groundwater flowing towards the coastline (e.g., Strack, 104 

1976; Werner et al., 2012). In the case of active seawater intrusion, the left boundary of 105 

Figure 1 represents the sea, while the right boundary represents a location inland where 106 

freshwater can be found. Hereafter, the left and right boundaries of Figure 1 are referred to 107 

simply as the saltwater and freshwater boundaries, respectively. 108 

 109 

Application of the analytical solution of Werner and Laattoe (2016) to active seawater 110 

intrusion requires a freshwater boundary condition that removes saline groundwater while 111 

maintaining a source of freshwater for the lens. Such an arrangement might conceivably 112 
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occur where drainage systems have been installed in coastal settings to remove saltwater, 113 

although the drains need to maintain a low salinity, and as such would require continuous 114 

flushing with freshwater from elsewhere. Some of the freshwater lenses underlying Dutch 115 

polders (e.g., Velstra et al., 2011) may match this conceptual model. The active seawater 116 

intrusion analogue also requires equilibrium conditions, in which the inland flow of seawater 117 

is removed at the freshwater boundary. These two conditions are an unlikely combination in 118 

aquifers where active seawater intrusion is created by freshwater pumping, because pumping 119 

is likely to cease once seawater reaches the well. However, if the inland boundary is a body 120 

of surface water (e.g., wetland, canal or drain), the flowing seawater may be discharged to an 121 

otherwise freshwater boundary where saltwater is continuously flushed from the surface 122 

feature. The inland boundary salinity must remain fresh for the analytical solution to apply, 123 

because it serves as a source of recirculation within the lens, at least in the presence of 124 

dispersive effects. In any case, situations of terrestrial freshwater lenses are themselves 125 

important enough to pursue the aims of the current research. 126 

 127 

Whether it is applied to terrestrial freshwater lenses or active seawater intrusion, a significant 128 

limitation of the analytical method of Werner and Laattoe (2016) is the sharp-interface 129 

assumption. In coastal aquifers, this is known to lead to over-estimation of the extent of 130 

seawater in the coastal aquifer (Volker and Rushton, 1982). Given that Werner and Laattoe 131 

(2016) reverse the coastal aquifer scenario of flowing freshwater-stagnant seawater in their 132 

riverine setting, it is likely that the sharp-interface assumption over-estimates the extent of the 133 

freshwater lens. A recent numerical modelling investigation of seawater intrusion by Werner 134 

(2016) demonstrates this effect, whereby the addition of dispersion to active seawater 135 

intrusion simulations creates a significantly reduced freshwater lens, both during transient 136 

development and under the final steady-state conditions. Where dispersion is significant, as is 137 
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more often the case in real-world settings involving freshwater-saltwater mixing (e.g., Lu et 138 

al., 2009; Cartwright et al., 2010; Werner et al., 2013), the Werner and Laattoe (2016) 139 

analytical solution is inapplicable. 140 

 141 

An empirical correction to sharp-interface methods to account for dispersion in the estimation 142 

of stable seawater wedges in coastal aquifers was proposed by Pool and Carrera (2011), and 143 

subsequently modified by Lu and Werner (2013). The method applies to the classic condition 144 

of flowing freshwater and stable seawater. The current paper aims to devise an analogous 145 

empirical correction to that developed by Pool and Carrera (2011) for application to the 146 

Werner and Laattoe (2016) analytic solution. Numerical modelling experiments test the 147 

applicability and robustness of the correction, in terms of the lens extent and saltwater and 148 

freshwater fluxes, under various dispersive and advective conditions. It is expected that the 149 

new correction will allow for improved estimation of freshwater lens extents within both 150 

terrestrial (i.e., riparian) settings and coastal aquifers experiencing active seawater intrusion, 151 

whereby the over-estimation of freshwater lens size arising from the sharp-interface 152 

assumption is alleviated. The current method applies to steady-state conditions and is 153 

intended as only a first-estimate of freshwater lens extent, such that the influence of 154 

floodplain inundation, river level fluctuations, lens creation, and other transient processes 155 

require alternative techniques of analysis. 156 

 157 

Correcting Werner and Laattoe’s (2016) solution for dispersion effects 158 

 159 

Werner and Laattoe (2016) provide the following solution to steady saltwater flow towards a 160 

river containing freshwater (see Figure 1): 161 
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 163 

Here, qs [L2 T-1] is saltwater flow, which is positive for flow towards the freshwater 164 

boundary, K [L T-1] is homogeneous and isotropic hydraulic conductivity, and z0 [L] is the 165 

water depth at the saltwater boundary, representing the depth of the aquifer base below sea 166 

level (coastal setting) or the depth of saltwater at some known location in the vicinity of a 167 

river (terrestrial setting). hb [L] is the depth of water at the freshwater boundary, which is 168 

situated at xb from the saltwater boundary, and δ is the dimensionless density difference 169 

( ) ffs ρρρ − , where ρf and ρs [M L-3] are freshwater and saltwater densities, respectively. 170 

Kr [L T-1] and Br [L] are the hydraulic conductivity and thickness of any riverbed material. In 171 

the absence of resistive material at the aquifer-ocean interface in coastal settings, Kr and Br 172 

are taken as K and 1 m, respectively. 173 

 174 

Simple manipulation of Werner and Laattoe’s (2016) equations leads to a solution for the 175 

horizontal length (xL) of the freshwater lens: 176 
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 178 

Werner and Laattoe’s (2016) theory provides the basis for determining the freshwater-179 

saltwater interface, as: 180 
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 182 

Here, ηs [L] is the height of the freshwater-saltwater interface above the aquifer basement 183 

and x [L] is the distance from the freshwater boundary. 184 

 185 

The approach to correcting the above equations to account for dispersion is founded on the 186 

strategy of Pool and Carrera (2011), who provided a correction for immobile rather than 187 

flowing seawater. Their method adjusts sharp-interface solutions (based on the Ghyben-188 

Herzberg condition) by changing the dimensionless density, thereby improving the match 189 

between analytical predictions and dispersive numerical modelling of the freshwater-190 

saltwater mixing zone. Lu and Werner (2013) adopted a modified form of the Pool and 191 

Carrera (2011) correction formula to apply to cross-sectional conceptual models similar to 192 

those of the current study, as: 193 
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 195 

Here, δ* is the corrected value of δ, and αT [L] is transverse dispersivity. Pool and Carrera 196 

(2011) used 1/6 rather than 1/4 as the exponent in equation (4). 197 

 198 

Equation (4) and Pool and Carrera’s (2011) original formulation have proven effective in 199 

correcting for the over-estimation in seawater extent from sharp-interface methods (e.g., Lu 200 

et al., 2012; Lu and Werner, 2013; Werner, 2016), at least for stable bodies of motionless 201 

seawater. The basis for equation (4) is the premise that the density force that drives seawater 202 
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inland needs to be reduced, thereby resulting in a smaller body of seawater in the coastal 203 

aquifer, commensurate with dispersive model estimates. The sharp-interface over-estimation 204 

of stable seawater wedges is attributable to the elimination of seawater recirculation in sharp-205 

interface assumptions, whereby dispersion is neglected (Abarca et al., 2007; Post et al., 206 

2013). That is, the sharp-interface assumption neglects the head losses in the seawater wedge 207 

that accompany dispersion-driven recirculation, leading to artificially larger seawater extents 208 

(Pool et al., 2011). 209 

 210 

In the case of a stable freshwater lens overlying moving saltwater (Figure 1), the sharp-211 

interface approach is expected to lead to over-estimation of the body of freshwater, rather 212 

than the saltwater extent. That is, under the assumption of sharp-interface conditions, the 213 

head losses due to freshwater lens recirculation are neglected, and the lens’ driving force is 214 

thereby over-estimated. Pool and Carrera’s (2011) method applied to Werner and Laattoe’s 215 

(2016) analytical solution translates to a reduction in the buoyancy force that drives the 216 

freshwater lens away from the river. This can be effected by increasing the saltwater density 217 

or reducing the freshwater density. Regardless, according to Pool and Carrera’s (2011) 218 

method, δ is lowered to δ* and substituted into the respective solution to the sharp-interface 219 

distribution. 220 

 221 

Initial attempts to adjust equations (1) to (3) by direct substitution of δ* for δ resulted in a 222 

poor match between the modified analytical solution and corresponding numerical 223 

simulations, regardless of the values adopted for the equation (4) exponent, or for αT and z0. 224 

The problem with applying Pool and Carrera’s (2011) correction in its original form is 225 

demonstrated by the following thought-experiment, and considering equations (2) and (3). 226 

The freshwater lens of Werner and Laattoe (2016) has a horizontal watertable, commensurate 227 
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with the lack of surface recharge and the lens immobility. Thus, at xL, the thickness of 228 

saltwater (ηs) will equal the aquifer thickness at the freshwater boundary (hb), which in turn 229 

equals z0 if the saltwater boundary is placed conveniently at xL. Substituting this condition 230 

into equations (2) or (3) eliminates δ from the solution to xL or ηs, at least when the boundary 231 

condition is specified at the limit of the lens (i.e., if xL = xb is chosen for the purposes of 232 

demonstrating the point). Therefore, substituting δ for δ* fails to modify the solution, and 233 

Pool and Carrera’s (2011) approach becomes redundant. Hence, an alternative strategy is 234 

required, notwithstanding that changing the buoyancy force remains the most likely method 235 

to successfully correct the sharp-interface analytical solution for dispersion effects. 236 

 237 

A novel modification to modifying Pool and Carrera’s (2011) approach is adopted here 238 

whereby the buoyancy correction is applied as a change to the freshwater boundary water 239 

level, rather than direct modification of dimensionless density. The new freshwater boundary 240 

head is obtained by enforcing pressure equilibrium at the base of the river, which leads to: 241 

 bb hh
1
1*

*

+
+

=
δ
δ  (5) 242 

 243 

Equation (5) recognizes that the driving force for the lens is the height of the freshwater 244 

boundary water level, whereas changes to freshwater or saltwater density, as per Pool and 245 

Carrera’s (2011) method, merely serve to modify saltwater discharge by changing the 246 

saltwater hydraulic gradient between the boundaries, as shown in the above thought 247 

experiment. 248 

 249 

Substitution of equation (4) into equation (5) produces a new correction factor formula 250 

applicable to the Werner and Laattoe (2016) analytical solution, as: 251 
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 253 

The validity of Equation (6) is explored through numerical experimentation, as described in 254 

the section that follows. 255 

 256 

Comparison to numerical modelling 257 

 258 

Description of model setup 259 

 260 

The numerical modelling of Werner (2016), who used SEAWAT (Langevin et al., 2008) to 261 

explore threshold parameter combinations that lead to different classes of seawater intrusion, 262 

is extended to evaluate the proposed correction, given as equation (6). Various parameter 263 

combinations and aquifer geometries are tested using cross-sectional simulations of a shallow 264 

unconfined coastal aquifer devoid of distributed recharge. 265 

 266 

The base case numerical model adopts the same grid as Werner (2016), comprising a 267 

relatively fine resolution (0.05 m by 0.05 m near the sea boundary, increasing to 10 m by 268 

0.05 m at the inland boundary). Computational effort is offset by the modest domain size 269 

(i.e., 5.2 m deep by 200 m long). This model setup was shown by Werner (2016) to limit 270 

artificial numerical dispersion. The domain size and mesh resolution were modified to 271 

simulate alternative aquifer geometries, but in all cases, the same number of model cells 272 

(124,800) was used to yield reasonable model run times (up to three days for some 273 

simulations). Decreasing the domain size, which creates steeper head gradients for a given 274 

head difference between the freshwater and saltwater boundaries, allowed for a finer grid 275 
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resolution near the right-hand side of the model. The maximum cell size was reduced from 10 276 

m in the base case to 0.55 m in simulations with the adoption of the smallest domains. 277 

 278 

Models grids were evaluated by comparing non-dispersive numerical simulations with the 279 

original analytical solution of Werner and Laattoe (2016). Figure 2 illustrates the model 280 

boundary conditions and geometry, as adopted by Werner (2016) and representing the base 281 

case simulation in the current paper. 282 

 283 

  284 
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 285 

 286 

 287 

 288 

 289 

Figure 2. Base case numerical model layout: (a) model domain, and (b) close-up of the left 290 

boundary showing the model grid. Blue cells represent specified head and concentration 291 

boundary conditions, whereby solute leaves the model at the ambient concentration, but 292 

enters the model from the left (saltwater boundary; solute concentration = 1) as saltwater and 293 

from the right (freshwater boundary; solute concentration = 0) as freshwater. Units are 294 

meters. 295 

 296 

The parameters of the base case model were chosen based on experience and are considered 297 

reasonable for River Murray conditions (i.e., consistent with parameter ranges provided by 298 

Werner and Laattoe (2016) for typical River Murray conditions), and for coastal aquifers in 299 

general. Values are given in Table 1, which also lists parameter ranges associated with 300 

additional simulations intended to explore a wider variety of conditions. The base case 301 

corresponds to Case 3d in Werner (2016). 302 

 303 

  304 

(a) 

(b) 
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Table 1. Parameters adopted in numerical and analytical models. 305 

Parameter Symbol Base case value Tested range Unit 
Onshore aquifer length xb 195 95 to 395 m 
Offshore aquifer length  5 - m 
Aquifer base below sea level z0 5 10 to 30 m 
Inland boundary head hb 4.99 z0 – 0.1 to z0 m 
Isotropic hydraulic conductivity K 10 1 to 100 m/d 
Specific yield Sy 0.24 - - 
Specific storage Ss 10-5 - 1/m 
Effective porosity n 0.3 - - 
Longitudinal dispersivity αL 1 0 to 10 m 
Transverse dispersivity αT αL/10 0.01 to 1 m 
Molecular diffusion Dm 8.64×10-5 0 m2/d 
Freshwater density ρf 1000 - kg/m3 
Saltwater density ρs 1025 1010 to 1040 kg/m3 

 306 

Evaluating the correction term: Salinity distributions 307 

 308 

The steady-state salinity distributions of numerical models and the sharp interface of the 309 

analytical solution (i.e., corrected for dispersion in dispersive cases and uncorrected in non-310 

dispersive cases) are included in Figure 3. Twenty cases were used to represent the range of 311 

parameters given in Table 1. A description of each case is provided in Table 2, which also 312 

lists the discrepancy between the analytical approach and the 0.1 and 0.5 relative salinity 313 

contours (i.e., 10% and 50% saltwater concentrations) from numerical models. 314 

  315 
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316 

317 

318 

319 

320 

321 

322 

323 

324 

 325 

Figure 3. Comparison between numerical model salinity distributions (colors; blue is 326 

freshwater and red is saltwater) and sharp-interface locations (dotted line) from analytical 327 

solution (corrected for dispersive cases and uncorrected for non-dispersive cases). Note 328 

vertical and horizontal scale differences between cases. An explanation of each case is given 329 

in Table 2. Units are meters, and salinity ranges from 0 (freshwater) to 1 (saltwater).  330 

Case 1 Case 2 

Case 3 Case 4 

Case 5 Case 6 

Case 7 Case 8 

Case 9 

Case 11 Case 12 

Case 16 

Case 18 

Case 19 Case 20 

Case 10 

Case 13 Case 14 

Case 15 

Case 17 
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 331 

Table 2. Sensitivity cases. Parameters correspond to those used in the base case unless stated 332 

otherwise. The average error (average of discrepancies at model cell centers) is positive 333 

where the specified isochlor from the numerical model is higher in elevation than the 334 

analytical sharp interface. Average error values arising from the uncorrected analytical 335 

solution are given in brackets for dispersive simulations. “N/A” infers that all concentrations 336 

were higher than 0.1. 337 

Case Variation from base case Average error in interface elevation (m) 
0.1 isochlor 0.5 isochlor 

1 None 1.2 (1.9) 0.17 (1.2) 
2 αL = αT = 0, Dm = 0 0.14 0.09 
3 hb = 5 m 1.2 (1.9) 0.16 (1.2) 
4 hb = 5 m, αL = αT = 0, Dm = 0 0.13 0.08 
5 xb = 95 0.95 (1.7) -0.15 (0.8) 
6 xb = 95, αL = αT = 0, Dm = 0 0.05 0.001 
7 xb = 95, hb = 4.9 m 0.81 (1.5) -0.28 (0.6) 
8 xb = 95, hb = 4.9 m, αL = αT = 0, Dm = 0 0.03 -0.06 
9 K = 1 m/d 1.5 (2.1) 0.27 (1.1) 
10 K = 100 m/d 1.1 (1.8) 0.15 (1.2) 
11 ρs = 1010 kg/m3 1.4 (2.1) 0.11 (1.0) 
12 ρs = 1040 kg/m3 1.2 (1.8) 0.14 (1.1) 
13 αL = 0.1 m, αT = 0.01 m 0.83 (1.3) 0.11 (0.7) 
14 αL = 1 m, αT = 0.01 m 0.93 (1.4) 0.12 (0.7) 
15 αL = 1 m, αT = 1 m N/A (N/A) -0.30 (1.5) 
16 αL = 10 m, αT = 0.1 m N/A (N/A) 0.04 (0.9) 
17 xb = 395 1.5 (2.0) 0.44 (1.2) 
18 z0 = 10 m 1.1 (2.6) -0.34 (1.7) 
19 xb = 395, z0 = 30 m 0.78 (4.9) -1.6 (2.9) 
20 xb = 395, z0 = 30 m, αL = αT = 0, Dm = 

0 0.63 0.31 

 338 

The results given in Figure 3 and Table 2 highlight the applicability of the analytical solution 339 

of Werner and Laattoe (2016) for narrow mixing zone conditions. For example, on average, 340 

the sharp interface from the uncorrected analytical solution is only 0.11 m lower than the 0.5 341 

salinity isochlor from non-dispersive numerical simulations (Cases 2, 4, 6, 8 and 20). This 342 

over-estimation of the 0.5 isochlor is attributable mainly to the minor amount of unavoidable 343 

artificial dispersion in SEAWAT, which produces slightly smaller lenses than would 344 
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otherwise occur in completely non-dispersive conditions. Artificial dispersion was assessed 345 

by obtaining the value of αT that, when adopted in the corrected analytical solution, 346 

reproduced the non-dispersive results of SEAWAT. The calibrated value of αT optimized the 347 

discrepancy between the corrected analytical solution and non-dispersive numerical 348 

modelling, whereby larger values of αT indicate more artificial dispersion. This produced an 349 

optimal αT value of 1.9 × 10-6 m, which roughly halved the mismatch between the sharp 350 

interface and 0.5 isochlor in non-dispersive results, i.e., from 0.11 m (αT = 0) to 0.054 m (αT 351 

= 1.9 × 10-6 m). This supports the accuracy of the SEAWAT model setup and verifies the low 352 

artificial numerical dispersion within non-dispersive simulations. 353 

 354 

The largest analytical solution-numerical model mismatch in non-dispersive results was 355 

obtained for Case 20, which involved the longest and deepest model domain. Given that all 356 

models have the same number of cells, this model also involved the largest cell sizes, on 357 

average. The optimization of αT described above served to reduce the error of 0.31 m for 358 

Case 20 (see Table 2) to 0.00 m. Thus, it appears that the effects of artificial numerical 359 

dispersion were strongest in this case, most likely as a consequence of the larger cell size. 360 

 361 

Paired simulations with and without dispersion (Cases 1 and 2, Cases 3 and 4, Cases 5 and 6, 362 

Cases 19 and 20) show that smaller lenses occur under dispersive conditions. This is expected 363 

given the earlier explanation regarding dispersive effects on seawater wedge extents in 364 

coastal settings. Figure 3 and Table 2 verify that the proposed correction factor successfully 365 

extends the analytical solution to dispersive conditions. The dispersive correction reduced the 366 

mismatch between the analytically derived sharp interface and the 50% salinity contour by 367 

around an order of magnitude in dispersive simulations (Table 2). Errors in predicting the 368 

50% salinity using the corrected analytical solution were 11% of the lens thickness for 369 
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dispersive simulations, and were 8.5% for non-dispersive simulations estimated by the 370 

uncorrected analytical solution. This means that the corrected analytical solution is almost as 371 

proficient at predicting the dispersive interface as the uncorrected analytical solution is able 372 

to predict the non-dispersive interface. 373 

 374 

Both positive and negative mismatches between the 0.5 salinity contour of dispersive 375 

simulations and the sharp interface from the corrected analytical solution are evident in Table 376 

2. Thus, there is not an especially strong bias in the mismatch. A general observation from 377 

Figure 3 is that the corrected analytical solution matches the interface especially well in the 378 

middle parts of the lens, and tends to over-estimate the location of the lens tip, which has a 379 

somewhat truncated shape in the dispersive modelling results. On average, the corrected 380 

analytical solution produced interface elevations that were higher than the 0.5 salinity contour 381 

by 0.06 m, while the average absolute discrepancy between numerical and analytical 382 

approaches was 0.29 m. The largest mismatch between the 0.5 salinity contour and the sharp 383 

interface was -1.56 m, which arose from the results for the deepest and longest aquifer (Case 384 

19). For this case, the corrected analytical solution matches better with the 0.1 isochlor from 385 

numerical modelling. 386 

 387 

The complex interplay between longitudinal and transverse dispersivity in different parts of 388 

the model domain makes it challenging to attribute particular aspects of the analytical-389 

numerical mismatch to clear causes. Where the interface is perpendicular to the flow 390 

direction (e.g., at the lens tip), it is likely that αL, being ten times that of αT in the majority of 391 

simulations, causes the lens to truncate under the enhanced dispersive mixing. This is 392 

particularly apparent in the lens shape of Case 16, where αL is increased by an order 393 

magnitude relative to other cases and relative to αT. 394 
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 395 

The exponent of 1/4 used in the dispersive correction given as equation (6) was assessed 396 

using calibration, noting that Lu and Werner (2013) and Pool and Carrera (2013) obtained 397 

different values through calibration. Optimization of the exponent was undertaken to ideally 398 

match the corrected analytical solution to the 0.5 isochlor, and a calibrated exponent of 0.28 399 

was derived. This is slightly higher than the Lu and Werner (2013) value of 0.25 in equation 400 

(6). The value of 0.28 lowered the analytical-numerical discrepancy of Case 19 significantly, 401 

i.e., from -1.56 m to -0.71 m, and the average absolute error displayed a modest reduction 402 

from 0.29 m to 0.27 m. 403 

 404 

Evaluating the correction term: Freshwater-saltwater flow patterns 405 

 406 

The applicability of the dispersive correction to the Werner and Laattoe (2016) formula is 407 

founded on the expectation that dispersion drives freshwater recirculation within the lens. 408 

The slight over-estimation of lens extent in non-dispersive simulations indicates that some 409 

recirculation occurred in those cases, as mentioned above. Advective groundwater flowlines 410 

extracted from the SEAWAT results are provided in Figure 4 to demonstrate recirculation 411 

patterns in Case 1 (dispersive) and Case 2 (non-dispersive). 412 

 413 
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 414 

Figure 4. Advective path lines for Cases 1 and 2 are shown in the upper and lower sub-415 

figures, respectively. Units are meters. Red and blue lines originally enter the aquifer as 416 

saltwater (from the left) and freshwater (from the right), respectively. Freshwater circulation 417 

is counterclockwise. Circles on the flow lines are located at 5-yearly intervals. 418 

 419 

The recirculation patterns in Figure 4 show marked differences between dispersive (Case 1) 420 

and non-dispersive (Case 2) conditions, such as the rounded versus angular patterns of 421 

advective particle movement. In the dispersive case, the oldest freshwater recirculated for 422 

some 26 years, whereas the maximum residence time of freshwater increased to about 900 423 

years when dispersion parameters were set to zero. Post et al. (2013) found that saltwater 424 

recirculated in their coastal aquifer setting for 100s up to 20,000 years, and Chesnaux and 425 

Allen (2008) obtained island freshwater lens residence times of 10s to 1000s of years for 426 

travel distances of 100’s of meters; similar to the scale of the conceptual models adopted 427 

here. Hence, the current residence times are within the range of reported values, albeit the 428 

variability of previous studies is wide. The saltwater residence times of dispersive cases are 429 

longer than non-dispersive cases by approximately 5 years. 430 

 431 
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Despite significant differences in salinity distributions between paired dispersive and non-432 

dispersive simulations, the saltwater fluxes were otherwise very similar. This is evident in the 433 

flux values provided in Table 3, which reports saltwater fluxes at the downstream boundary 434 

from both the analytical and numerical approaches, and provides freshwater recirculation 435 

rates from the numerical model (freshwater flow in the analytical approach is zero). 436 

 437 

Table 3. Analytical and numerical saltwater outflow rates (m3/d) at the downstream 438 

(freshwater) boundary, and freshwater recirculation rates (m3/d) from the numerical model. 439 

“N/A” identifies non-dispersive cases, for which the dispersive correction to the analytical 440 

solution was not required. 441 

Case Saltwater outflow Freshwater 
inflow/outflow 

Numerical model Original Analytical 
solution 

Modified 
Analytical solution 

Numerical model 

1 0.0184 0.0180 0.0237 0.0132 
2 0.0184 0.0180 N/A 0.0020 
3 0.0157 0.0156 0.0213 0.0129 
4 0.0159 0.0156 N/A 0.0017 
5 0.0374 0.0368 0.0484 0.0436 
6 0.0374 0.0368 N/A 0.0043 
7 0.0828 0.0821 0.0933 0.0525 
8 0.0832 0.0821 N/A 0.0081 
9 0.0018 0.0018 0.0024 0.0015 
10 0.1827 0.1804 0.2373 0.1304 
11 0.0088 0.0088 0.0112 0.0056 
12 0.0276 0.0270 0.0358 0.0209 
13 0.0184 0.0180 0.0212 0.0061 
14 0.0183 0.0180 0.0212 0.0066 
15 0.0184 0.0180 0.0281 0.0215 
16 0.0184 0.0180 0.0237 0.0128 
17 0.0091 0.0089 0.0117 0.0278 
18 0.0683 0.0672 0.0864 0.0304 
19 0.2893 0.2846 0.3495 0.1195 
20 0.2893 0.2846 N/A 0.0211 

 442 

Table 3 demonstrates that, as expected, saltwater flow rates are higher for larger values of K, 443 

δ, z0 and head difference across the model, and for smaller distance between boundaries, in 444 
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accordance with equations (1) to (3). Reducing dispersion parameters to zero in the numerical 445 

model caused a very small increase in saltwater flow rates, although this was undetectable in 446 

paired cases 19 and 20. Therefore, the shorter saltwater residence times of Case 2 (non-447 

dispersive) relative to Case 1, as shown in Figure 4, are not primarily caused by differences in 448 

saltwater flow rates. Rather, the larger extent of the freshwater lens in the non-dispersive case 449 

reduces the cross-sectional area available for saltwater flow, thereby increasing the velocity 450 

and lowering the residence times relative to the dispersive case. 451 

 452 

The most striking feature of the Table 3 results is that the correction term corrupts the 453 

saltwater flow rates, whereas the unmodified solution of Werner and Laattoe (2016) performs 454 

well in obtaining the saltwater flow rates of the numerical model. Thus, whereas the position 455 

of the mixing zone is best obtained using the correction term of equation (6), saltwater fluxes 456 

should be calculated without the correction and adopting the unmodified Werner and Laattoe 457 

(2016) formulae, given as equations (1) to (3). It remains to be assessed as to whether Pool 458 

and Carrera’s (2011) correction, applied to the stable seawater wedges for which it was 459 

intended, also produces erroneous fluxes. 460 

 461 

Freshwater recirculation rates are higher in dispersive cases relative to non-dispersive cases, 462 

as expected given the effects of dispersive freshwater entrainment in flowing saltwater. In 463 

most of the dispersive cases, freshwater fluxes are of similar order to saltwater fluxes, in 464 

contrast to the assumption of Werner and Laattoe’s (2016) analytical solution of relatively 465 

immobile freshwater, which they adopt for narrow mixing zone situations. The non-466 

dispersive cases in Table 3 produced small freshwater fluxes, thereby supporting their 467 

assumption. 468 

 469 
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Freshwater recirculation fluxes increase with larger values of K, δ, z0 and head difference 470 

across the model, and for larger distance between boundaries. Smith (2004) observed 471 

complex relationships between aquifer parameters and seawater recirculation patterns in 472 

coastal aquifers, whereby the density-driven overturn broke down as z0 and αT approaches 473 

extreme (high or low) values. In his analysis, maximum rates of density-driven seawater 474 

circulation were achieved for large values of Kz and δ, in agreement with the freshwater lens 475 

observations of the current study. Further analysis is needed to assess whether freshwater 476 

recirculation follows the same trends as those observed for seawater in coastal aquifers by 477 

Smith (2004) for the full gamut of parameter combinations likely to be encountered in both 478 

terrestrial and coastal lens situations. 479 

 480 

Conclusions 481 

 482 

This research extends the Werner and Laattoe (2016) analytical solution for the steady-state 483 

extent of a freshwater lens overlying flowing saltwater so that it applies to dispersive 484 

situations, which are expected to be more common than the narrow mixing zone conditions 485 

for which their solution was developed. It achieves this by adapting the dispersive correction 486 

of Pool and Carrera (2011), applicable to coastal aquifers containing freshwater discharge to 487 

the sea, to the reversed situation of flowing saltwater and relatively stationary freshwater. 488 

 489 

A new dispersive correction equation for modifying the freshwater boundary water level is 490 

devised to impose the buoyancy force reduction that is needed to reduce the size of the 491 

freshwater lens, such that the sharp-interface approximation is commensurate with the middle 492 

of the dispersive mixing zone predicted by a numerical approach. Testing of the new 493 

correction factor, applied to the Werner and Laattoe (2016) analytical solution, shows 494 
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favorable matches to the results of dispersive numerical modelling for a range of parameters. 495 

The unmodified analytical solution is also an excellent match to several non-dispersive 496 

numerical modelling cases. 497 

 498 

Calibration of the analytical solution was undertaken to examine the validity of the correction 499 

factor’s exponent of 0.25, which was the value recommended by Lu and Werner (2013). Only 500 

a minor improvement in the match between analytical and numerical results could be 501 

obtained with an optimal exponent value of 0.28. Calibration of the transverse dispersivity 502 

(αT) used in the correction factor equation was undertaken to seek an ideal match with non-503 

dispersive numerical simulations, producing a small αT of 1.9 × 10-6 m, demonstrating that 504 

the results of SEAWAT models contained low levels of artificial numerical dispersion. 505 

 506 

Freshwater recirculation was found to be the primary process that leads to the effectiveness of 507 

the buoyancy modification via application of the correction factor. Flowlines obtained from 508 

two numerical modelling cases demonstrate the markedly stronger lens recirculation that 509 

arises when dispersion parameters are increased from zero to typical values (e.g., αL = 1 m). 510 

Adding dispersion to numerical simulations also slowed saltwater velocities, leading to 511 

slightly longer saltwater residence times. 512 

 513 

Saltwater fluxes predicted by the numerical model were well matched by the original 514 

analytical solution of Werner and Laattoe (2016) for both dispersive and non-dispersive 515 

cases, whereas the dispersive correction factor produced erroneous saltwater flow rates in 516 

dispersive situations. Thus, the unmodified analytical solution of Werner and  Laattoe (2016) 517 

should be retained for estimates of saltwater fluxes, whereas the correction factor 518 
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successfully reproduces the middle of dispersive mixing zones, to a reasonable level of 519 

accuracy. 520 

 521 

Extensions to the current work are warranted to test a wider range of situations under which 522 

dispersive corrections to sharp-interface solutions may be used to positive effect. For 523 

example, it would be worthwhile to test whether the dispersive correction applies to models 524 

of transient interface movements, heterogeneous aquifers and systems receiving recharge, and 525 

incorporating other real-world processes that are neglected in the current analysis. 526 

 527 
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