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Spin resonance peak in Fe-based superconductors with unequal gaps
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We study the spin resonance in the superconducting state of iron-based materials within multiband models
with two unequal gaps, �L and �S , on different Fermi-surface pockets. We show that, due to the indirect nature
of the gap entering the spin susceptibility at the nesting wave vector Q, the total gap �̃ in the bare susceptibility
is determined by the sum of gaps on two different Fermi-surface sheets connected by Q. For the Fermi-surface
geometry characteristic of most iron pnictides and chalcogenides, the indirect gap is either �̃ = �L + �S or
�̃ = 2�L. In the s++ state, spin excitations below �̃ are absent unless additional scattering mechanisms are
assumed. The spin resonance appears in the s± superconducting state at frequency ωR � �̃. Comparison with
available inelastic neutron-scattering data confirms that what is seen is the true spin resonance and not a peak
inherent to the s++ state.
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I. INTRODUCTION

Fe-based superconductors (FeBS) represent a noncuprate
class of high-Tc systems with an unconventional superconduct-
ing state. The origin of the latter is still debated. In general,
FeBS can be divided into the two subclasses, pnictides and
chalcogenides [1], with the square lattice of iron as the basic
element, although with orthorhombic distortions in lightly
doped materials. Iron is surrounded by As or P situated in
the tetrahedral positions within the first subclass and by Se,
Te, or S within the second subclass.

The Fermi surface (FS) is formed by Fe d orbitals and,
excluding the cases of extreme hole and electron doping, it
consists of two hole sheets around the � = (0,0) point and two
electron sheets around the (π,0) and (0,π ) points in the two-
dimensional Brillouin zone (BZ) corresponding to one Fe per
unit cell (the so-called 1-Fe BZ) [2]. In the 2-Fe BZ, electron
pockets are centered at the M = (π,π ) point. Nesting between
these two groups of sheets leads to enhanced antiferromagnetic
fluctuations with maximal scattering near the wave vector Q
equal to (π,0) or (0,π ) in the 1-Fe BZ or equal to (π,π ) in the
2-Fe BZ.

Different mechanisms of Cooper-pair formation result in
the distinct superconducting gap symmetry and structure
[2]. In particular, the random-phase approximation spin-
fluctuation (RPA-SF) approach gives the extended s-wave
gap that changes sign between hole and electron FS sheets
(s± state) as the main instability for a wide range of doping
concentrations [3–7]. On the other hand, orbital fluctuations
promote the order parameter to have the sign-preserving
s++ symmetry [8]. Thus, probing the gap structure can help
elucidate the underlying mechanism. In this respect, inelastic
neutron scattering (INS) is a useful tool because the measured
dynamical spin susceptibility χ (q,ω) in the superconducting
state carries information about the gap structure. There have
been many reports of a well-defined peak in neutron spectra
in 1111, 122, and 11 systems appearing only for T < Tc at
or around q = Q [9–13]. The common explanation is that the
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peak is the spin resonance appearing due to the s± state. Indeed,
since Q connects Fermi sheets with different signs of s±
gaps, the resonance condition for the interband susceptibility is
fulfilled and the spin resonance peak is formed at a frequency
ωR below ≈2� with � being the gap size [14–16].

Such a simple explanation was indirectly questioned by
angle-resolved photoemission spectroscopy (ARPES) results
and recent measurements of gaps via Andreev spectroscopy.
The latter clearly shows that there are at least two distinct
gaps present in 11, 122, and 1111 systems [17–21] and even
three gaps in LiFeAs [22,23]. The larger gap (�L) is about 9
meV and the smaller gap (�S) is about 4 meV in BaCo122
materials. From ARPES we know that electron FS sheets and
the inner hole sheet are subject to opening the lager gap while
the smaller gap is located at the outer hole FS [24,25]. The
very existence of the smaller gap raises the question: What
would be the spin resonance frequency in the system with two
distinct gaps? The naive expectation is that the frequency shifts
to the lower gap scale and ωR < 2�S . Then the observed peak
in INS in BaCo122 system at frequency ωINS ∼ 9.5 meV
[10] cannot be the spin resonance since it is greater than
2�S ∼ 8 meV [18]. Thus the peak could be coming from
the s++ state [26,27], where it forms at frequencies above 2�

due to the redistribution of the spectral weight upon entering
the superconducting state and a special form of scattering
in the normal state. Here we study this question in detail
and show that the naive expectation is wrong and that the
true minimal energy scale is ωR � �L + �S . The latter is
consistent with the maximal frequency of the observed peak in
INS in BaCo122 and confirms that it is the true spin resonance,
providing evidence of the s± gap symmetry. The maximal
energy scale is ωR � 2�L. Whether the minimal or maximal
energy scale is realized depends on the relation between the
exact band structure of a particular material and the wave
vector of the spin resonance Q.

II. MODELS AND APPROACH

To describe spin response in normal and superconducting
states of FeBS, we use the random-phase approximation
(RPA) with local Coulomb interactions (Hubbard and Hund’s
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exchange). In the multiband system, transverse dynamical
spin susceptibility χ̂+−(q,ω) is the matrix in orbital (or
band) indices. It can be obtained in the RPA from the bare
electron-hole matrix bubble χ̂(0)+−(q,ω) by summing up a
series of ladder diagrams:

χ̂+−(q,ω) = [Î − Ûs χ̂(0)+−(q,ω)]−1χ̂(0)+−(q,ω), (1)

where q is the momentum, ω is the frequency, and Ûs and Î

are interaction and unit matrices, respectively, in orbital (or
band) space. The exact form of Ûs and the bare susceptibility
χ̂(0)+−(q,ω) depends on the underlying model. Later we use
two types of tight-binding models for the two-dimensional iron
layer.

First we study the four-band model of Ref. [14] with the
following single-electron Hamiltonian:

H0 = −
∑

k,α,σ

εinkiσ −
∑

k,i,σ

t ikd
†
kiσ dkiσ , (2)

where dkiσ is the annihilation operator of the d electron with
momentum k, spin σ , and band index i = {α1,α2,β1,β2}, εi

are the on-site single-electron energies, t
α1,2

k is the electronic
dispersion that yields hole pockets centered around the � point,
and t

β1,2

k is the dispersion that results in the electron pockets
around the M point of the 2-Fe BZ. The parameters are the
same as in Ref. [14]. In the superconducting state we assume
either the s++ state with �ki = �i or the s± state with �ki =
�i(cos kx + cos ky)/2.

The physical spin susceptibility χ (q,ω) = ∑
i,j χ i,j (q,ω)

is obtained by calculating matrix elements χi,j (q,ω) via
Eq. (1) with the interaction matrix U

i,j
s = Ũδi,j + J̃ /2(1 −

δi,j ) and with the bare spin susceptibility χ
ij

(0)+−(q,ω) in
the superconducting state (see Ref. [14] for details). We
assume here the effective Hubbard interaction parameters to
be J̃ = 0.2Ũ and Ũ ∼ t

β1
1 in order to stay in the paramagnetic

phase [14].
The model described above is simple enough to gain a

qualitative description of the spin response of a superconductor
with unequal gaps. But it lacks for the orbital content of the
bands, which is important for the detailed structure of the
susceptibility. This is why we also present results for the tight-
binding model from Ref. [4] based on the fit to the DFT band
structure for LaFeAsO [28]. The model includes all five iron
d orbitals (dxz, dyz, dxy , dx2−y2 , d3z2−r2 ) enumerated by index
l and is given by

H0 =
∑

kσ

∑

ll′
[tll′(k) + εlδll′]d

†
lkσ dl′kσ , (3)

where d
†
lkσ is the annihilation operator of a particle with

momentum k, spin σ , and orbital index l. Later we use
numerical values of hopping matrix elements tll′(k) and one-
electron energies εl from Ref. [4]. This model for the undoped
and moderately-electron-doped materials gives FS composed
of two hole pockets, α1 and α2, around the (0,0) point
and two electron pockets, β1 and β2, centered around the (π,0)
and (0,π ) points of the 1-Fe BZ. A similar model for iron
pnictides was proposed in Ref. [5].

The general two-particle on-site interaction would be
represented by the Hamiltonian [4,5,29,30]

Hint = U
∑

f,m

nf m↑nf m↓ + U ′ ∑

f,m<l

nf lnf m

+ J
∑

f,m<l

∑

σ,σ ′
d
†
f lσ d

†
f mσ ′df lσ ′df mσ

+ J ′ ∑

f,m�=l

d
†
f l↑d

†
f l↓df m↓df m↑. (4)

where nf m = nf m↑ + nf m↓, nf mσ = d
†
f mσ df mσ are the

number-of-particles operators at site f , U and U ′ are the intra-
and interorbital Hubbard repulsion, J is Hund’s exchange, and
J ′ is the so-called pair hopping. We choose the following
values for the interaction parameters: U = 1.4eV, J = 0,
and make use of the spin-rotational invariance constraint
U ′ = U − 2J and J ′ = J .

The Green’s functions are diagonal in the band basis
but not in the orbital basis. Let us introduce creation and
annihilation operators b

†
kμσ and bkμσ for electrons with band

index μ, in terms of which the Green’s functions are diagonal,
Gμσ (k,i�) = 1/(i� − εkμσ ). Transformation from the orbital
to the band basis is done via the matrix elements ϕ

μ

km,
dkmσ = ∑

μ

ϕ
μ

kmbkμσ , and for the transverse component of the

bare spin susceptibility [7] we have

χ
ll′,mm′
(0)+− (q,i�) = −T

∑

p,ωn,μ,ν

[
ϕμ

pmϕ∗μ

plGμ↑(p,iωn)

×Gν↓(p + q,i� + iωn)ϕν
p+ql′ϕ

∗ν
p+qm′

−ϕ∗μ

plϕ
∗μ

−pm′F
†
μ↑(p, − iωn)

×Fν↓(p + q,i� + iωn)ϕν
p+ql′ϕ

ν
−p−qm

]
, (5)

where � and ωn are Matsubara frequencies, and G and F

are the normal and anomalous (superconducting) Green’s
functions, respectively. Components of the physical spin
susceptibility χ+−(q,i�) = 1

2

∑
l,m χ

ll,mm
+− (q,i�) are calcu-

lated by using Eq. (1) with the interaction matrix Us from
Ref. [4].

Since the calculation of the Cooper-pairing instability is
not a topic of the present study, here we assume that the
superconductivity is coming from some other theory and study
either the s++ state with �kμ = �μ or the s± state with
�kμ = �μ cos kx cos ky , where μ is the band index.

III. RESULTS

Here we present results for susceptibilities at the wave
vector q = Q as functions of frequency ω obtained via
analytical continuation from Matsubara frequencies (i� →
ω + iδ with δ → 0+).

The imaginary part of bare and RPA spin susceptibilities
in the four-band model (2) is shown in Fig. 1. First, we
discuss result for equal gaps on electron (e1, e2) and hole (h1,
h2) FSs, �e1,2 = �h1,2 = �0. Since χ(0)+−(q,ω) describes
particle-hole excitations and in the superconducting state all
excitations are gapped below approximately 2�0 (at T = 0),
then Imχ(0)+−(q,ω) becomes finite only after that frequency.
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FIG. 1. Calculated Imχ(0)+−(Q,ω) (top) and Imχ+−(Q,ω) with
Q = (π,π ) in the 2-Fe BZ for the four-band model in the normal,
s++, and s± superconducting states. Two cases of superconducting
states are shown: equal �s with �e1,2 = �h1,2 = �0, and unequal
gaps with �e1,2 = �h1 = �0 and �h2 = �0/2.

For the s++ state, there is a gradual increase of the spin
response for ω > 2�0. For the s± state, Q connects the FSs
with different signs of gaps, sgn�ki = −sgn�k+Qj , and within
RPA (1) this results in the spin resonance peak—divergence
of Imχ+−(Q,ω) at a frequency ωR < ωc (see Fig. 1, bottom
panel).

Now let us consider the case of unequal gaps with a small
gap scale on the outer hole FS, �h2 = �0/2, and a larger
gap scale on all other FSs, �e1,2 = �h1 = �0. As seen from
Fig. 1, top panel, for the s± state the discontinuous jump and,
thus, ωc moved to lower frequencies. This new energy scale
clearly tracked down in the s++ state as the starting point of
the susceptibility gradual increase. It is equal to �L + �S =
3/2�0, with �L and �S being the larger and smaller gap
scales, respectively. Consequently, the spin resonance peak in
s± moved to lower frequencies, ωR < �L + �S (see Fig. 1,
bottom panel). An additional feature is the hump around the
2�L = 2�0 energy scale. Note that the susceptibility in the
s++ state has not changed much compared to the equal-gaps
case.

To demonstrate where the new energy scale is coming from
we turn our attention to the five-orbital model (3). Its energy

FIG. 2. Energy spectrum of the five-orbital model near the Fermi
level εF = μ in the superconducting state, Ekν = ±(ε2

kν + �2
kν)1/2,

as a function of momentum k along the � − X direction, i.e., (0,0) −
(π,0). Scattering wave vector Q entering the spin susceptibility is
also shown.

spectrum near the Fermi level in the superconducting state,
Ekν = ±(ε2

kν + �2
kν)1/2, is shown in Fig. 2. We consider here

the case of unequal gaps with the smaller gap �β2 = �S on the
outer hole FS and larger gaps �α1,2 = �β1 = �L on inner hole
and electron FSs. To be consistent with the experimental data,
we choose �S = �0 = �L/3; see the inset in Fig. 3. Naturally,
the two energy scales, 2�S and 2�L, appear in the energy
spectrum Ekν and are connected with hole α2 and electron β1,
β2 bands, respectively. On the other hand, the susceptibility
χ(0)+−(Q,ω) contains scattering between hole and electron
bands with the wave vector Q. The energy gap that has to be
overcome to excite electron-hole pairs is the indirect gap with
the scale �̃ = �L + �S . That is why spin excitations in the
s++ state start with the frequency proportional to the indirect
gap �̃ = 4�0; see Fig. 3. The same is true for the discontinuous
jump in Imχ(0) for the s± state—it shifts to frequency ≈�̃.
This, together with the corresponding log singularity in Reχ(0),
produce the spin resonance peak in RPA at frequency ωR � �̃.
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FIG. 3. Calculated Imχ+−(Q,ω) with Q = (π,0) in the 1-Fe BZ
for the five-orbital model in the normal, s++ and s± superconducting
states. Two cases of superconducting states are shown: equal gaps
with �α1,2 = �β1,2 = �L, and unequal gaps with �α1,2 = �β1 = �L

and �β2 = �S , where �S = �L/3. The latter case is shown in
the inset, where gaps at the FS are plotted together with the wave
vector Q.

094517-3



KORSHUNOV, SHESTAKOV, AND TOGUSHOVA PHYSICAL REVIEW B 94, 094517 (2016)

Such a shift of resonance peak to lower frequencies compared
with the equal-gaps situation is seen in Fig. 3, where the spin
response Imχ+−(Q,ω) for the cases of equal and distinct gaps
is shown.

The changes in the band structure and/or doping level can
result in the change of the indirect gap. In particular, since for
hole doping hole FSs become larger, the wave vector Q may
connect states on the electron FS and on the inner hole FS.
Gaps on both these FSs are determined by �L and thus the
indirect gap will be equal to �̃ = 2�L. This sets up a maximal
energy scale for the spin resonance, i.e., ωR � 2�L.

Thus we conclude that, depending on the relation between
the wave vector Q and the exact FS geometry, the indirect gap
in most FeBS can be either �̃ = �L + �S or �̃ = 2�L. The
peak in the dynamical spin susceptibility at the wave vector Q
will be the true spin resonance if it appears below the indirect
gap scale, ωR � �̃.

Now we can compare energy scales extracted from
ARPES, Andreev spectroscopy, and inelastic neutron scat-
tering. The latter gives a peak frequency ωINS ≈ 9.5 meV
in BaFe1.85Co0.15As2 with Tc = 25 K [10]. For the same
system, gap sizes extracted from ARPES are �L ≈ 6.7 meV
and �S ≈ 4.5 meV [31], and for a similar system with
Tc = 25.5 K, �L ≈ 6.6 meV and �S ≈ 5 meV [32]. Gap
sizes extracted from Andreev spectroscopy are �L ≈ 9 meV
and �S ≈ 4 meV in BaFe1.8Co0.2As2 with Tc = 24.5 K [18].
Evidently, ωINS < �L + �S and we can safely state that the
peak in INS is the spin resonance.

For the hole-doped systems, the peak frequency in INS is
about 14 meV in Ba0.6K0.4Fe2As2 with Tc = 38 K [9]. There is
a slight discrepancy between gap sizes extracted from ARPES
and Andreev spectra. The former gives �L ≈ 12 meV and
�S ≈ 6 meV in the same material with Tc = 37 K [24], thus
ωINS < �L + �S . Gap sizes from Andereev spectroscopy are
�L ≈ 8 meV and �S ≈ 2 meV in Ba0.65K0.35Fe2As2 with
lower Tc = 34 K [20]. In this case, ωINS > �L + �S but
ωINS < 2�L and we still can assume that the peak in INS is the
spin resonance. However, in such a case definitive conclusions
can be given only by the calculation of spin response for the
particular experimental band structure. For a more extensive
review of available experimental data on ωINS and gap scales,
see the Supplemental Material [33].

On the separate note, we would like to mention that the
appearance of a hump structure in the superconducting state at
frequencies larger than the main peak frequency (the so-called
double resonance feature) may be related to the 2�L energy
scale; see Fig. 1. Such a hump structure was observed in
NaFe0.985Co0.015As [34,35] and FeTe0.5Se0.5 [36]. Somehow
a similar structure was found in polarized inelastic neutron

studies of BaFe1.9Ni0.1As2 [37] and Ba(Fe0.94Co0.06)2As2

[38], but its origin may be related to spin-orbit coupling
[39] rather than to the simple 2�L energy scale. Another
explanation of the double-resonance feature is related to the
pre-existing magnon mode, i.e., the dispersive low-energy
peak in underdoped materials is associated with the spin
excitations of the magnetic order with the intensity enhanced
below Tc due to the suppression of the damping [40].

IV. CONCLUSION

We analyzed the spin response of FeBS with two different
superconducting gap scales, �L > �S . Spin resonance ap-
pears in the s± state below the indirect gap scale �̃ that is
determined by the sum of gaps on two different Fermi-surface
sheets connected by the scattering wave vector Q. In the s++
state, spin excitations are absent below �̃ unless additional
scattering mechanisms are assumed [8]. For the Fermi-surface
geometry characteristic of most FeBS materials, the indirect
gap is either �̃ = �L + �S or �̃ = 2�L. This gives a simple
criterion to determine whether the experimentally observed
peak in inelastic neutron scattering is the true spin resonance—
if the peak frequency ωR is less than the indirect gap �̃, then it
is the spin resonance and, consequently, the superconducting
state has the s± gap structure.

Comparison of energy scales extracted from INS, Andreev
spectroscopy, ARPES, and other techniques allowing to
determine superconducting gaps, for most materials gives
confidence that the observed feature in INS is the spin
resonance peak. However, sometimes it is not always clear
experimentally which gaps are connected by the wave vector
Q. Even without knowing this exactly, one can draw some
conclusions. For example, if one of the gaps is �L, then there
are three cases possible: (1) ωR � �L + �S and the peak at ωR

is the spin resonance, (2) ωR > 2�L and the peak is definitely
not a spin resonance, and (3) ωR � 2�L and the peak is most
likely the spin resonance but the definitive conclusion can
be drawn only from the calculation of the dynamical spin
susceptibility for the particular experimental band structure.
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