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The main objective of this short paper is to describe the relationship between software
maintenance and logic programming (both declarative and procedural), and to show how
ideas and methods from logic programming (in particular, methods invented by M. Gelfond)
can be used in software maintenance. The material presented in this paper partly appeared
in (Luqi and Cooke, 1995). The main difference is that (Luqi and Cooke, 1995) is aimed
mainly at software engineers, so it only briefly touches on the software engineering problems,
while describing in great detail the basics of logic programming. In contrast, in this paper,
we assume that the corresponding logic programming notions are well known, but describe
the corresponding software engineering applications in greater detail.

1. The problems of software maintenance: brief introduction (why, how, and
when)

Software maintenance: why? Real-life programs sometimes produce undesirable re-
sults, and sometimes do not run at all. One of the main objectives of software engi-
neering is to ensure that programs do exactly what we want them to do. One of the
main ideas in achieving this objective is the idea of formal specifications, according
to which, we formulate the program requirements (specifications) in precise (formal)
terms, and try to come up with verified programs, i.e., programs for which we can
prove that the program satisfies these specifications.

In the ideal situations, programs exactly follow specifications, and they are as
reliable as detailed mathematical proofs. The only thing that can possibly go wrong
in such situations is that the wrong program may be (incorrectly) proclaimed to be
correct because there was an (accidental) error in the proof. In this case, we need to
replace the wrong program by the correct one. Such corrections are called corrective
software maintenance.

From this “ideal” viewpoint, when we change our specifications, it is like chang-
ing the formulation of the theorem: we have to find a proof for the modified theorem,
and we have to find the a program that satisfies the new specifications.

In real life, when the specifications are changed, we do not have to design pro-
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grams completely anew. Most often, the existing program can be modified so that it
satisfies the new specifications. Not only can the program be modified, it should be
modified (rather than written anew), because such a modification (i.e., re-use of the
existing code) is often the only way to produce the reliable software product under
limited human and time resources (see, e.g., [2,11]). These specification modifications
and the corresponding program modifications are also called software maintenance.

Software engineers usually distinguish between two types of specification modi-
fications:

• Perfective modifications occur, e.g., when we want to compute the solution to the
given equation with a better accuracy than the existing program provides.

• Adaptive modifications occur when the environment changes. For example, in order
to design a space mission, i.e., to choose a trajectory, the flight length, etc., we must
use the parameters of the spaceship such as its weight, fuel capability, etc. When
we upgrade the Space Shuttle (i.e., change these parameters), then we need to
modify the program. In software engineering, this necessity to constantly adapt the
program to an everchanging context is well recognized; it is, e.g., explicitly stated
in Lehman’s laws [10] (“For a software system to survive it must evolve”).

Comment. Not every program needs adaptive maintenance. Lehman actually classi-
fies programs into S-type programs whose specifications are not likely to change over
time (e.g., matrix multiplication or any numerical package) and E-type programs whose
specifications change over time. Large software systems usually contain programs of
both types, so adaptive maintenance is necessary.

Software maintenance: how? If the necessity to modify the software is recognized,
we face an important (and often difficult) problem of actually modifying the software
in the right way.

Software maintenance: when? The word “if” in the above paragraph actually hides
a crucial problem: how do we know that it is time for modifying software?

This problem is relatively easy for programs that solve well-defined problems
for a reasonably simple environment. For such programs, modifications are rare (how
often do we need to increase the accuracy of a numerical method?) and the need for
such modifications is easily recognizable.

For programs that operate in a more complex environment, the situation is much
more complicated. The environment is constantly changing, and programs are usually
designed in such a way that they still work correctly under (sufficiently) small changes:
for example, an operating system, usually, does not need maintenance if we simply
add one more workstation to the net. However, as the small changes accrue, we
may eventually arrive at a situation where the old program does not work correctly
anymore. Currently, the user decides when the maintenance is needed: e.g., the user
detects that the system is not performing the way it should (e.g., that there is an error
in a result), or that there has been some drastic change in the software environment
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or context that requires that the system be modified (i.e., there is a need for adaptive
maintenance). Since the accrued changes are minor, it is very difficult to detect the
exact moment when the old software is no longer correct. However, if we do not
detect this moment exactly, if we wait until the program starts misbehaving, we may
get disastrous consequences, such as the explosion of the European Ariane 5 satellite
launcher on its June 4, 1996 maiden flight. The guidance software used on this flight
was originally designed for the the previous (slower) system Ariane 4; it worked well
for several (faster) modifications of Ariane 4, but with the upgrade to Ariane 5 the
flight became too fast for the guidance software to handle.

A major problem is, therefore, to detect when the maintenance is needed.
This detection problem can be informally reformulated in logical terms: If the

program was initially designed exactly according to some specifications, then the need
for maintenance means that there is an inconsistency between the (old) requirements
on which the program was based, and the new specifications that were added later. In
these terms, the problem is to detect inconsistencies.

2. Logic programming: an appropriate formalism for solving software
maintenance problems

Traditionally, classical (monotonic) logic has been used in software engineering. Tra-
ditionally in software engineering, specifications were described in terms of classical
(first order) logic. This is done either directly in terms of this logic, or indirectly, i.e.,
in terms of some specific formalism whose semantics are defined in terms of first order
logic.

In this formalism, a specification for a program consists of one or several logical
statements that describe the possible pairs (x, y), where x in an input, and y is an
output. If we want to add a new requirement to the system, this means that we have to
add a new formula that the pairs must satisfy. The more formulas we add, the fewer
pairs will satisfy all of them. In other words, the system, as described by the first order
logic, is monotonic in the following precise sense: Let us denote the set of all pairs
(input,output) that satisfy the given set of formulas S by p(S). Then, if we increase
the set of formulas, i.e., go from the original set S to a larger set S′ ⊃ S, we thus
decrease the set of all possible pairs: p(S′) ⊆ p(S).

Actual specifications are often non-monotonic. Modifications to the program specifi-
cations are indeed formulated mostly in terms of additional statements. However, in
real life, these statements may not necessarily mean new restrictions on the output;
sometimes, these new statements describe new exceptions to the previously formulated
requirements, exceptions that were not known before. When an additional statement is
a new exception, then the new set f (S′) of possible pairs (input,output) is not smaller,
but larger than the original set of pairs f (S): f (S′) ⊇ f (S).

Usually, additional requirements consist of statements of both types: some of
these statements bring new restrictions, some limit the previous restrictions. As a result,
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we often get “incomparable” sets f (S) and f (S′), i.e., sets for which neither f (S) is
contained in f (S′), nor f (S′) is contained in f (S) (f (S) 6⊆ f (S′) and f (S′) 6⊆ f (S)).

In all these cases, the mapping f is non-monotonic. Non-monotonic logics (see,
e.g., [12–14]) can be useful in formulating the logic behind such mappings.

Logic programming seems to be the most appropriate non-monotonic logic for soft-
ware engineering. We believe that logic programming is the most adequate logical
formalism for describing software maintenance, for the following reasons:

• First, many software requirements are formulated in terms of common sense, and
logic programming seems to be a natural and adequate description of commonsense
reasoning. For example, logic programming provides a clear distinction between
immutable specifications (like “Bill and Sam are brothers”) that are absolutely true,
and mutable specifications that are typically true, but may have exceptions (like “It
may be assumed/believed that Bill and Sam are kind to each other”). Immutable
specifications are described by absolutely true facts and rules like

brothers(bill, sam)←,

while mutable specifications can be described as defaults like

kind to each other(bill, sam,S)← not abnormal situation(S).

• Second, logic programming is not only a declarative (specification) language. Logic
programming, in its Prolog form (and its variants), is also a reasonably efficient
procedural language. Therefore, if we formulate our restrictions on the pairs (in-
put,output) in terms of a logic program, we not only get a good formalization of
our specifications, but, when we apply a Prolog compiler to this specification, we
may, in many cases, actually get a good prototype implementation, that, given an
input, produces an output that is consistent with these specifications.

3. How to describe inconsistencies?

Reminder: inconsistencies need to be described. Logic programming in general (and
Prolog in particular) helps in the design of a program that satisfies given specifications
and thus, helps to solve the problem of how to maintain software.

However, as we have already mentioned, there is another problem that is, often,
even more important: to find out when it is necessary to change the software, i.e., in
logical terms, when adding a new requirement leads to an inconsistency. How can we
do it?

Prolog-type logic programming is not sufficient to describe inconsistencies. In tradi-
tional (first order) logic, inconsistency means that for some query q, we can conclude
both q and ¬q. In “standard” logic programming, there is no direct analog of incon-
sistency: the only negation available is negation as failure, according to which “not q”
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is deduced if and only if q cannot be deduced. This definition automatically excludes
any possibility of an inconsistency.

Logic programs with classical negation. To describe inconsistency, we therefore need
to add another (more classical) negation operation to the “standard” logic programming
formalism. Such an addition was proposed by M. Gelfond and V. Lifschitz in [7,8]
(programs that use thus defined classical negation are called extended logic programs).

Extended logic programming, with a classical negation ¬, can indeed describe
inconsistency. For example, let des(In,Out) be the predicate that describes the desired
output Out for a given input In, and suppose that one of the requirements is that
the Out should be uniquely determined by the input In. This requirement can be
formulated as follows:

¬des(In,Out′)← des(In,Out),Out 6= Out′.

Then, if the logic program allows two different outputs (e.g., Out = 9 and Out′ =
10) for the same input (e.g., for the list In = [4, 5]), i.e., if we can conclude both
des([4, 5], 9) and des([4, 5], 10) from this program, we get ¬des([4, 5], 9) and thus,
inconsistency.

How to practically detect inconsistencies? Since classical negation is useful for de-
tecting inconsistencies, it is desirable to be able to incorporate classical negation into
Prolog. In their original papers, M. Gelfond and V. Lifschitz recommended the follow-
ing incorporation: for every predicate p whose classical negation ¬p is in the program,
we replace ¬p by a special new predicate np. This replacement actually takes place as
a result of the definition of an answer set for an extended logic program (from [7,8]):
namely, an answer set is defined as a stable model [6] for the replaced program if this
stable model does not contain p and np at the same time, and all atoms if the stable
model contains such a contradictory pair.

If we do such a replacement, then, informally, to get an answer to the query “p?”,
we can ask two questions: “p?” and “np?”. Then, depending on the answers to these
questions, we get four possibilities:

• If the Prolog’s answer to p is “yes” and to np is “no”, then the answer to the
original query is “yes”.

• If the Prolog’s answer to p is “no” and to np is “yes”, then the answer to the
original query is “no”.

• If the Prolog’s answer to both p and np is “no”, then the answer to the original
query is “unknown”.

• If the Prolog’s answer to both p and np is “yes”, then the answer to the original
query is “inconsistent”.

This algorithm is not completely in line with the standard semantics of classical nega-
tion. The above algorithm, however, is not exactly in line with the answer set se-
mantics for extended logic programs. Indeed, if we take a consistent logic program,
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e.g., a fact p ←, and add to it a pair of inconsistent sets q ← and ¬q ←, then the
resulting extended logic program

p←
q ←
¬q ←

is inconsistent. Hence, from the viewpoint of the answer set semantics of extended
logic programs, its only answer set is {p,¬p, q,¬q}, and the answer to the query p
should be “inconsistent”. However, if we simply replace ¬q by nq, we get a logic
program

p←
q ←
nq ←

for which the answer to the query “p?” is “yes”, and to the query “np?” is “no”, which,
according to the above heuristic, means that the answer to the original query “q?” is
“yes” (and not “unknown” as the answer set semantics implies).

So, even for this simplest case of inconsistency the above algorithm is not in line
with the semantics. There are two possible ways of dealing with this problem:

• we can modify the algorithm, or

• we may use some modification of the semantics.

In principle, it is possible to modify the above algorithm so that it would be more in
line with the answer set semantics: For example, we can add a new predicate incon
and a new “meta-rule”

incon← P (X),¬P (X);

then, in order to get the answer to a query p, we ask not two but three queries: “p?”,
“np?”, and “incon?”, and return the answer “inconsistent” whenever the Prolog’s
answer to incon is “yes”. However, with this proposal, we, in effect, make the Prolog
compiler seek the answers to all possible queries even when we are interested in the
value of only one predicate. This will drastically increase the running time of the
Prolog program and, for large logic programs, make the idea unrealistic.

Gelfond’s modification of answer set semantics is most appropriate for the description
of software maintenance. Since trying to be as close to answer set semantics as
possible means a drastic increase in running time, we believe that it is preferable to
keep the original algorithm but to modify the semantics instead. Such a modification
was actually proposed by M. Gelfond himself (unpublished): If we are given an
extended logic program P, we can define its answer set as a stable model of the
program P ′ that is obtained from P by replacing each classical negation ¬p with a
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new predicate np even if the resulting stable model contains a “contradictory” pair p
and np.

For example, if we apply this substitution to the above simple inconsistent ex-
tended logic program P, then the resulting logic program P ′ (without classical nega-
tion) has exactly one stable model {p, q,nq}. Therefore, in the modified semantics,
the above simple inconsistent program P has exactly one answer set {p, q,¬q}, so the
algorithm’s answer “yes” to the query “p?” is exactly what this semantics predicts.

We have used the above algorithm and the corresponding semantics to check
the inconsistency of several realistic specifications (see, e.g., a missile firing example
described in [11]). These initial successes of using the simplest logic programming
tools make us believe that the applications of more complicated and more realistic
logic programming formalisms and methods to software engineering will be fruitful
(provided, possibly, that additional research is done on the above modified semantics
of answer sets and on its unpublished extensions to epistemic specifications).

Remark: it is not necessary to ask two queries. In the above algorithm, to answer
a query “p?”, we have to run Prolog twice (for “p?” and for “np?”). It is relatively
easy to automate this “doubling” inside Prolog itself (this is how we actually dealt
with the applications). To do that, we can introduce the new predicates notl(.) and
ans(.,.), and add the following rules to the original Prolog program:

notl(P):-P,!,fail.
notl(P).

ans(P,true):-P,notl(not(P)).
ans(P,false):-not(P),notl(P).
ans(P,inconsistent):-P,not(P).
ans(P,incomplete).

Here, notl(P) stands for negation as failure (and one can easily trace that the
query “notl(P)?” returns “yes” if and only if the query P returns “no”), not(P)
stands for classical negation (it has to be specified by rules from the database), and
ans(P,A) returns one of the four possible answers A (“true”, “false”, “inconsistent”,
and “incomplete” meaning “unknown”) to the query P.

For example, if we have both des([4,5],9) and des([4,5],10) in the
logic program, and we have a rule (as above) that leads from des([4,5],10) to
the classical negation

not(des([4,5],9)),

then Prolog’s answer to the query

ans(des([4,5],9),A))

(or to a more general query ans(des([4,5],X),A))) is that A is “inconsistent”.
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Checking completeness: an additional advantage of logic programming approach.
The logic programming approach not only helps us to solve the important software
engineering problem of checking the consistency of specifications, but it also helps with
the equally important problem of checking whether the specifications are complete (the
importance of checking completeness is emphasized in [4,5]).

Normally, the set of specifications is assumed to be complete. In logic program-
ming terms, this means that we are dealing with the logic programs that have a unique
answer set. The class of logic programs with unique answer sets is large [9]. For
example, logic programs that do not contain negation as failure at all, and programs in
which no negation as failure is contained in a loop (in particular, stratifiable programs
[1,3]) are guaranteed to have a unique answer set. We believe that all specifications that
are sufficiently complete to be considered for the purposes of a software development
project, correspond to a logic program with a unique answer set.

However, it is almost certain that the initial versions of the specifications for any
real system will not be complete in this sense. It is therefore desirable to design a
Prolog-based answering mechanics that would provide correct answers to queries even
if the program has several answer sets (i.e., if specifications are not complete).
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