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#### Abstract

Quantum-limited amplifiers increase the amplitude of quantum signals at the price of introducing additional noise. Quantum purification protocols operate in the reverse way, by reducing the noise while attenuating the signal. Here we investigate a scenario that interpolates between these two extremes. We search for the optimal physical process that generates $M$ approximate copies of a pure and amplified coherent state, starting from $N$ copies of a noisy coherent state with Gaussian modulation. We prove that the optimal deterministic processes are always Gaussian, whereas non-Gaussianity powers up probabilistic advantages in suitable parameter regimes. The optimal processes are experimentally realizable with current technology, both in the deterministic and in the probabilistic scenario. In view of this fact, we provide benchmarks that can be used to certify the experimental demonstration of the quantum-enhanced amplification and purification of coherent states.
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## I. INTRODUCTION

Coping with noise is a fundamental problem in quantum communication networks, where the quality of the communication can be affected by imperfections in the transmission line, by the presence of eavesdroppers, and by the use of nonideal repeaters. Various techniques have been developed to fight noise: error correction codes focus on preventing noise [1-3], while purification techniques can be used to distill cleaner resources from noisy systems [4-9]. Purification techniques are crucial to quantum repeaters [10-12], where they can be used to enhance the quality of quantum communication at the price of a reduced rate.

Another fundamental primitive in quantum optics is the amplification of quantum signals [13]. Here the task is to increase the amplitude of a weak signal in order to make it more easily detectable. This task cannot be achieved perfectly, because a perfect amplification would violate fundamental quantum principles, such as Heisenberg's uncertainty and the no-signaling principle. The price for amplification is an increased level of noise, which manifests itself in the form of increased fluctuations of the canonical quadratures. Still, the price may be worth paying when the original signal is so weak that it would be hard to detect otherwise. The amplification of quantum signals encoded in pure states has been studied in depth, both theoretically [14-21] and experimentally [22-27]. Comparatively little is known, however, about the case of states that have been subject to noise before the amplification process. The goal of this paper is to identify the quantum processes that achieve the best amplification performance and to give criteria for assessing their experimental demonstration.

We focus our attention on the amplification of noisy coherent states, resulting from the action of Gaussian additive noise on pure coherent states. Pure coherent states have been successfully used in modeling a large number of physical systems [28], including the electromagnetic field, vibrational modes of solids, atomic ensembles, nuclear spins in quantum dots, and Bose-Einstein condensates. They are important in continuous-variable quantum protocols $[29,30]$, such as quantum key distribution [31-35], cloning [7,36-39], and
quantum teleportation [40]. In all these applications, the coherent-state amplitude is Gaussian modulated, meaning that the coherent state $|\alpha\rangle=\sum_{n} e^{-|\alpha|^{2} / 2} \alpha^{n}|n\rangle / \sqrt{n!}$ is generated with probability

$$
\begin{equation*}
p_{\lambda}\left(d^{2} \alpha\right)=\lambda e^{-\lambda|\alpha|^{2}} \frac{d^{2} \alpha}{\pi} \tag{1}
\end{equation*}
$$

Upon the action of the Gaussian additive noise, pure coherent states are transformed into displaced thermal states. Specifically, the input coherent state $|\alpha\rangle$ is transformed into the displaced thermal state

$$
\begin{equation*}
\rho_{\mu, \alpha}=\int \frac{d^{2} \beta}{\pi} \mu e^{-\mu|\beta|^{2}}|\alpha+\beta\rangle\langle\alpha+\beta| \tag{2}
\end{equation*}
$$

In this paper we consider the scenario where $N$ input modes are independently prepared in the state $\rho_{\mu, \alpha}$, a common situation in several experiments, as copies of the same input coherent state can be generated with standard techniques of phase locking [41-43]. Given the $N$ input modes, we will search for the physical process that produces $M$ output modes in the best possible approximation of the pure amplified state $|g \alpha\rangle^{\otimes M}$, where $g \geqslant 1$ is the amplifier's gain. The general problem considered in this paper includes as special cases the problems of coherent-state amplification $(M=N=1$, $g>1, \mu \rightarrow \infty)$ [13-27], cloning $(M \geqslant N, g=1, \mu \rightarrow \infty)$ [36-39,44], and purification of noisy coherent states ( $M \leqslant N$, $g=1$, and $\mu<\infty)$ [8,9]. The problem of joint amplification and purification is similar in spirit to the task of superbroadcasting (corresponding to $M \geqslant N, g=1, \mu<\infty$ ) [45,46], with the difference that superbroadcasting optimizes the fidelity of the individual output modes, whereas in our problem we focus on the global fidelity, quantifying how much the output modes globally resemble $M$ copies of the target state $|g \alpha\rangle$.

We consider both deterministic and probabilistic processes. In the deterministic processes the output is generated with unit probability, while in the probabilistic processes there is a nonzero chance of discarding the output. Probabilistic processes are interesting in that they can achieve enhanced
performances in a variety of quantum tasks, including amplification [14,17,18,20-27], cloning [7], and estimation [47,48].

While the probability of success can sometimes be unrealistically small, probabilistic processes are conceptually important because they provide the ultimate limits of what is possible in quantum mechanics. The study of probabilistic protocols is even more relevant when it comes to evaluating realistic experiments of quantum amplification. In this scenario, the key question is whether the experiment conclusively demonstrates the use of quantum resources, such as entanglement or coherence. More specifically, one wants to know whether the results of the experiment could be simulated by measuring the input systems, performing a classical computation, and generating the output systems in a quantum state that depends on the outcome of the computation. Strategies of this kind are called measure-andprepare protocols (M\&P), entanglement-breaking channels, or also classical strategies. The performance of the best M\&P channel is the benchmark that needs to be surpassed in order to claim genuine quantum processing. In this scenario, probabilistic M\&P protocols provide the strictest criterion of quantumness, because they certify that the results of the experiment could not be simulated without quantum resources, even with arbitrarily small probability.

In this paper, we provide the complete solution to the problem of optimal amplification of noisy coherent states, identifying both the optimal quantum strategies and the corresponding quantum benchmarks. As an optimality criterion, we adopt the fidelity between the output and the ideal target of the amplification process. It is worth stressing that the target output is a pure state, and therefore the fidelity has a direct operational interpretation as the probability of passing a test set up by a verifier [40,49]. The highest fidelity achievable by any $\mathrm{M} \& \mathrm{P}$ protocol is called the classical fidelity threshold (CFT). Classical fidelity thresholds have been extensively studied for processes involving pure input states [17,50-57]. However, very little is known about the case where the input states are mixed and the existing results are limited to the teleportation and storage of single-mode quantum states [51,52]. In this paper, we derive the quantum benchmarks for amplificationpurification of displaced thermal states, along with the complete characterization of the optimal quantum strategies, both in the deterministic and in the probabilistic setting.

The paper is structured as follows: in Sec. II we formulate the problem of joint amplification and purification of noisy coherent states, giving a reduction to a single-mode problem. When the single-mode problem involves amplification, the optimal deterministic strategy is presented in Sec. III, while the optimal probabilistic strategy is presented in Sec. IV. When the single-mode problem does not involve amplification, we show that deterministic and probabilistic strategies perform equally well (Sec. V). The quantum benchmarks for amplification and purification of noisy coherent states are provided in Sec. VI. Finally, the conclusions are drawn in Sec. VII.

## II. FORMULATION OF PROBLEM

Here we consider the joint amplification and purification of noisy coherent states by means of a deterministic process. Our goal is to identify the best quantum channel that maps
the input state $\rho_{\mu, \alpha}^{\otimes N}$ into the target state $|g \alpha\rangle^{\otimes M}$, where the coherent amplitude $\alpha$ is Gaussian distributed.

## A. Figure of merit

As a figure of merit, we adopt the global fidelity between the output of the channel and the target state. In the formula

$$
\begin{equation*}
F_{N \rightarrow M}^{\mathrm{det}}(\alpha)=\left\langle\left. g \alpha\right|^{\otimes M} \mathcal{C}\left(\rho_{\mu, \alpha}\right) \mid g \alpha\right\rangle^{\otimes M} \tag{3}
\end{equation*}
$$

where $\mathcal{C}$ is a quantum channel (completely positive trace preserving map), sending states on the input Hilbert space $\mathcal{H}_{\text {in }}=\mathcal{H}^{\otimes N}$ to the output Hilbert space $\mathcal{H}_{\text {out }}=\mathcal{H}^{\otimes M}$, with $\mathcal{H}$ being the Hilbert space associated with each mode. The map $\mathcal{C}$ describes the input-output transformation occurring in the amplification process.

Operationally, the global fidelity is the probability of passing a test set up by a verifier who (i) knows the value of $\alpha$, and (ii) has access to the $M$ output modes. Alternative choices of figure of merit are the single-copy fidelity [58]corresponding to the probability of passing a test where the verifier knows $\alpha$ but has access a single output mode-or the trace distance [59]-corresponding to the probability of passing a test where the verifier tries to distinguish between the channel output $\mathcal{C}\left(\rho_{\mu, \alpha}^{\otimes N}\right)$ and the target state $|g \alpha\rangle^{\otimes M}$. Note that operational interpretation of the trace distance presupposes that the verifier knows the channel $\mathcal{C}$, in addition to the value of $\alpha$. In the context of this paper, the fidelity is a more convenient choice because it can be used to define benchmarks in the scenario where the channel $\mathcal{C}$ is unknown.

To identify the optimal quantum channel, we will need to find the channel $\mathcal{C}$ that maximizes the average fidelity

$$
\begin{equation*}
F_{N \rightarrow M, g}^{\mathrm{det}}=\int \frac{d^{2} \alpha}{\pi} p_{\lambda}(\alpha)\left\langle\left. g \alpha\right|^{\otimes M} \mathcal{C}\left(\rho_{\mu, \alpha}^{\otimes N}\right) \mid g \alpha\right\rangle^{\otimes M} \tag{4}
\end{equation*}
$$

Due to the symmetry of the problem, the average fidelity includes as a special case the worst-case fidelity, which can be obtained in the limit $\lambda \rightarrow 0$.

When carrying out the optimization, we make no assumptions on channel $\mathcal{C}$. In particular, we do not assume that $\mathcal{C}$ is Gaussian or covariant. The only requirement-implicit in the fact that $\mathcal{C}$ is trace preserving-is that the amplification process happens deterministically, meaning that an output is produced with unit probability.

## B. Reduction to single mode

The first step towards the solution of the problem is the reduction to the single-mode scenario $M=N=1$. The reduction is implemented by invertible transformations on the input and the output: specifically, one has

$$
\begin{align*}
|g \alpha\rangle^{\otimes M} & \xrightarrow{U}|g \sqrt{M} \alpha\rangle \otimes|0\rangle^{\otimes(M-1)},  \tag{5}\\
\rho_{\mu, \alpha}^{\otimes N} & \xrightarrow{U \cdot U^{\dagger}} \rho_{\mu, \sqrt{N} \alpha} \otimes \rho_{\mu}^{\otimes N-1} \tag{6}
\end{align*}
$$

where $U$ is the Fourier transform of the modes, implementable through a network of beam splitters [60]. Through this mapping, the multimode is converted into a single-mode problem, with the substitutions

$$
\begin{equation*}
g \rightarrow g^{\prime}=g \sqrt{M / N} \text { and } \lambda \rightarrow \lambda^{\prime}=\lambda / N \tag{7}
\end{equation*}
$$

to be made in the target state for the process and in the probability distribution (1), respectively. The multimode fidelity (4) is then reduced to the single-mode fidelity

$$
\begin{equation*}
F_{g^{\prime}}^{\mathrm{det}}=\int \frac{d^{2} \alpha}{\pi} p_{\lambda^{\prime}}(\alpha)\left\langle g^{\prime} \alpha\right| \mathcal{C}^{\prime}\left(\rho_{\mu, \alpha}\right)\left|g^{\prime} \alpha\right\rangle \tag{8}
\end{equation*}
$$

where $\mathcal{C}^{\prime}$ is the quantum channel implementing the reduced, single-mode transformation.

At this point, the problem is to find the process that maximizes the single-mode fidelity (8). A convenient approach is the semidefinite programming method developed in Ref. [17], which gives an explicit expression for the optimal fidelity, denoted by $F_{g^{\prime}}^{\mathrm{det} *}$. Precisely, we have

$$
\begin{equation*}
F_{g^{\prime}}^{\operatorname{det} *}=\inf _{\sigma} \| \int \frac{d^{2} \alpha}{\pi} p_{\lambda^{\prime}}(\alpha)\left|g^{\prime} \alpha\right\rangle\left\langle g^{\prime} \alpha\right| \otimes \sigma^{-\frac{1}{2}} \rho_{\mu, \bar{\alpha}} \sigma^{-\frac{1}{2}} \|_{\infty} \tag{9}
\end{equation*}
$$

where $\sigma$ is arbitrary quantum state of the input mode space and $\|A\|_{\infty}=\sup _{\||\psi\rangle \|=1} \| A|\psi\rangle \|$ is the operator norm of operator $A$.

## III. OPTIMAL DETERMINISTIC PROCESSES: $\boldsymbol{g}^{\prime} \geqslant 1$ CASE

For $g^{\prime} \geqslant 1$, explicit calculation of the optimal deterministic fidelity (9) gives the value

$$
F_{g^{\prime} \geqslant 1}^{\mathrm{det} *}= \begin{cases}\frac{N_{\mathrm{C}}+N_{\mathrm{T}}+1}{g^{\prime 2} N_{\mathrm{C}}\left(N_{\mathrm{T}}+1\right)}, & g^{\prime} \geqslant \frac{N_{\mathrm{C}}+N_{\mathrm{T}}+1}{N_{\mathrm{C}}}  \tag{10}\\ \frac{1}{\left(g^{\prime}-1\right)^{2} N_{\mathrm{C}}+N_{\mathrm{T}}+1}, & g^{\prime}<\frac{N_{\mathrm{C}}+N_{\mathrm{T}}+1}{N_{\mathrm{C}}}\end{cases}
$$

where $N_{\mathrm{C}}=1 / \lambda^{\prime}=N / \lambda$ is the expected number of photons in the signal and $N_{\mathrm{T}}=1 / \mu$ is the expected number of photons added by thermal noise. The details of the derivation are presented in Appendixes A and C.

The optimal fidelity can be attained with standard quantum optics techniques. For the single-mode problem, the optimal deterministic strategy is to couple the input mode with an ancillary mode, initially in the vacuum, so that the two modes undergo a two-mode squeezing transformation. Eventually, the ancillary mode is discarded. Mathematically, this sequence of operations is described by the quantum channel

$$
\begin{equation*}
\mathcal{C}_{r}(\rho)=\operatorname{Tr}_{B}\left[e^{r\left(a^{\dagger} b^{\dagger}-a b\right)}(\rho \otimes|0\rangle\langle 0|) e^{-r\left(a^{\dagger} b^{\dagger}-a b\right)}\right] \tag{11}
\end{equation*}
$$

where $a$ and $b$ are the annihilation operators of the input mode and the ancillary mode, respectively, and $\operatorname{Tr}_{B}$ is the partial trace over the ancillary mode. To achieve the maximum fidelity the squeezing parameter $r$ must be tuned to satisfy the condition

$$
\begin{equation*}
\cosh r=\frac{g^{\prime} N_{\mathrm{C}}}{1+N_{\mathrm{C}}+N_{\mathrm{T}}}, \tag{12}
\end{equation*}
$$

when $g^{\prime} \geqslant\left(N_{\mathrm{C}}+N_{\mathrm{T}}+1\right) / N_{\mathrm{C}}$ and $r=0$ otherwise (see Appendix C). Note that the choice $r=0$ corresponds to the identity channel: when the expected number of thermal photons is increased, the optimal strategy is just to leave the input state untouched. In the multimode scenario, this means that the best amplification setup for high-temperature states consists of a network of beam splitters.

Remark 1 (Gaussianity vs non-Gaussianity). We have seen that the optimal deterministic amplification is achieved by Gaussian operations. It is worth stressing that Gaussianity was not assumed from the start but came as a result of the optimization. This result may seem to be in contrast with the earlier work by Cerf et al. [37], who showed that Gaussian operations are suboptimal for the problem of cloning coherent states, corresponding to $N=1, M=2, g=1$, and $\mu \rightarrow \infty$. The reason for the discrepancy is that Wolf et al. focused on the local fidelity-that is, the fidelity of each individual clone with the target state. By employing non-Gaussian operations, their protocol manages to produces clones that better resemble the target state, when examined individually. Still, when the two clones are examined jointly, the optimal cloning operation is Gaussian and coincides with the cloner proposed by Cerf, Ipe, and Rottenberg [44] (see also Ref. [36]).

Remark 2 (amplification vs purification). For $g^{\prime} \geqslant 1$, the output states of the optimal single-mode process are more mixed than the input states. Indeed, the number of thermal photons goes from $N_{\mathrm{T}}=1 / \mu$ in the input state to $N_{\mathrm{T}}^{\prime}=$ $\cosh ^{2} r N_{\mathrm{T}}+\left(\cosh ^{2} r-1\right)$ in the output state. Since $N_{\mathrm{T}}^{\prime}$ is larger than $N_{\mathrm{T}}$, no purification takes place. Summarizing: for $g^{\prime} \geqslant 1$, amplification dominates over purification in the single-mode setting. Let us look at the multimode scenario. There, the total number of thermal photons in the input (summing the contributions from all modes) is $N_{\text {total }}=N / \mu$. The total number of thermal photons in the output is

$$
\begin{align*}
N_{\text {total }}^{\prime} & =\cosh ^{2} r \frac{N_{\text {total }}}{N}+\left(\cosh ^{2} r-1\right) \\
& =\left(\frac{g N_{\mathrm{C}}}{1+N_{\mathrm{C}}+N_{\text {total }} / N}\right)^{2} \frac{M}{N}\left(\frac{N_{\text {total }}}{N}+1\right)-1, \tag{13}
\end{align*}
$$

having used Eq. (12). The relation can also be expressed in terms of individual input and output modes as

$$
N_{\text {single }}^{\prime}=\left(\frac{g N_{\mathrm{C}}}{1+N_{\mathrm{C}}+N_{\text {single }}}\right)^{2} \frac{1}{N}\left(N_{\text {single }}+1\right)-\frac{1}{M}
$$

with $N_{\text {single }}=N_{\text {total }} / N$ and $N_{\text {single }}^{\prime}=N_{\text {total }}^{\prime} / M$. The above equation quantifies the competition between amplification and purification for deterministic processes and for $g \geqslant \sqrt{N / M}$.

## IV. OPTIMAL PROBABILISTIC PROCESSES: $\boldsymbol{g}^{\prime} \geqslant 1$ CASE

Nondeterministic processes are known to boost the performances of amplification [14,17], a mechanism that has been observed experimentally in the case of pure states [23]. Still, the case of mixed states has remained unexplored so far. To tackle the problem, we model a generic nondeterministic amplification process by a trace nonincreasing completely positive map $\mathcal{Q}$, which describes the occurrence of a desired transformation heralded by a suitable measurement outcome. In this setting, the fidelity is given by

$$
F_{N \rightarrow M, g}^{\mathrm{prob}}=\frac{\int \frac{d^{2} \alpha}{\pi} p_{\lambda}(\alpha)\left\langle\left. g \alpha\right|^{\otimes M} \mathcal{Q}\left(\rho_{\mu, \alpha}^{\otimes N}\right) \mid g \alpha\right\rangle^{\otimes M}}{\int \frac{d^{2} \alpha}{\pi} p_{\lambda}(\alpha) \operatorname{Tr}\left[\mathcal{Q}\left(\rho_{\mu, \alpha}^{\otimes N}\right)\right]}
$$

In general, the fidelity depends on the probability of the heralded outcome [18]. Here we will allow the probability to
be arbitrarily small, thus giving the ultimate quantum fidelity achievable by arbitrary probabilistic processes.

The problem can be reduced to a single-mode problem, as illustrated in the deterministic case. Using the technique of Refs. [7,17], the ultimate fidelity for probabilistic amplification can be expressed as

$$
\begin{equation*}
F_{g^{\prime}}^{\text {prob* }}=\| \int \frac{d^{2} \alpha}{\pi} p_{\lambda^{\prime}}(\alpha)\left|g^{\prime} \alpha\right\rangle\left\langle g^{\prime} \alpha\right| \otimes\langle\tilde{\rho}\rangle^{-\frac{1}{2}} \rho_{\mu, \bar{\alpha}}\langle\tilde{\rho}\rangle^{-\frac{1}{2}} \|_{\infty} \tag{14}
\end{equation*}
$$

where $\langle\tilde{\rho}\rangle$ is the average state of the ensemble $\left\{\rho_{\mu, \bar{\alpha}}, p_{\lambda^{\prime}}(\alpha)\right\}$.
By explicit calculation (Appendix B), we obtain the ultimate probabilistic fidelity

$$
F_{g^{\prime} \geqslant 1}^{\text {prob* }}= \begin{cases}\frac{N_{\mathrm{C}}+N_{\mathrm{T}}+1}{g^{\prime 2} N_{\mathrm{C}}\left(N_{\mathrm{T}}+1\right)}, & g^{\prime} \geqslant \frac{\sqrt{\left(N_{\mathrm{C}}+N_{\mathrm{T}}+1\right)\left(N_{\mathrm{C}}+N_{\mathrm{T}}\right)}}{N_{\mathrm{C}}}  \tag{15}\\ \frac{N_{\mathrm{C}}+N_{\mathrm{T}}}{N_{\mathrm{C}}+N_{\mathrm{T}}+g^{\prime 2} N_{\mathrm{C}} N_{\mathrm{T}}}, & g^{\prime}<\frac{\sqrt{\left(N_{\mathrm{C}}+N_{\mathrm{T}}+1\right)\left(N_{\mathrm{C}}+N_{\mathrm{T}}\right)}}{N_{\mathrm{C}}}\end{cases}
$$

Note that in the region $g^{\prime} \geqslant\left(N_{\mathrm{C}}+N_{\mathrm{T}}+1\right) / N_{\mathrm{C}}$, there is no difference between the maximum probabilistic fidelity and the maximum deterministic fidelity in Eqs. (10) and (15), respectively. This means that arbitrary probabilistic setups with arbitrary success probability cannot do better than the best deterministic setup. A similar phenomenon occurs in the amplification of Gaussian-distributed coherent states [17], where the advantage of probabilistic setup disappears after the amplification parameter exceeds a critical threshold.

For values of $g^{\prime}$ between 1 and $\left(N_{\mathrm{C}}+N_{\mathrm{T}}+1\right) / N_{\mathrm{C}}$ there is a gap between the performance of probabilistic and deterministic processes. For example, when the input states are pure $\left(N_{\mathrm{T}}=0\right)$, we obtain $F_{g^{\prime} \geqslant 1}^{\text {prob* }}=1$, in agreement with the existence of noiseless probabilistic amplifiers [14,17]. An interesting question is whether noiseless amplification is possible for mixed states $\left(N_{T}>0\right)$. Our result answers the question in the negative, showing that the probabilistic fidelity is never equal to 1 , except in the trivial case where the input state is perfectly known $\left(N_{\mathrm{C}}=0\right)$.

The ultimate probabilistic fidelity can be achieved by a nondeterministic noiseless amplifier of the kind proposed by Ralph and Lund [14,23]. Mathematically, the nondeterministic amplifier is described by the map

$$
\begin{equation*}
Q_{K}(\rho)=Q_{K} \rho Q_{K}^{\dagger}, \quad Q_{K}=y^{-K} \sum_{n=0}^{K} y^{n}|n\rangle\langle n|, \tag{16}
\end{equation*}
$$

where $K$ is a large integer (ideally approaching infinity) and $y$ is a suitable parameter depending on the desired degree of amplification.

To approach the ultimate probabilistic fidelity (15), the amplification parameter $y$ has to be tuned as

$$
\begin{equation*}
y=\frac{g^{\prime} N_{\mathrm{C}}}{N_{\mathrm{C}}+N_{\mathrm{T}}} \tag{17}
\end{equation*}
$$

for values of $g^{\prime}$ between $\sqrt{\left(N_{\mathrm{C}}+N_{\mathrm{T}}+1\right)\left(N_{\mathrm{C}}+N_{\mathrm{T}}\right)} / N_{\mathrm{C}}$ and 1 , and as

$$
\begin{equation*}
y=\frac{N_{\mathrm{C}}+N_{\mathrm{T}}+1}{g^{\prime} N_{\mathrm{C}}} \tag{18}
\end{equation*}
$$

for values of $g^{\prime}$ between $\sqrt{\left(N_{\mathrm{C}}+N_{\mathrm{T}}+1\right)\left(N_{\mathrm{C}}+N_{\mathrm{T}}\right)} / N_{\mathrm{C}}$ and $\left(N_{\mathrm{C}}+N_{\mathrm{T}}+1\right) / N_{\mathrm{C}}$. Choosing the above values, the fidelity
of the nondeterministic amplifier (16) becomes exponentially close to the optimal probabilistic fidelity in the large- $K$ limit (cf. Appendix D).

Remark (amplification vs purification). For $g^{\prime} \geqslant 1$, the output states of the optimal process are more mixed then the input states, also in the probabilistic setting. Let us look at the region $1 \leqslant g^{\prime} \leqslant\left(N_{\mathrm{C}}+N_{\mathrm{T}}+1\right) / N_{\mathrm{C}}$, where the probabilistic advantages are more prominent. Here the expected number of thermal photons is

$$
\begin{equation*}
N_{\mathrm{T}}^{\prime}=N_{\mathrm{T}} \frac{y^{2} \mu}{1+\mu-y^{2}} \tag{19}
\end{equation*}
$$

which cannot be smaller than $N_{\mathrm{T}}$, since the amplification parameter $y$ is larger than or equal to 1 . In summary, no purification takes place at the single-mode level. Again, the situation is more nuanced in the multimode case, where the number of thermal photons is initially larger by a factor $N$. Explicitly, the total number of thermal photons, initially equal to $N_{\text {total }}=N / \mu$, is finally equal to

$$
\begin{equation*}
N_{\text {total }}^{\prime}=\frac{N_{\text {total }} M \mu g^{2} N_{\mathrm{C}}^{2}}{N^{2}\left[(1+\mu)\left(N_{\mathrm{C}}+\frac{N_{\text {total }}}{N}\right)^{2}-\left(g N_{\mathrm{C}}\right)^{2} \frac{M}{N}\right]} \tag{20}
\end{equation*}
$$

Equivalently, the number of thermal photons per mode goes from $N_{\text {single }}=1 / \mu$ to

$$
\begin{equation*}
N_{\text {single }}^{\prime}=\frac{N_{\text {single }} \mu g^{2} N_{\mathrm{C}}^{2}}{N\left[(1+\mu)\left(N_{\mathrm{C}}+N_{\text {single }}\right)^{2}-\left(g N_{\mathrm{C}}\right)^{2} \frac{M}{N}\right]} \tag{21}
\end{equation*}
$$

According the the above equation, the values of the parameter determine whether purification can take place in conjunction with amplification.

## V. $g^{\prime} \leqslant 1$ CASE: NO ADVANTAGE FROM PROBABILISTIC OPERATIONS

Let us consider now the case where $g^{\prime} \leqslant 1$. In the singlemode picture, the task is to transform a mixed input state into a purer, albeit attenuated, output state. Quite surprisingly, we find that in this case there is no difference between the optimal performance of deterministic and probabilistic processes. Specifically, the exact calculation of the optimal fidelities yields the value

$$
\begin{equation*}
F_{g^{\prime} \leqslant 1}^{\mathrm{det} *}=F_{g^{\prime} \leqslant 1}^{\mathrm{prob} *}=\frac{N_{\mathrm{C}}+N_{\mathrm{T}}}{N_{\mathrm{C}}+N_{\mathrm{T}}+g^{\prime 2} N_{\mathrm{C}} N_{\mathrm{T}}} \tag{22}
\end{equation*}
$$

(see Appendix A for the details). Equation (22) tells us that there is no fidelity-probability trade-off in the purification regime: the fidelity has the same value for every value of the success probability. Even if we postselect on extremely rare events, these events cannot increase the performance of our purification setup. This situation has to be contrasted with the case of amplification, where the reduction of the success probability is accompanied by an increase in fidelity.

Note that the fidelity formula (22) can be applied to the special case of purification of $N=2$ noisy coherent states, corresponding to $g=1$ and $g^{\prime}=1 / \sqrt{2}$. In the limit of infinite modulation $N_{\mathrm{C}} \rightarrow \infty$, we retrieve the fidelity from the earlier work of Andersen et al. [8].

The ultimate quantum fidelity of Eq. (22) can be attained via the attenuation channel

$$
\begin{equation*}
\mathcal{C}_{\theta}(\rho)=\operatorname{Tr}_{B}\left[e^{i \theta\left(a^{\dagger} b-b^{\dagger} a\right)}(\rho \otimes|0\rangle\langle 0|) e^{-i \theta\left(a^{\dagger} b-b^{\dagger} a\right)}\right] \tag{23}
\end{equation*}
$$

where the angle $\theta$ has to be adjusted to satisfy the condition

$$
\begin{equation*}
\cos \theta=\frac{g^{\prime}}{1+N_{\mathrm{T}} / N_{\mathrm{C}}} \tag{24}
\end{equation*}
$$

By definition, no amplification takes place at the singlemode level for $g^{\prime}<1$. The situation is different at the multimode level: for $g<N / M$ it is still possible to have amplification $(g>1)$, provided that $N$ is larger than $M$. In this setting, some of the input modes are sacrificed in order to allow for the joint amplification and purification of the output modes. Note that postselection and other probabilistic operations do not contribute to the trade-off: the best way to jointly amplify and purify noisy coherent states is deterministic.

## VI. QUANTUM BENCHMARK

We identified the optimal setups for the joint amplification and purification of noisy coherent states, both in the deterministic and in the probabilistic scenario. The results obtained so far are appealing because the optimal quantum processes can be achieved by using present-day technology. Still, real experiments are typically subjects to imperfections and, as a result, the optimal performance may not be exactly attained. The question is how to certify that the experiment could not be reproduced with classical (a.k.a. M\&P) strategies, by just estimating the input state and, based on the outcome, preparing the output state. To rule out this possibility, it is important to know the value of the classical fidelity threshold, which provides the benchmark that has to be passed in order to claim a successful implementation of quantum amplification.

We start from the CFT corresponding to probabilistic M\&P strategies, where one is allowed to discard unfavorable measurement outcomes. By considering strategies with arbitrary probability of success, we will obtain the most stringent benchmark one can choose. In the single-mode scenario, the probabilistic CFT can be computed by using the method of Ref. [17] as

$$
\begin{equation*}
F_{g^{\prime}}^{c}=\| \int \frac{d^{2} \alpha}{\pi} p_{\lambda^{\prime}}(\alpha)|g \alpha\rangle\langle g \alpha| \otimes\langle\tilde{\rho}\rangle^{-\frac{1}{2}} \rho_{\mu, \bar{\alpha}}\langle\tilde{\rho}\rangle^{-\frac{1}{2}} \|_{\times} \tag{25}
\end{equation*}
$$

where where $\langle\tilde{\rho}\rangle$ is the average state of the ensemble $\left\{\rho_{\mu, \bar{\alpha}}, p_{\lambda^{\prime}}(\alpha)\right\}$ and

$$
\begin{equation*}
\left.\|A\|_{\times}=\sup _{\left.\||\varphi\rangle\|=\||\psi\rangle\|=\| \varphi^{\prime}\right\rangle\|=\|\left|\psi^{\prime}\right\rangle \|=1}|\langle\varphi|\langle\psi| A| \varphi^{\prime}\right\rangle\left|\psi^{\prime}\right\rangle \mid \tag{26}
\end{equation*}
$$

is the injective cross norm.
By evaluating the norm (Appendix E), we find the probabilistic CFT

$$
\begin{equation*}
F_{g^{\prime}}^{c}=\frac{N_{\mathrm{C}}+\widetilde{N}_{\mathrm{T}}}{N_{\mathrm{C}}+\widetilde{N}_{\mathrm{T}}+N_{\mathrm{C}} \widetilde{N}_{\mathrm{T}} g^{\prime 2}} \tag{27}
\end{equation*}
$$

with $\widetilde{N}_{\mathrm{T}}=N_{\mathrm{T}}+1$. Note that the CFT is always lower than the quantum limits established for both quantum deterministic and probabilistic process. This means that, in principle, there is always a way to certify the quantumness of a realistic setup for amplification.

Quite remarkably, we find that the probabilistic CFT can be achieved deterministically by performing the heterodyne measurement described by the operators $P(\beta)=|\beta\rangle\langle\beta|$ and conditionally repreparing the pure coherent state $|z \beta\rangle$, with $z=g^{\prime} N_{\mathrm{C}} /\left(N_{\mathrm{C}}+N_{\mathrm{T}}+1\right)$ (see Appendix E). In other words, postselection is completely useless when searching for a classical strategy for amplification and purification of noisy coherent states: no matter how small the probability of success is, probabilistic M\&P channels cannot do better than the optimal deterministic channel.

## VII. CONCLUSIONS

In this paper we investigated a general scenario that interpolates between the tasks of amplification and purification. We identified the optimal physical process that produces the best approximation of a pure and amplified coherent state from multiple copies of a Gaussian-distributed noisy coherent state. We carried out an ab initio optimization both for deterministic processes and for probabilistic processes, showing how to implement the optimal processes by using existing techniques in quantum optics. Specifically, the optimal deterministic process can be implemented by using a network of beam splitters and a two-mode squeezing operation, while the optimal probabilistic process uses the nondeterministic amplifier by Ralph and Lund [14], again, combined with a network of beam splitters.

We proved that probabilistic operations outperform their deterministic counterpart in a certain region of the parameter space. However, there is also a parameter region where using probabilistic operations offers no advantage, irrespectively of the probability. In fact, there exists even a region where the best amplification scheme consists in a passive optical network, made only of beam splitters.

Since all the optimal quantum protocols identified in our work are experimentally feasible, it is important to have criteria to witness quantum advantages over classical amplification techniques. In the paper we provided rigorous benchmarks that can be used to establish such advantages. Remarkably, the value of the benchmark is independent of the required probability of success: classical deterministic strategies and classical strategies using postselection perform equally well. It is also worth noting that the value of the benchmark is strictly smaller than the optimal quantum fidelity for every value of the parameters. This result establishes that the joint amplification and purification of noisy coherent states is a genuinely quantum task. It is our hope that this work will stimulate the realization of new experiments and progress in the implementation of optimized optical setups that approach the ultimate quantum limit.
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## APPENDIX A: PROOF THAT RIGHT-HAND SIDE OF EQ. (10) IS AN UPPER BOUND TO THE DETERMINISTIC FIDELITY

Our goal is to evaluate the operator norm of the operator

$$
\begin{equation*}
\Gamma_{\sigma}=\int \frac{d^{2} \alpha}{\pi} p_{\lambda^{\prime}}(\alpha)\left|g^{\prime} \alpha\right\rangle\left\langle g^{\prime} \alpha\right| \otimes \sigma^{-\frac{1}{2}} \rho_{\mu, \bar{\alpha}} \sigma^{-\frac{1}{2}} \tag{A1}
\end{equation*}
$$

and to minimize the norm over the state $\sigma$. As an ansatz, we choose $\sigma$ to be a thermal state, of the form

$$
\sigma_{\kappa}=\int \frac{d^{2} \alpha}{\pi} \kappa e^{-\kappa|\alpha|^{2}}|\alpha\rangle\langle\alpha|, \quad \kappa \geqslant 0
$$

This choice gives us an upper bound of the optimal fidelity, as

$$
\begin{equation*}
F_{g^{\prime}}^{\mathrm{det} *}=\left\|\Gamma_{\sigma}\right\|_{\infty} \leqslant\left\|\Gamma_{\sigma_{k}}\right\|_{\infty} \tag{A2}
\end{equation*}
$$

Now, the operator norm is given by $\left\|\Gamma_{\sigma_{\kappa}}\right\|_{\infty}=$ $\lim _{p \rightarrow \infty}\left(\operatorname{Tr}\left|\Gamma_{\sigma_{\kappa}}\right|^{p}\right)^{1 / p}$. Calculating the trace we obtain

$$
\begin{equation*}
\operatorname{Tr}\left[\Gamma_{\sigma_{\kappa}}^{p}\right]=\left[\frac{\mu \lambda^{\prime}(\kappa+1)}{\kappa}\right]^{p} \int \frac{d^{2 p} \boldsymbol{\alpha}}{\pi^{p}} \int \frac{d^{2 p} \boldsymbol{\beta}}{\pi^{p}} e^{-(\boldsymbol{\alpha} \oplus \boldsymbol{\beta})^{\dagger} M_{p}(\boldsymbol{\alpha} \oplus \boldsymbol{\beta})}, \tag{A3}
\end{equation*}
$$

where $\boldsymbol{\alpha} \in \mathbb{C}^{p}$ and $\boldsymbol{\beta} \in \mathbb{C}^{p}$ are the column vectors defined by $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{p}\right)^{T}$ and $\boldsymbol{\beta}=\left(\beta_{1}, \ldots, \beta_{p}\right)^{T}$, respectively, $\boldsymbol{\alpha} \oplus \boldsymbol{\beta} \in \mathbb{C}^{2 p}$ is the column vector $\boldsymbol{\alpha} \oplus \boldsymbol{\beta}=\left(\alpha_{1}, \ldots, \alpha_{p}\right.$, $\left.\beta_{1}, \ldots, \beta_{p}\right)^{T}$, and $M_{p}$ is the $2 p \times 2 p$ matrix defined by

$$
M_{p}=\left(\begin{array}{ll}
A & B \\
B & C
\end{array}\right)
$$

with

$$
\begin{aligned}
A_{i j}= & \left(\lambda^{\prime}+1+g^{\prime 2}\right) \delta_{i j}-g^{\prime 2} \delta_{i,(i+1)} \bmod p \\
& -(\kappa+1) \delta_{i,(i-1)} \bmod p \\
B_{i j}= & \delta_{i j}-(\kappa+1) \delta_{i,(i-1)} \bmod p \\
C_{i j}= & (\mu+1) \delta_{i j}-(\kappa+1) \delta_{i,(i-1)} \bmod p
\end{aligned}
$$

Note that $A, B$, and $C$ are circulant matrices and, therefore, they are diagonal in the Fourier basis. Hence, the matrix $M_{p}$ can be rewritten as $M_{p}=U M_{p}^{\prime} U^{\dagger}$, with

$$
M_{p}^{\prime}=\left(\begin{array}{ll}
A^{\prime} & B^{\prime} \\
B^{\prime} & C^{\prime}
\end{array}\right)
$$

where $A^{\prime}, B^{\prime}$, and $C^{\prime}$ are diagonal matrices and $U$ is the block diagonal matrix

$$
U=\left(\begin{array}{ll}
F & \mathbf{0} \\
\mathbf{0} & F
\end{array}\right)
$$

with $F$ being the Fourier transform. Finally, the matrix $M_{p}^{\prime}$ can be expressed as $M_{p}^{\prime}=U_{\pi} \widetilde{M}_{p} U_{\pi}^{\dagger}$, where $U_{\pi}$ is a permutation matrix and $\tilde{M}_{p}$ is a direct sum of two-by-two matrices, which in turn can be diagonalized. As a result, we obtain the relation

$$
\begin{align*}
\operatorname{Tr}\left[\Gamma_{\sigma_{\kappa}}^{p}\right] & =\left[\frac{\mu \lambda^{\prime}(\kappa+1)}{\kappa}\right]^{p} \frac{1}{\operatorname{det} \tilde{M}_{p}} \\
& =\left[\frac{\mu \lambda^{\prime}(\kappa+1)}{\kappa}\right]^{p} \frac{1}{\operatorname{det} M_{p}} \tag{A4}
\end{align*}
$$

where we used the fact that $\tilde{M}_{p}$ and $M_{p}$ are unitarily equivalent and therefore have the same determinant. Using Eq. (A4), we can compute the norm of $\widetilde{\Gamma}_{\sigma_{y}}$ as

$$
\begin{equation*}
\left\|\Gamma_{\sigma_{\kappa}}\right\|_{\infty}=\frac{\mu \lambda^{\prime}(\kappa+1)}{\kappa} \frac{1}{\lim _{p \rightarrow \infty}\left(\operatorname{det} M_{p}\right)^{1 / p}} \tag{A5}
\end{equation*}
$$

The determinant of $M_{p}$ can be computed with the relations $\operatorname{det} M_{p}=\operatorname{det}\left(A C-B^{2}\right)$ and

$$
\left(A C-B^{2}\right)_{i j}=a \delta_{i j}-b \delta_{i,(i+1)} \bmod p-c \delta_{i,(i-1)} \bmod p
$$

with

$$
\begin{aligned}
& a=\mu+\lambda^{\prime}+\mu \lambda^{\prime}+g^{\prime 2}(\mu+\kappa+2) \\
& b=g^{\prime 2}(\mu+1) \\
& c=\left(g^{\prime 2}+\mu+\lambda^{\prime}\right)(\kappa+1)
\end{aligned}
$$

Since $A C-B^{2}$ is a circulant matrix, its eigenvalues are given by $\lambda^{\prime}{ }_{p, n}=a-b \omega_{p}^{-n}-c \omega_{p}^{n}$, where $\omega_{p}=\exp [2 \pi i / p]$. Hence, we have

$$
\begin{aligned}
\lim _{p \rightarrow \infty} \ln \left(\operatorname{det} M_{p}\right)^{1 / p} & =\lim _{p \rightarrow \infty} \frac{1}{p} \sum_{n=0}^{p-1} \ln {\lambda^{\prime}}_{p, n} \\
& =\lim _{p \rightarrow \infty} \frac{1}{p} \sum_{n=0}^{p-1} \ln \left(a-b \omega_{p}^{-n}-c \omega_{p}^{n}\right) \\
& =\int_{0}^{2 \pi} \frac{d \theta}{2 \pi} \ln \left[b\left(y_{+}-e^{-i \theta}\right)\left(1-y_{-} e^{i \theta}\right)\right]
\end{aligned}
$$

with

$$
y_{ \pm}=\frac{a \pm \sqrt{a^{2}-4 b c}}{2 b}
$$

Now, choosing $\kappa \leqslant \frac{\lambda^{\prime} \mu}{\lambda^{\prime}+\mu}$ we can satisfy the conditions $y_{+} \geqslant 1$ and $y_{-} \leqslant 1$. Under these conditions, the above integral can be evaluated, giving the value $\ln \left(b y_{+}\right)$. Hence, the upper bound (A2) becomes

$$
\begin{equation*}
\mathrm{F}_{g^{\prime} \geqslant 1}^{\mathrm{det} *} \leqslant \frac{\mu \lambda^{\prime}(\kappa+1)}{\kappa} \frac{2}{a+\sqrt{a^{2}-4 b c}} \tag{A6}
\end{equation*}
$$

By minimizing over $\kappa$, we obtain the optimal upper bound. The optimal value of $\kappa$ is

$$
\kappa^{*}= \begin{cases}\frac{\lambda^{\prime} \mu}{\lambda^{\prime}+\mu}, & g^{\prime} \geqslant\left(\lambda^{\prime}+\mu+\lambda^{\prime} \mu\right) / \mu \\ \frac{\mu\left(g^{\prime}-1\right)^{2}+\lambda^{\prime}(\mu+1)}{g^{\prime}\left(g^{\prime}+\mu\right)}, & g^{\prime}<\left(\lambda^{\prime}+\mu+\lambda^{\prime} \mu\right) / \mu\end{cases}
$$

Inserting the above values in Eq. (A6) we obtain the right-hand side of Eq. (10).

## APPENDIX B: PROOF OF EQ. (15)

The evaluation of the probabilistic fidelity follows the same steps used in the previous section. The only difference is that we have to fix the state $\sigma$ to $\sigma=\langle\tilde{\rho}\rangle$, the (conjugate of the) average state of the input ensemble.

The state $\langle\tilde{\rho}\rangle$ is a thermal state, of the form $\sigma_{\kappa^{\prime}}$ with $\kappa^{\prime}=$ $\frac{\lambda^{\prime} \mu}{\lambda^{\prime}+\mu}$. By substituting the the value of $\kappa^{\prime}$ into Eq. (A5) and using Eq. (14), we get the ultimate fidelity achievable for arbitrary probabilistic processes, in the form of in Eq. (15).

## APPENDIX C: OPTIMALITY OF TWO-MODE SQUEEZING

For the parametric amplifier channel

$$
\begin{equation*}
\mathcal{C}_{r}(\rho)=\operatorname{Tr}_{B}\left[e^{r\left(a^{\dagger} b^{\dagger}-a b\right)}(\rho \otimes|0\rangle\langle 0|) e^{-r\left(a^{\dagger} b^{\dagger}-a b\right)}\right] \tag{C1}
\end{equation*}
$$

the fidelity is

$$
\begin{equation*}
F_{g^{\prime} \geqslant 1}^{r}=\frac{\lambda^{\prime} \mu}{\lambda^{\prime}(\mu+1) \cosh ^{2} r+\mu\left(g^{\prime}-\cosh r\right)^{2}} \tag{C2}
\end{equation*}
$$

By optimizing over $r$, we get the maximum value advertised in Eq. (10). The maximum is attained by choosing $r$ such that $\cosh r=g^{\prime} N_{\mathrm{C}} /\left(1+N_{\mathrm{C}}+N_{\mathrm{T}}\right)$, in the case $g^{\prime} \geqslant\left(N_{\mathrm{C}}+N_{\mathrm{T}}+\right.$ $1) / N_{\mathrm{C}}$, and by choosing $\cosh r=1$ otherwise.

## APPENDIX D: OPTIMALITY OF THE NOISELESS NONDETERMINISTIC AMPLIFIER

The noiseless amplifier is described by the quantum operation $Q_{K}(\rho)=Q_{K} \rho Q_{K}^{\dagger}$ with $Q_{K} \propto \sum_{n=0}^{K} y^{n}|n\rangle\langle n|$. Its fidelity is given by

$$
\begin{align*}
F_{g^{\prime} \geqslant 1, K}^{\text {prob }} & =\frac{\int \frac{d^{2} \alpha}{\pi} \lambda^{\prime} e^{-\lambda^{\prime}|\alpha|^{2}}\langle g \alpha| Q_{K} \rho_{\alpha, x} Q_{K}^{\dagger}|d \alpha\rangle}{\int \frac{d^{2} \beta}{\pi} \lambda^{\prime} e^{-\lambda^{\prime}|\beta|^{2}} \operatorname{Tr}\left[\rho_{\beta, x} Q_{K}^{\dagger} Q_{K}\right]}=\frac{\left.\int \frac{d^{2} \alpha}{\pi} \int \frac{d^{2} \gamma}{\pi} e^{-\mu|\gamma|^{2}} e^{-\lambda^{\prime}|\alpha|^{2}} e^{-\left(1-y^{2}\right)|\gamma+\alpha|^{2}}\left|\left\langle g^{\prime} \alpha\right| P_{K}\right| y(\gamma+\alpha)\right\rangle\left.\right|^{2}}{\int \frac{d^{2} \beta}{\pi} \int \frac{d^{2} \gamma}{\pi} e^{-\mu|\gamma|^{2}} e^{-\lambda^{\prime}|\beta|^{2}} e^{-\left(1-y^{2}\right)|\gamma+\beta|^{2}}\langle y(\gamma+\beta)| P_{K}|y(\gamma+\beta)\rangle} \\
& \geqslant C(y) \int \frac{d^{2} \alpha}{\pi} \int \frac{d^{2} \gamma}{\pi} e^{-\mu|\gamma|^{2}} e^{-\lambda^{\prime}|\alpha|^{2}} e^{-\left(1-y^{2}\right)|\gamma+\alpha|^{2}}\left[\left|\left\langle g^{\prime} \alpha \mid y(\gamma+\alpha)\right\rangle\right|^{2}-2 \mid\left\langle g^{\prime} \alpha\right|\left(I-P_{K}\right)|y(\gamma+\alpha)|\right] \\
& \geqslant \frac{\left(\lambda^{\prime}+\mu\right)\left(1-y^{2}\right)+\lambda^{\prime} \mu}{\lambda^{\prime}+\mu+\lambda^{\prime} \mu+g^{\prime 2}-y^{2} g^{\prime 2}+\mu g^{\prime 2}-2 y g^{\prime} \mu}-2 \sqrt{\mathbb{E}\left[\left\langle g^{\prime} \alpha\right|\left(I-P_{K}\right)\left|g^{\prime} \alpha\right\rangle\right] \mathbb{E}\left[\langle y(\gamma+\alpha)|\left(I-P_{K}\right)|y(\gamma+\alpha)\rangle\right]} \tag{D1}
\end{align*}
$$

where $\mathbb{E}(f)$ denotes the expectation value of the function $f$ over the Gaussian distribution $p(\alpha, \gamma)=$ $C(y) e^{-\mu|\gamma|^{2}} e^{-\lambda^{\prime}|\alpha|^{2}} e^{-\left(1-y^{2}\right)|\gamma+\alpha|^{2}}$, with $C(y)=\left(\lambda^{\prime}+\mu\right)\left(1-y^{2}\right)+\lambda^{\prime} \mu$.

The expectation values can be computed explicitly as

$$
\mathbb{E}\left[\left\langle g^{\prime} \alpha\right|\left(I-P_{K}\right)\left|g^{\prime} \alpha\right\rangle\right]=\left[\frac{g^{\prime 2}}{g^{\prime 2}+\lambda^{\prime}+1-y^{2}-\frac{\left(1-y^{2}\right)^{2}}{\mu+1-y^{2}}}\right]^{K+1}
$$

and

$$
\mathbb{E}\left[\langle y(\gamma+\alpha)|\left(I-P_{K}\right)|y(\gamma+\alpha)\rangle\right]=\left[\frac{y^{2}}{1+\lambda^{\prime}-\frac{\lambda^{\prime 2}}{\lambda^{\prime}+\mu}}\right]^{K+1} .
$$

Note that both expectation values vanish exponentially fast in the large- $K$ limit.
Now, we tune the amplification parameter $y$ in order to attain the maximum fidelity:
(1) For $g^{\prime}$ between 1 and $\left[\frac{\lambda^{\prime 2}}{\mu}+\lambda^{\prime}+\left(1+\frac{\lambda^{\prime}}{\mu}\right)^{2}\right]^{1 / 2}$, we choose set $y=\frac{g^{\prime} \mu}{\lambda^{\prime}+\mu}$, obtaining fidelity $F_{K}^{\text {prob }} \rightarrow \frac{\lambda^{\prime}+\mu}{\lambda^{\prime}+\mu+g^{\prime 2}}$ in the limit $K \rightarrow \infty$.
(2) For $g^{\prime}$ between $\left[\frac{\lambda^{\prime 2}}{\mu}+\lambda^{\prime}+\left(1+\frac{\lambda^{\prime}}{\mu}\right)^{2}\right]^{1 / 2}$ and $\frac{\lambda^{\prime}}{\mu}+\lambda^{\prime}+1$, we set $y=\frac{\lambda^{\prime}+\mu+\lambda^{\prime} \mu}{g^{\prime} \mu}$, obtaining fidelity $F_{K}^{\text {prob }} \rightarrow \frac{\lambda^{\prime}+\mu+\lambda^{\prime} \mu}{g^{\prime 2}(\mu+1)}$ in the limit $K \rightarrow \infty$.

Since the limit values coincide with the optimal probabilistic fidelities of Eq. (15), we conclude that the noiseless amplifier, for suitable values of the amplification parameter, is optimal for the probabilistic amplification and purification of noisy coherent states.

## APPENDIX E: EVALUATION OF THE QUANTUM BENCHMARK

The CFT for joint amplification and purification can be upper bounded as

$$
\begin{align*}
F_{g^{\prime}}^{\text {prob,c }} & =\left\|\Gamma_{\sigma}\right\|_{\times}=\left\|\Gamma_{\sigma}^{\mathrm{T}_{2}}\right\|_{\times} \leqslant\left\|\Gamma_{\sigma}^{\mathrm{T}_{2}}\right\|_{\infty} \\
& =c_{1} \| \int \frac{d^{2} \alpha}{\pi} D\left(c_{2} \alpha\right) x^{\prime a^{\dagger} a} D^{\dagger}\left(c_{2} \alpha\right) \otimes\left|g^{\prime} \alpha\right\rangle\left\langle g^{\prime} \alpha\right| \|_{\infty} \\
& =\frac{\lambda^{\prime}+\mu+\lambda^{\prime} \mu}{\lambda^{\prime}+\mu+\lambda^{\prime} \mu+g^{\prime 2}(\mu+1)}, \tag{E1}
\end{align*}
$$

where $T_{2}$ is the partial transpose over the Hilbert space of the input state and $c_{1}, c_{2}$, and $x^{\prime}$ are

$$
\begin{aligned}
& c_{1}=\frac{\lambda^{\prime} \mu+\lambda^{\prime}+\mu}{\mu+1} \\
& c_{2}=\frac{\sqrt{\left(\lambda^{\prime} \mu+\lambda^{\prime}+\mu\right)\left(\lambda^{\prime}+\mu\right)}}{\mu} \\
& x^{\prime}=\frac{\lambda^{\prime} \mu+\lambda^{\prime}+\mu}{\left(\lambda^{\prime}+\mu\right)(\mu+1)}
\end{aligned}
$$

Here we show that the upper bound can be achieved by the deterministic measure-and-prepare channel

$$
\begin{equation*}
\widetilde{C}(\rho)=\int \frac{d^{2} \beta}{\pi}\langle\beta| \rho|\beta\rangle|z \beta\rangle\langle z \beta|, \quad z=\frac{g^{\prime} \mu}{\lambda^{\prime}+\mu+\lambda^{\prime} \mu} \tag{E2}
\end{equation*}
$$

Explicitly, the average fidelity is

$$
\begin{align*}
F_{g^{\prime}}^{\mathrm{M} \& \mathrm{P}} & =\int \frac{d^{2} \alpha}{\pi} \frac{d^{2} \beta}{\pi} \lambda^{\prime} e^{-\lambda^{\prime}|\alpha|^{2}}\langle\beta| \rho_{\mu, \alpha}|\beta\rangle\left|\left\langle g^{\prime} \alpha \mid z \beta\right\rangle\right|^{2} \\
& =\frac{\lambda^{\prime} \mu}{\left(\lambda^{\prime} \mu+\lambda^{\prime}+\mu\right) g^{\prime 2} z^{2}-2 \mu g^{\prime 2} z+\mu\left(\lambda^{\prime}+g^{\prime 2}\right)} \\
& =\frac{\lambda^{\prime}+\mu+\lambda^{\prime} \mu}{\lambda^{\prime}+\mu+\lambda^{\prime} \mu+g^{\prime 2}(\mu+1)} . \tag{E3}
\end{align*}
$$

Note that this value coincides with the upper bound (E1). Hence, we conclude that the CFT amplification is

$$
\begin{equation*}
F_{g^{\prime}}^{\mathrm{det} \mathrm{c}}=F_{g^{\prime}}^{\mathrm{prob}, c}=\frac{\lambda^{\prime}+\mu+\lambda^{\prime} \mu}{\lambda^{\prime}+\mu+\lambda^{\prime} \mu+g^{\prime 2}(\mu+1)} . \tag{E4}
\end{equation*}
$$

Equation (27) follows by expressing the above equation in terms of the expected photon numbers $N_{\mathrm{C}}$ and $\tilde{N}_{\mathrm{T}}$.
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