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#### Abstract

The requirements discipline is at the heart of systems engineering, software engineering and business analysis. Across these three communities common practices, approaches and techniques are available in literature. However, little application data is available on how practitioners apply these common practices during the requirements engineering process in practise. To generate data on how practise carries out the requirements engineering process, a two-part survey was conducted. The first part of the survey is reported here and investigates how practitioners carry out the requirements engineering process. The survey was completed by individuals involved in practice as requirements practitioners. This survey and its results offer opportunities to increase industry relevance of research outcomes and identified focus areas for practitioners, including software system developers, to exploit and increase their effectiveness during requirements activities.
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## 1. INTRODUCTION

It is irrelevant whether a software solution or system is developed or bought. For any software system to be useful to the users and business, the developers must understand what the software solution or system is intended to achieve for the users and business [1]. The purpose of requirements engineering is to maximise the likelihood that a developed or bought solution or maintenance initiative will deliver solutions that function as desired. The requirements discipline has different origins and different approaches to capture requirements during the solution development due to the relevance of requirements of different communities such as systems engineering, software engineering and business analysis. However, an understanding of the problem is always required before the development of a solution [2].
The importance of requirements engineering is acknowledged by the engineering literature [3-5]. Requirements are quoted as the input to the software or systems engineering process. If the requirements delivered during requirements development is not of high quality, the solution derived from the requirements have a risk to not achieve what it was intended for [6-8]. Even the best requirements practices cannot make up for inaccurate requirements [9].

The research community acknowledges the importance of requirements. However, industry itself is still facing many challenges in practice with the requirements engineering process during the delivery of a solution [10]. Industry reports, surveys and research continuously quote poor requirements as the main contributor to failed projects, along with the cost and rework implications of the requirements errors [9, 11-23].

In order to contribute relevant knowledge to the requirements discipline, research focus areas have been highlighted by Cheng and Atlee [24]. One of these focus areas is the importance of collaborative partnerships between researchers and practitioners to increase the industry relevance of research [24-26]. A second focus area highlighted by Cheng and Atlee [24] was to document empirical research on how well requirements engineering research addresses industrial problems.

In response to the focus areas highlighted, the research reported on in this paper was aligned to increase the industry relevance of the research outcomes; the first step of the research undertaken was to gather data on how practitioners apply existing requirements engineering knowledge in practice. Results existed for some of the international industries as per literature [27-29]. For the South African requirements industry, there is little or no recent research data describing how practitioners execute the requirements process.

This paper's main objective is to explore and document how practitioners also focusing on software engineering execute the requirements engineering process, as little shared knowledge within the South African context is available in research. The first section summarises how literature suggests the requirements engineering process should be executed, after which the research design is explained. The results collected to derive a description of how practitioners execute the requirements engineering process are presented. Finally, key findings are summarised from results.

## 2. LITERATURE REVIEW

A requirement is a collection of capabilities originating from users and stakeholders (organisational, legislation, and industry standards) that all must be met by the solution to solve the problem or achieve the objective [4]. The stakeholders must be involved for the proposed solution to solve the problem or achieve the objective. It is often assumed that the stakeholders already know what the requirements are at the beginning of a problem solution. As far back as the 1970s, Bell and Thayer [30] cautioned that "requirements for a system, in enough detail for its development, do not arise naturally. Instead, they need to be engineered and have continuing review and revision".

When a solution is implemented, different engineering process models are available to use and implement a possible solution as discussed in literature [31-36]. During the problem solution process, the assumptions of problem complexity, the availability of knowledgeable users and the type of the required solution have a direct impact on which of the engineering process models would be most appropriate [37].

The selection of an engineering model will impact on how the requirements will be documented. In a small environment, with a rapidly changing marketplace where people are capable and work collaboratively, agile methods would be appropriate and the requirements will be documented less formally [38]. In an environment where people do not work collaboratively, requirements will have to be documented formally to minimise misunderstandings [38].

Although the method of requirements documentation could vary, based on the selected engineering model, the requirements have to be understood to solve the problem. The goals of the requirements engineering process as described by Pohl [39] are:

- Transforming unclear user needs into a complete system specification;
- Transforming informal knowledge into formal representations;
- A common agreement on the specification from the various personal views.

The term "requirements engineering process" is defined as the systematic process of developing requirements through an iterative co-operative process of analysing the problem, documenting the resulting observations in a variety of representation formats and checking the accuracy of the understanding gained [40, 41]. This definition can be illustrated by a model explained by Wiegers [42] that divides the requirements engineering domain into two domains as illustrated in Figure 1.

The initial domain is requirements development to derive a complete user specification. Once the specification is produced, it must be agreed upon by all stakeholders. These are the baseline requirements that will be used to build the solution. Once the baseline requirements have been established and agreed upon, changes should be managed to ensure that all stakeholders stay in agreement. This is presented as the requirements management domain.

The common activities in the requirements development are elicitation, analysis, specification and validation, and change management [4]. These activities are executed in different forms, namely linear, incremental, non-linear, spiral or adaptive processes as discussed by Van Lamsweerde [37], Wiegers [42], Kotonya and Sommerville [43] and Macaulay [44].

Requirements elicitation is the discovery of knowledge about the problem that must be solved [37]. The literature mentions many approaches or techniques to determine the required knowledge [25, 26, 45]. The choice of elicitation technique depends on resource availability, information required and the types of problems that need to be solved.


Figure 1: Requirements engineering domain [42]

Guidelines on how to choose the appropriate elicitation technique are provided by Robertson and Robertson [1], Robertson [46], Maiden and Rugg [47] and Zowghi and Coulin [25].

The analysis activity considers all the elicited information and generates a list of potential requirements. The objective of the requirements analysis step is to increase understanding, identify problems and search for inconsistencies in the list of produced requirements [43, 48]. Models are generated to understand requirements. Various modelling techniques or notations are available as discussed by Nuseibeh and Easterbrook [45].

Once all the information has been elicited and requirements have been analysed and modelled, the findings from these two activities should be documented in the specification document. The specification document can be generated in various formats or languages [26, 49]. Many best practice templates are available to provide guidelines on what information should be presented in the specification document [5052]. Quality elements of a specification have been detailed by standards [51-53].

The output of the requirements development is a set of commonly agreed upon requirements by all stakeholders as presented in the specification document. These form the baseline requirements that will be used to build the solution. The priority of each requirement should be discussed by and agreed upon with the stakeholders to identify the most important requirements with the greatest impact on solving the problem. Techniques that are available are discussed by Berander and Andrews [54], Hansen et al. [26] and Cheng and Atlee [24]. The requirements must be validated for completeness and conflict and should reflect what needs to be done to solve the stakeholders' problem. Once a baseline set of requirements has been agreed upon, requirements must be managed and changes should be analysed based on the impact that they will have on the solution.

Each of the requirements communities also has professional bodies that provide guidelines on how to execute the activities during the requirements engineering process [53, 55, 56].

A summary was presented of knowledge available from literature about the requirements engineering process, the tools, techniques and modelling methods and guidelines. Next an industry review was done to describe how practitioners in South African industries execute the requirements engineering process. This generated knowledge on how the requirements engineering process is executed in practice. This knowledge will be utilised to determine whether the existing requirements engineering knowledge base is actually migrated into practice.

The most appropriate research method had to be used to obtain a description of how the requirements engineering process is executed by practitioners, as well as how practitioners behave during the execution of the process. The research methodology selection is described in the next section.

## 3. RESEARCH METHODOLOGY

The purpose of the industry review was to provide a description of how the requirements process is performed within the South African requirements engineering community. A survey research method was evaluated as it is characterised as producing quantitative descriptions on some aspects of a studied population, which include the examination of the relationships among different variables [57]. Survey research is appropriate if there is not adequate data available. This is the case with South African requirements practice. The target population of requirements practitioners was accessible and a portion of the data was personal and self-reported data of practitioners [58].

Real-world data was required from as many practising respondents as possible within the requirements discipline in a short time. The strengths of a survey confirmed that a survey would be the appropriate method [57-61]. A rigid systematic approach was followed to ensure that the survey would be conducted rigorously and in an unbiased manner. This process followed is illustrated in Figure 2and has been derived from literature [58, 62, 63].


Figure 2: Survey process

### 3.1 Planning and development of the survey

The objectives of the industry review were to produce a quantitative description of how the requirements process is executed by practitioners, with practitioners belonging to multiple communities. The requirements discipline crosses multiple communities, namely systems engineering, software engineering and business analysis [2]. The review would also determine whether the available tools and methodologies as identified in literature are used or known by the practitioners.

The sample frame refers to how the population was constituted. The factors for consideration to ensure a complete survey design are listed by Fowler [57] and Sapsford [64]. The target population was only practitioners that were responsible for any activities in the requirements engineering process. The requirements practitioners were classified as a difficult-to-reach population as they had not been previously identified [65]. In the case of hard-to-reach populations, snowball, targeted, time space and respondent-driven sampling are suggested to access these hidden populations [66].

Snowball sampling is a very useful methodology to conduct exploratory, qualitative and descriptive research, especially where a high degree of trust is required for initial contact [66]. This sampling makes contact with a small group of relevant people and then uses these contacts to establish new contacts with others [67]. Snowball sampling was selected as the preferred sampling method as the population was difficult to research and a description of the population was the main objective of the industry review [68].

Three different approaches were followed to find respondents within the requirements practitioners' social network and to start the referral chain of the snowball sampling:

- Relationships were established between the researchers and individuals who were either chief information officers to whom requirements practitioners typically reported or individuals responsible for requirements practice. These
individuals were contacted prior to the survey to obtain their cooperation. The researcher used multiple individuals with established relationships to start a referral chain within as many organisations as possible.
- A list of individuals practising as requirements practitioners within the industry were known to the researchers. These known practitioners were contacted directly and requested to complete the survey. They were also requested to distribute the survey link to their network of requirements practitioners.
- Two professional organisations were contacted and requested to send the survey to their members. The first professional organisation was Computer Society South Africa, which confirmed that they distributed the survey to all their members that had an interest in requirements practice. The second professional organisation contacted was the International Institute of Business Analysis South Africa. They were requested to send the survey to all their members as their focus is on analysis, which is within the requirements engineering space.

This was done to ensure that the sample frame included a non-homogeneous set of requirements practitioners across the industry and to minimise potential bias which could emerge due to a sample frame that did not fully represent the population [62].

After careful consideration of the advantages and disadvantages of each survey type, the Internet survey type was selected as a collection tool. It enabled the collection of data electronically that would be ready for analysis at a low cost within a very short time. The respondents' confidentiality was also protected. The population coverage would not be impacted by the Internet access as the requirements practitioners normally have Internet access within their work environment.

To explore and document how the practitioners execute the requirements engineering process, data was collected from the first two sections in the survey. The survey
questions were based on knowledge collected from previous studies and a literature review [27, 69, 70]. Data was collected to profile the participants and to derive a description of the requirements engineering process. The focus was on the input to the requirements process, requirements activities and the quality of the output of the requirements process.

### 3.2 Pre-testing

When the questionnaire was completed, it was tested to ensure that it would work under real-life conditions [57]. As it was a self-administered instrument, it was first configured on the online survey platform that would be used to collect the data. Once ready, various pre-tests were done, including survey duration and pilot testing.

### 3.3 Implementation of survey and data collection

The survey was opened on the Internet via the platform used. The platform service provider was Survey Monkey. The data collection was facilitated by the platform on which the survey was configured. Data was automatically collected in various electronic formats by the platform.

During the design of the questionnaire, elements for good questionnaire design were taken into consideration to address data quality. Additional reliability and validation tests were done to evaluate the survey instrument before implementation.

### 3.4 Analyse and conclude

Data analysis involved the data collected being reduced and summarised into a usable format and patterns in data being identified [59]. The data analysis followed four stages as described by Quinlan [71]:

- Stage one was to engage in a descriptive analysis of the collected data.
- Stage two was to interpret the data.
- Stage three was to use the results of stages one and two to draw conclusions from the data.
- Stage four was the theorisation stage. In this stage the results from stages one, two and three were used to apply to existing knowledge and produce new theory.

Stages one to three of the data analysis will be discussed in the survey results, as the purpose of this article is to present the application data collected on how practitioners apply common practices during the requirements engineering process.

## 4. SURVEY RESULTS AND DISCUSSION

A total of 127 responses were received from the requirements practitioners. The main survey results are provided in a graphical format for summary purposes.

### 4.1 Participant characteristics

The survey respondents were mainly from the finance and banking (33\%), ICT ( $23 \%$ ) or government public
sector and defence industries (9\%). Although the majority of respondents were from these industries, the data confirms a presence of requirements practitioners across all industries as illustrated in Figure 3.


Figure 3: Practitioners' industry background
The requirements practitioners had very diverse job descriptions as summarised in Figure 4. There was, however, one specific job description that was commonly used, i.e. business analyst. This grouping also includes the job description of senior business analyst and constituted $47.2 \%$ of the respondents. The 'Other' group of job descriptions ranged from developers, project managers and specialists to programme managers.


Figure 4: Respondents' job descriptions
The respondents were asked how many years' experience they had as a requirements practitioner. Only $3 \%$ of the respondents had less than one year of experience, $19 \%$ had between one and three years' experience and $22 \%$
had between four and five years' experience. The majority of respondents were practitioners, with $56 \%$ of respondents with 6 years and more of experience.

Focused tertiary programmes and industry-specific certification for requirements engineering are available [53, 72, 73]. However, the practitioners surveyed held very diverse tertiary degrees with no uniform education amongst them as can be seen in Figure 5.


Figure 5: Practitioners' tertiary background
Respondents with BCom or BSc degrees had degrees within the information and communication technology (ICT) industry. Respondents with degrees outside these qualifications are listed as 'Other'. The industry certifications that supported the practitioners' qualifications were very diverse. One respondent was a certified system engineer. Six respondents were certified business analysis professionals. Additionally, five respondents held SAP certifications; one held a PRINCE certification and three respondents held Microsoft certified systems engineer or development certifications.

This concludes the analysis of the respondents. The following section focuses on how the practitioners in the requirements discipline execute the requirements process, including the usage of best practice tools and techniques.

### 4.2 Requirements engineering process

To describe how practitioners execute the requirements engineering process, data was collected to measure (i) whether any process models are adopted in practice, (ii) the involvement of practitioners during the activities of the requirements engineering process, including the tools and techniques adopted, and lastly, (iii) the quality delivered as an output of the requirements engineering process.

Requirements engineering process models: In $88 \%$ of the cases, a formal approach was used as guidance during project implementation versus the $12 \%$ of cases where no
approach was followed. An analysis of the formal approaches indicates that incremental development was the most popular approach, with $33 \%$ of the respondents using it, followed by the prototyping ( $24 \%$ ), agile ( $19 \%$ ) and waterfall (13\%) approaches as summarised in Figure 6.


Figure 6: Project implementation approach
Requirements engineering process activities: A study in Australia investigated the barriers experienced by business analysts that prevent them from effective requirements analysis [27]. The original survey questions and data used by Wever and Maiden [27] were shared with the researchers. This was integrated into the questionnaire as a basis to determine the practitioners' involvement during the requirements activities.


Figure 7: Practitioners' involvement in requirements activities

The practitioners appeared to be very consistently involved in the requirements activities. Most were involved in the analysis and modelling activity but were the least involved in the planning activity. If this is compared with the results of the Australian study by Wever and Maiden [27], no similarities can be identified. The business analysts in Australia reported to be engaged
inconsistently across the requirements activities. In that study [27], the practitioners ranged from being the most involved in requirements elicitation (above 80\%) to being the least involved in requirements validation (below $60 \%)$.

The potential reason for a more consistent involvement across requirements activities in this study compared with the Australian study could be attributed to the fact that the respondents were all experienced practitioners with six years or more experience. The Australian study, on the other hand, reported that the majority of respondents' experience was between one and three years [27].

In the cases where the respondents indicated that they were not involved in the specific requirements activity, an additional question captured the reasons for this noninvolvement. Of the 127 respondents, 11 reported that planning was not part of their role. Two respondents mentioned a lack of resources and therefore planning was simply not done. One respondent mentioned that planning was not relevant to the project he was involved in. A further two respondents said: within my organisation, there is no formal process in place to engage in this activity, suggesting that planning was not done at all during project implementations. It was also mentioned that in some instances planning was done. However, this was inconsistent and without any continuity. This indicates that planning did not guide the implementation of the requirements during the project at all and was done on an ad hoc basis. In one instance, the planning of the project was done by external vendors. A few respondents also mentioned that they were not given the opportunity to take part in the planning or were not asked to do so.

The reasons provided for the respondents' noninvolvement during requirements activities other than planning can be attributed either to the activities not being part of the respondents' role or not relevant to the project.

In addition to the respondents' involvement, the respondents were questioned about the deliverable of each activity and the tools or techniques used to produce the specific deliverable.

Requirements planning: During the planning activity, the requirements practitioner is responsible for creating a requirements management plan which is the key input to the overall project plan [74, 75]. From the results as illustrated in Figure 8, practitioners indicated that the project schedule was a deliverable of the requirements planning activity and not a requirements management plan as suggested by literature. The second important deliverable produced during the planning activity, according to the practitioners surveyed, was a scope of work or problem definition. Thirdly, the actual requirements specifications were mentioned by $10 \%$ of respondents as a deliverable, followed by a requirements management plan (9\%).


Figure 8: Summary of requirements planning task deliverables

Requirements elicitation: The elicitation activity is the discovery of the knowledge about the problem that should be solved. As time passes by during the problemsolving process, the sources change [76]. During the early stages conversations with colleagues and personal experience were used as illustrated in Figure 9. During the latter stages of the process, textbooks, codes and standards, industry newsletters and conversations with academics were used [77].


Figure 9: Information-seeking behaviour during the problem-solving process [77]

From the data collected as illustrated in Figure 10, academic, industry and textbook sources were used in a few cases ( $4 \%, 5 \%$, and $7 \%$, respectively). The preferred sources which were used by the practitioners were either personal experience or conversations with customers and colleagues, which are classified as initial sources as illustrated in Figure 9. The sources used by the practitioners indicate that the information-seeking behaviour did not follow a typical problem-solving process where the sources changed over time.


A list of techniques used to elicit information was derived from literature. The practitioners were requested to rate the usages of each technique on a scale of 'use', 'never use' and 'never heard of'. The results are displayed in Figure 11.

The practitioners utilised interviews, document analysis, groupwork and brainstorming extensively at $98 \%, 95 \%$, $92 \%$ and $90 \%$, respectively. Workshops (86\%) and scenarios ( $81 \%$ ) were also techniques that were used by the respondents. Prototyping and observation were utilised by $70 \%$ and $68 \%$, respectively. Card sorting, ethnography, laddering and repertory grids were used by only a few practitioners.

The respondents preferred traditional techniques such as interviews and brainstorming during requirements elicitation. Literature suggests that the most appropriate combination of techniques must be considered to ensure that all types of knowledge are acquired [47, 78]. A framework for selecting the most effective techniques to access non-tacit, semi-tacit and tacit knowledge has been developed by Maiden and Rugg [47].

The results and comments by the respondents indicate that practitioners surveyed had a set of preferred techniques that were used. They selected techniques based on what technique was known, and not what the most appropriate combination of techniques was to ensure that all types of knowledge were acquired.

Figure 10: Practitioners' research patterns during elicitation


Figure 11: Elicitation techniques usage

Requirements analysis and modelling: The analysis activity analyses all the elicited information and generates a list of potential requirements [48]. The objective of the requirements analysis step is to increase understanding, identify problems and search for inconsistencies in the list of requirements produced [43, 79]. Models are generated to understand the requirements.

A list of techniques used during the analysis and modelling activity was derived from literature. The practitioners were requested to rate the usages of each technique on a scale 'use', 'never use' and 'never heard of ${ }^{\prime}$.


Figure 12: Analysis and modelling techniques

The techniques preferred were flow charts (94\%), data flow diagrams ( $91 \%$ ), structured analysis ( $81 \%$ ) and entity relationship diagrams (72\%). Petri nets, agentbased models, goal-oriented models and state machine models were either not in use or not known by most of the respondents.

Requirements specification: The specification is used to facilitate communication and should be complete to ensure that a fit-for-purpose working solution can be produced from the requirements [80]. Of the 127 respondents, 61 indicated how the specifications were generated. In $79 \%$ of the cases template guidelines were available to assist the practitioners in generating the specifications.

In $8 \%$ of the cases, practitioners used formal notation to present the requirements and $59 \%$ used semi-formal notation to present the requirements. The balance (33\%) used informal presentation such as natural language to present the requirements. These results were compared with the preferred elicitation techniques of practitioners, which indicates a potential mismatch. The preferred techniques of respondents all deliver outputs in natural language except brainstorming, which will deliver a semi-formal format [46]. However, 59\% of the respondents indicated that they produced a specification with a semi-formal presentation. The natural language percentage was expected to be higher, as the elicitation techniques used by practitioners deliver output in natural language. The practitioners stated that they presented their specifications in semi-formal format, but the elicitation techniques that they used did not produce semi-formal notation. It could be that the practitioners
generated models from elicited information during the analysis and modelling activity in order to generate a semi-formal notation specification.

Requirements management: The respondents were questioned if a software tool was used to manage the delivered specifications. In total only $12.8 \%$ of the respondents used a software tool to develop or manage requirements. Three of the tools mentioned by the respondents used as requirements management tools can actually be classified as requirements management tools, i.e. Blueprint Requirements Center ${ }^{\text {TM }}$ 2010, Enterprise Architect and IBM Rational RequisitePro. The other tools mentioned vary from Visio - a modelling tool; SharePoint - a document management tool; System Architecture - a tool used to model business operations and systems. From these results it can be concluded that requirements management tools were not generally used by the practitioners to present or manage requirements.

Requirements quality: The desired output of the requirements engineering process is a set of commonly agreed upon requirements by all stakeholders [39]. The literature prescribes that a requirement should consist of eight characteristics to ensure high quality [51, 81]. As these characteristics are subjective, an ordinal scale was used to measure the quality of the requirements. The scale elements used to determine the quality of the requirements were based on the eight characteristics of a quality specification as per Table 1.

Table 1: Quality scale

| Characteristics | Question |
| :--- | :--- |
| Correct | Have all the requirements been validated by the <br> source of the requirement, i.e. typically the <br> stakeholder? |
| Unambiguous | Was there a single interpretation for each <br> requirement to enable the common understanding <br> by all stakeholders? |
| Complete | Were all the required requirements present in the <br> specification ensuring a workable solution fit for <br> purpose by the user? |
| Consistent | Did some requirements conflict with other <br> requirements or with higher level system or <br> business requirements? |
| Ranked for <br> importance | Were all the requirements prioritised based on <br> importance or in terms of expected changes <br> associated with the requirement? |
| Verifiable | Was it possible to test each requirement to <br> determine whether it has been properly <br> implemented? |
| Traceable | Wodifiable <br> was a history of changes made to each requirement <br> origination? |

To estimate whether the requirements possessed each quality characteristic, a 7-point frequency Likert-type scale was integrated into the scale with the eight characteristics. The respondents had to rate how frequently the requirements consisted of the eight quality characteristics. The scale used was 1 - Never; 2 - Rarely, in less than $10 \%$; 3 - Occasionally, in about $30 \%$; 4 Sometimes, in about $50 \%$; 5 - Frequently, in about $70 \%$; 6 - Usually, in about 90\%; 7 - Every time.

To simplify the analysis, exploratory factor analysis was used as a data reduction technique to validate whether the eight quality elements could be summarised. The quality of the requirements was summarised separately and displayed for practitioners involved in the requirements activity versus practitioners who were not involved in the activity to see whether this impacted the output of the requirements engineering process. The cross-tabulation in Table 2 indicates a higher percentage quality of requirements when the practitioners were involved. This is the case for each of the activities. The results show a clear pattern of dependency between the quality of requirements and the way the requirements engineering process is executed.

Table 2: Activity involvement by quality of requirements

| Requirements <br> activities | Quality |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Rating <br> 1 | Rating <br> 3 | Rating <br> 3 to 5 | Rating <br> 5 to 7 | Total |
| Planning Involved <br> (N=43) | $0 \%$ | $0 \%$ | $23 \%$ | $77 \%$ | $100 \%$ |
| Planning Not involved <br> (N=12) | $8 \%$ | $8 \%$ | $42 \%$ | $42 \%$ | $100 \%$ |
| Elicitation Involved <br> (N=50) | $0 \%$ | $2 \%$ | $24 \%$ | $74 \%$ | $100 \%$ |
| Elicitation Not <br> involved (N=5) | $20 \%$ | $0 \%$ | $60 \%$ | $20 \%$ | $100 \%$ |
| Analysis \& Modelling <br> Involved (N=54) | $2 \%$ | $2 \%$ | $26 \%$ | $70 \%$ | $100 \%$ |
| Analysis \& Modelling <br> Not involved (N=1) | $0 \%$ | $0 \%$ | $100 \%$ | $0 \%$ | $100 \%$ |
| Specification Involved <br> (N=55) | $2 \%$ | $2 \%$ | $27 \%$ | $69 \%$ | $100 \%$ |
| Specification Not <br> involved (N=0) | $\mathrm{n} / \mathrm{a}$ | $\mathrm{n} / \mathrm{a}$ | $\mathrm{n} / \mathrm{a}$ | $\mathrm{n} / \mathrm{a}$ | $\mathrm{n} / \mathrm{a}$ |
| Validation Involved <br> (N=49) | $2 \%$ | $2 \%$ | $18 \%$ | $78 \%$ | $100 \%$ |
| Validation Not <br> involved (N=6) | $0 \%$ | $0 \%$ | $100 \%$ | $0 \%$ | $100 \%$ |
| 1 (Nver); 2 (Rasy |  |  |  |  |  |

1 (Never); 2 (Rarely, less than 10\%); 3 (Occasionally, in about 30\%); 4 (Sometimes in about 50\%); 5 (Frequently in about 70\%); 6 (Usually, in about $90 \%$ ); 7 (Every time)

A Mann-Whitney test was done in each group (involved and not involved) to validate that these two groups did not have the same median. From the test results it was concluded in the case of planning, elicitation and validation that there were statistically significant differences between the groups where there was involvement in the activity: for the planning activity ( $\mathrm{U}=$ $124, \mathrm{p}=0.005)$; for the elicitation activity $(\mathrm{U}=38.5, \mathrm{p}=$ $0.009)$; for the validation activity $(\mathrm{U}=51, \mathrm{p}=0.008)$. In the analysis and modelling case the sample available for the not involved group was very small and could be the reason why there was no statistically significant difference between the groups.

These tests confirm that the more the practitioner is involved in the requirements activities, the higher the quality of requirements.

Customer satisfaction: The respondents were asked to indicate from their personal perspective whether the business stakeholders and end-users were satisfied with the implemented solution and to indicate whether the users actually used the system. The results showed an average of $82.46 \%$ for the business stakeholders' satisfaction and $81.16 \%$ for end-users' satisfaction. These satisfaction levels are high and it could merely be
the perception of the practitioners. Correlations were calculated to determine whether there was a relationship between customer satisfaction and usage of the solution. A negative relationship was identified between end-user satisfaction and usage of the solution, with a correlation of $-0.288^{*}$ significant at the 0.05 level.

The following reasons were provided by respondents as to why customers do not use the solution:

- The users do not understand how the technology supports their business processes.
- The users are still using the old solution.
- The users do not use training and user manuals.
- Users are waiting for more requirements to be implemented.
- Development is still in progress.
- Users are forced to use the solution but don't like it (imposed on the industry).

The perception of the practitioners is that customer satisfaction levels are high; however, the relationship with the usage of the solution by stakeholders suggests that there is more information that must be explored. In future research, this relationship needs to be explored directly with the stakeholders as previously suggested.

## 5. CONCLUSIONS

Real data has been provided regarding the requirements engineering process in industry as a reference point. The researchers would, however, like to identify some important findings:

- Requirements planning: Practitioners do not follow a formal planning activity to consider how the requirements activities should be approached prior to executing the activities.
- Practitioners' information-seeking behaviour: The problem-solving process of the practitioners depends on sources of information which are either personal experience or conversations; their informationseeking behaviour does not change over time.
- Tools and techniques used during activities: The tools and techniques selected by practitioners to be used during activities are based on what is known, and not the most appropriate combination of techniques.
- Requirements management tools: Many requirements management tools are available but these tools are not generally used by practitioners to present or manage requirements.
- The results confirmed that in the cases where the practitioners are involved in the activities, high quality requirements are delivered. This implies a more efficient requirements engineering process as the output of the process delivers high quality.

The paper creates a South African context industry description of how practitioners execute the requirements engineering process. It confirms what is known by practitioners and how they use the knowledge of
requirements practice. This knowledge provides adequate data on requirements practice within South Africa for future research. It also includes very specific focus areas for practitioners and managers on how to improve the requirements engineering process without adoption of any new tools or methodologies. The focus areas emerging from the results are practical with small changes in practitioners' behaviour that could have a major impact on the results of the requirements engineering process.
The second part of the survey explored how practitioners behave during the requirements engineering process.
This entails a description of how they gather information about the problem during the requirements process, use the information and share their resulting information. By discovering these interaction patterns, communication can be improved and made more effective.

Follow-up reporting will discuss the results from the second part of the survey. The knowledge of practitioners and how they use the knowledge of requirements practice can be applied to focus future research efforts. The knowledge on the behaviour of practitioner could form the basis of cross-disciplinary research.
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