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Electronic wave functions and optical transitions in (In,Ga)As/GaP quantum dots
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We study the complex electronic band structure of low In content InGaAs/GaP quantum dots. A supercell
extended-basis tight-binding model is used to simulate the electronic and the optical properties of a pure
GaAs/GaP quantum dot modeled at the atomic level. Transitions between hole states confined into the dots
and several XZ-like electronic states confined by the strain field in the GaP barrier are found to play the main
role on the optical properties. Especially, the calculated radiative lifetime for such indirect transitions is in
good agreement with the photoluminescence decay time measured in time-resolved photoluminescence in the
µs range. Photoluminescence experiments under hydrostatic pressure are also presented. The redshift of the
photoluminescence spectrum with pressure is also in good agreement with the nature of the electronic confined
states simulated with the tight-binding model.
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I. INTRODUCTION

The integration of laser devices on silicon has attracted
much interest in the past decade as it would open the way
of truly integrated photonic layers on silicon [1]. Especially,
the hybrid integration of III-V structures by bonding [2] or
epitaxial lift-off and transfer-printing [3] are considered as
very potent short-term solutions to address the medium volume
applications of high-bandwidth data transmissions in servers
and data centers. On a longer term, the monolithic integration
of III-V semiconductors lasers on silicon is expected to
match more surely with the very large scale integration re-
quirements [4–6]. Unfortunately, crystalline defects generated
during the III-V/Si heteroepitaxy are known to limit the laser
device performances; a thick buffer layer is usually needed to
avoid the emergence of these structural defects, which limits
the optical coupling solutions with the silicon chip. Recently,
it was proposed by several groups to use a pseudomorphic
GaP/Si template, benefiting from the low lattice mismatch
between GaP and Si (0.37% at room temperature) to eliminate
the formation of these structural defects [7–13]. In this
approach, the structural benefit is, however, counterbalanced
by the limited optical properties of GaP-based materials
because of the GaP indirect bandgap. To solve this issue,
GaAsPN quantum well nanostructures have already been
widely studied by different groups, both theoretically and
experimentally, from their fundamental properties to laser
operation on silicon [14–19]. The quantum efficiency of
these nanostructures is, however, intrinsically limited by the
indirect bandgap of GaAs when strained to GaP or Si, and
the addition of nitrogen only leads to a fractional � character

of the optical transitions (i.e., a pseudodirect bandgap optical
transition) [15].

The hope for reaching a true direct bandgap emission with
nanostructures pseudomorphically integrated on silicon was
recently given by the demonstration of room temperature
photoluminescence (PL) of high density (In,Ga)As/GaP quan-
tum dots (QDs) [20]. From these promising results, different
devices based on (In,Ga)As/GaP QDs were considered, such
as resonant photonic crystal cavities [21], storage devices [22],
or electroluminescent devices on GaP or Si substrates [23,24].
(In,Ga)As/GaP QDs lasing was even recently reported on GaP
substrate by Heidemann et al. [25]. Meanwhile, structural
properties of these QDs were investigated at a large scale
in terms of size and density [20,26–28] and at the atomic
scale through transmission electron microscopy (TEM), plan-
view, and cross-sectional scanning tunneling microscopy
(STM) [29–32], revealing a complex and inhomogeneous
indium incorporation behavior inside the QDs. Fukami et al.
first noticed in their pioneering works the vicinity of the �

conduction band minimum in the QD and the X valley of
GaP with a simple model-solid theory approach [33]. The
description of the electronic structure of (In,Ga)As/GaP QDs
was then refined using a mixed eight-band k�p/tight-binding
(TB) spds* methodology [27,29]. In these works, realistic
quantum confinement effects were taken only into account
at the � point with the k�p method, while lateral valleys (X
and L) were described using a TB spds* extended orbital
basis for a quantum well with equivalent thickness. Despite
the imperfection of the theoretical methodology, this paper
led to the important conclusion that a competition between
X-like states and � states does exist in the conduction band of
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(In,Ga)As/GaP and that tuning the In content or the QD size
can help in promoting the direct optical transition, necessary
for high performance devices on silicon. These theoretical
predictions were also consistent with the experimental ob-
servation of two main optical transitions already described
by continuous wave (cw) PL experiments in the early work
of Nguyen Thanh et al. [20] and Robert et al. [28] and
more deeply investigated in Refs. [27] and [29] by means
of time-resolved PL (tr-PL). The low energy (LE) transition
was at this time assigned to an X-like transition and the
higher energy transition to a � one. A significant improvement
of the PL intensity was recently observed by playing with
the QDs morphology and strain relief during the growth.
It was attributed to the promotion of the direct bandgap
transition, in good agreement with the previous theoretical
description of the QDs′ electronic structure [34]. Still, the
previous electronic structure modeling is not satisfactory in
such a complex system, especially in the low In content
range. In order to take into account the simultaneous quantum
confinement effects on X, L, and � valleys and their possible
mixing [29], in a situation where QD and barrier states are close
to each other, a full supercell TB model was developed at the
atomic level in a recent work on a pure GaAs/GaP QD [35].
While providing an accurate description of the eigenstates
of the QD (with a detailed analysis of the contributions of
XZ,XXY , �, and L valleys), this paper restricted itself to the
description of the electrons and holes ground states. Moreover,
optical properties were not derived from the calculations,
giving no indication on the oscillator strength of the described
electron-hole recombination.

In this paper, we present an analysis of both electrons and
holes ground and excited eigenstates and associated optical
transitions in a pure GaAs/GaP QD, using full supercell TB
calculations at the atomic level. The exact geometry of QD is
first extracted from atomically resolved plan-view and cross-
sectional STM images. Electrons and holes wave functions
are then computed and analyzed in terms of orbital and
Bloch functions decomposition. Optical absorption spectrum
is theoretically derived for this QD. Results are used to interpret
experimental data of tr-PL at ambient pressure conditions and
cw PL under hydrostatic pressure both performed on low In
content (below 15%) QDs. Finally, a scheme of the complex
electronic band structure of these QDs is proposed.

II. QD GEOMETRY AND COMPOSITION

The precise knowledge of the QD shape was most of the
time considered as a limiting factor for QD band structure
calculations, thus raising unsolvable questions about the
ability to fit experimental data with theoretical calculations.
Moreover, only a limited choice of QD geometry could be
described by using k�p calculations [27,36]. One of the
advantages of the fully atomistic supercell TB model is that it
does not require any approximation on the QD shape, leading
to simulations using very realistic geometries. Moreover,
recent progresses in STM or TEM high resolution imaging
have provided a very precise atomistic description of the
QD morphology, even when it is buried [29,30]. Figures 1(a)
and 1(b) present the STM plan-view and cross-sectional view
of low In content (In,Ga)As/GaP QDs. Cross-sectional STM

FIG. 1. Plan-view (a) and cross-sectional (b) STM images of
(In,Ga)As/GaP QDs with a low In content. (c) QD geometry used
for the tight-binding calculation.

(X-STM) measurements are performed on the (110) natural
cleavage plane. These QDs have been grown by solid-source
molecular beam epitaxy under the same conditions (3ML
deposited at 580 °C), already reported in details in previous
studies [20,29], except that a GaP capping layer is used for
cross-sectional STM (X-STM), while QDs are uncapped for
the plan-view imaging. From the plan-view image of Fig. 1(a),
the morphology of the unburied QD can easily be defined at
the atomic scale, analyzing angles of reconstructed facets with
the nominal (001) plan, and QD edge direction angles with the
[1–10] and [110] directions that is fixed by the dimer orien-
tation on the (001) nominal surface [the wetting layer (WL),
here]. Resulting geometry and crystallographic orientations
are illustrated in Fig. 1(c). During the GaP capping process,
the morphology of QDs may change due to the (In,Ga)As/GaP
interplay. In this regard, a typical X-STM profile image taken
on the (110) natural cleavage plane is shown in Fig. 1(b). In
this image, the lateral dimension of the QD and the angles
of the facets are similar to what was observed in plan-view
imaging. We therefore assume in the following that the facets
previously defined and the in-plane footprint of the QD remain
unchanged during the capping process. On the other hand, the
capped QD observed in cross-sectional STM has a slightly
smaller height, with a smoother edge at the apex, as compared
to the uncapped QD, due to mass transport during the capping
process [37]. Therefore, the QD is truncated at 3.4 nm in
the calculations, as illustrated in Fig. 1(c). A thin WL is also
observed in Fig. 1(b); therefore, a 1-monolayer-(ML)-thick
WL is added in the definition of the QD geometry for
calculations.

The geometry of the QDs being almost known at the atomic
scale, the question of its composition remains. Even if a
two-dimensional (2D) mapping can be extracted from X-STM,
giving the local composition of indium in the truncation plan
of the QD [30], a full three-dimensional (3D) reconstruction
of the In/Ga ratio remains very tricky at the atomic scale
[38–40]. Nevertheless, the average In content of the grown
QDs is below 15%, as already widely discussed in previous
works [20,29]. We will therefore consider in the following
pure GaAs/GaP QDs as a reference system for further theo-
retical studies dealing with the effects of inhomogeneous In
incorporation.
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III. ENERGY LEVELS, WAVE FUNCTIONS, AND OPTICAL
ABSORPTION

A. Supercell construction

An initial supercell is first built with the Ga, As, and P
atoms, regularly placed on the sites of an unstrained zinc-
blende structure with the GaP lattice constant and following
the facets and edge directions presented in Fig. 1(c). Periodic
conditions are applied at the borders of the supercell for both
strain and band structure calculations. The lateral size of the
supercell is around 36 × 36 nm2, equivalent to a QD areal
density of 7.7.1010 cm−2. The thickness of the barrier material
in the [001] direction is 86 GaP-MLs, accounting for a GaP
buffer layer below and a GaP cap layer above the QD; both
thicknesses are roughly equal to three times the QD height.

B. Strain field

Once the initial supercell is built, the atomic positions are
relaxed with a valence force field (VFF) method [41] using two
parameters to fit the C11 and C12 macroscopic elastic constants
of both GaAs and GaP [42]. This standard Keating model is
known to commit an error on the C44 values and to not properly
include the anharmonic effects [43–46]. Nevertheless, for
GaAs and GaP, the error on C44 is only 11%. Moreover in
the specific case of [001]-grown QDs [47], the shear strain
effects related to the C44 elastic constant are much weaker
than the hydrostatic and biaxial strain components. Finally,
the error related to the uncertainty on the indium content (see
Sec. II) is expected to be larger than the error related to this
strain model so that using the standard Keating procedure is
relevant in this paper. To model the biaxial strain imposed by
the substrate, the two in-plan supercell basis vectors are fixed
during the VFF relaxation while the out-of-plan component
can relax. Figures 2(a) and 2(b) show the 2D strain mapping
for the (001) plan crossing the QD at half of its height. The
strain field is found to be quite homogeneous inside the QD.
The strain in the GaP matrix tends to zero when going away
from the QD (this guarantees that the strain calculation is not
affected by boundaries of the supercell). Figure 2(c) shows the
strain profile in the z direction (growth direction) on an axis
crossing the QD at its center. This profile shows that the biaxial
strain is slightly positive in the vicinity of the QD in the GaP
barrier, as already demonstrated in Ref. [35].

C. Electronic eigenstates

The extended sp3d5s∗ TB model, including spin-orbit
coupling, is then used to find out the eigenenergies and wave
functions of the QD (see Ref. [35] and references therein).
This atomistic method is able to describe the electronic
band structure throughout the entire Brillouin zone of bulk
semiconductors and heterostructures. The TB parameters have
been taken from Ref. [48], as they are known to reproduce well
the experimental band gaps and the effective masses of the
main cubic bulk semiconductors. The Hamiltonian eigenvalues
are calculated combining a Lanczos algorithm [49] with a
folded spectrum method [50,51].

The TB results for the first four confined hole levels are
presented in Table I (each level is doubly degenerated due to
spin). The ground hole state is located at 0.458 eV above the

(a)

(b)

(c)

FIG. 2. (a), (b) Strain field in a GaAs/GaP QD with hydro-
static (εhydro = εxx + εyy + εzz) and biaxial (εbiax = 1

2 (εxx + εyy) −
εzz) components, respectively, represented for the QD midheight
plane. (c) Hydrostatic and biaxial strain components along the growth
direction [001].

valence band maximum (VBM) of bulk GaP, which is in good
agreement with the mixed k�p/TB calculations performed in
Ref. [29] in the case of an In-free QD.

The decomposition of the square wave functions (related
to electronic density) on the 20 orbitals of the sp3d5s∗ basis
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TABLE I. First four hole states and energies in a GaAs/GaP QD. The reference of energies is the valence band maximum of bulk GaP. The
representation of wave functions considers probability volumes including 80% of the presence probability of the hole. Decomposition is given
in terms of the 20 orbitals of the TB basis (spin up and spin down orbitals contribution are added).

Energy (eV) Hole square wave function TB orbitals decomposition

HH1 0.458 s = 0.37% s∗ = 0.04%
px = 35.1% py = 40.3% pz = 3.7%
dyz = 8.95% dzx = 10.7% dxy = 0.8%

dx2−y2 = 0.004% d3z2−r2 = 0.009%

HH2 0.441 s = 0.56% s∗ = 0.06%
px = 35.3% py = 38.5% pz = 5.5%
dyz = 8.95% dzx = 10.1% dxy = 1.2%

dx2−y2 = 0.009% d3z2−r2 = 0.01%

HH3 0.430 s = 0.59% s∗ = 0.07%
px = 34.8% py = 35.8% pz = 8.7%
dyz = 8.85% dzx = 9.3% dxy = 1.9%

dx2−y2 = 0.01% d3z2−r2 = 0.02%

HH4 0.426 s = 0.68% s∗ = 0.07%
px = 34.5% py = 37.5% pz = 7.3%
dyz = 8.68% dzx = 9.7% dxy = 1.6%

dx2−y2 = 0.02% d3z2−r2 = 0.02%

is presented in the last column of the table. The main part
of the weight is on the px and py orbitals for the four hole
states calculated here, which proves that they are heavy hole
(HH)-like states. The level splitting between the first two levels
is only 17 meV; this is due to the elongated shape of the QD
(with a length of 28 nm between extreme points at the basis of
the QD).

In the same way, we present the results for the different first
electron states in Table II. For the ground state (2.248 eV), we
find that the electron wave function is not confined in the GaAs
QD but outside the QD, close to its top, in the GaP matrix. The
main part of the weight is on the pz, dxy , and d3z2−r2 orbitals
in which the z axis is a symmetry axis. This is characteristic
of XZ-like states. To confirm this character, we also perform a
discrete Fourier transform of each wave function in real space
to project it on the k-points of the Brillouin zone of the bulk
material. The results are presented in Table III and show the
dominant bulk states involved in each confined state [52]. The
decomposition of the ground state confirms that it is strongly
XZ dominant (more than 95%) with a very small fraction
coming from the coupling with the � band (0.02%).

This XZ-like character was already widely discussed in
Ref. [35]. Indeed, it was noticed that the GaP matrix is
deformed at the apex of the QD; this results in a positive biaxial
strain [see Fig. 2(c)]. The biaxial strain splits the X conduction
band into XXY and XZ . In the GaAs QD, the biaxial strain
is negative so that the XXY band is shifted down and the XZ

band is shifted up. But in the GaP matrix just above the QD,
the situation is reversed with the XZ band being the lowest
one. Due to the local strain field, this electron state is located
119 meV below the X band of unstrained GaP.

Now looking at higher electron states of Table II, the
next electron excited states are all located within an interval
of 40 meV (from 2.26 to 2.30 eV). As illustrated by the
decomposition of the first excited state (2.262 eV) of Table II
and Table III, these are all XZ-like states mechanically
confined above and even below the GaAs QD. This result
is in good agreement with strain calculations performed in
Fig. 2(c), where it was noticed that the biaxial strain is slightly
positive in the GaP barrier at the apex and below the QD, which
explains the localization of electrons in these particular areas
corresponding to XZ confinement potentials. Nevertheless, the
confinement potential below the QD is weaker than the one
above the QD and explains why the states confined below the
QD are at a higher energy than the states confined above it.
The first electron state confined in the QD is finally found at
the energy of 2.31 eV (see Table II) that is 62 meV above the
ground state and 57 meV below the X band of unstrained bulk
GaP. This is a XY -like state as proved by the strong weight on
the py orbital and by the result of the Fourier decomposition
of Table III. Other XX and XY -like states are found at energies
below the X band of unstrained bulk GaP barrier. In contrast,
no �-like confined state is found in this paper because it lies
well above the X band of unstrained bulk GaP barrier (for a

075445-4



ELECTRONIC WAVE FUNCTIONS AND OPTICAL . . . PHYSICAL REVIEW B 94, 075445 (2016)

TABLE II. Electron eigenstates and energies in a GaAs/GaP QD. The table describes the two lower energy states (at 2.248 and 2.262 eV),
excited states in the [2.268–2.306] eV range, and the first electron state confined in the QD (at 2.310 eV). The reference of energies is the valence
band maximum of bulk GaP. The representation of wave functions considers probability volumes including 80% of the presence probability of
the electron. Decomposition is given in terms of the 20 orbitals of the TB basis (spin up and spin down orbitals contribution are added).

Energy (eV) Electron square wave function TB orbitals decomposition

E1Xz 2.248 s = 7.8 % s∗ = 2.2 %
px = 0.14 % py = 0.15 % pz = 43.9 %

dyz = 6e − 3 % dzx = 1e − 2 % dx y = 18 %
dx2−y2 = 3e − 4 % d3z2−r2 = 28.1 %

E2Xz 2.262 s = 8.1 % s∗ = 2.1 %
px = 0.13 % py = 0.14 % pz = 43.4 %

dyz = 5e − 3 % dzx = 9e − 3 % dx y = 18 %
dx2−y2 = 2e − 4 % d3z2−r2 = 27.1 %

E1Xy 2.310 s = 4.6 % s∗ = 3.1 %
px = 0.21 % py = 42.5 % pz = 0.18 %

dyz = 0.01 % dzx = 17.7 % dxy = 4e − 3 %
dx2−y2 = 23.7 % d3z2−r2 = 8.1%

0% In content, here). In conclusion, according to the supercell
TB simulation of a GaAs/GaP QD, the XXY state of QD is
actually not the electronic ground state. Many electron states
mechanically confined at the apex and at the base of the QD are
found at lower energies. We can also predict that increasing
slightly the In content inside the QD would not affect the
presence of these states. Indeed, increasing the In content
increases the lattice mismatch between the dot and the GaP
matrix. Consequently, the tensile strain in the GaP matrix at
the apex of the dot increases with In content and so does the
confinement potential for the XZ electrons. We now present

the role of these electron states on the optical transitions with
the first confined hole states.

D. Calculated absorption spectrum

Optical properties are derived from the dimensionless
oscillator strength calculation given as a function of the
direction of electric field by

f (ê) = 2

m0

|ê · pvc(k)|2
(Ec(k) − Ev(k))

, (1)
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TABLE III. Decomposition of the electron confined states on the
bulk states.

Energy (eV) XX XY XZ L �

E1Xz 2.248 0.00000 0.00000 0.95125 0.00001 0.00021
E2Xz 2.262 0.00000 0.00000 0.98899 0.00001 0.00031
E3Xz 2.267 0.00000 0.00000 0.94798 0.00001 0.00023
E4Xz 2.281 0.00000 0.00000 0.97674 0.00001 0.00011
E5Xz 2.283 0.00000 0.00000 0.98868 0.00002 0.00030
E6Xz 2.287 0.00000 0.00000 0.99477 0.00000 0.00016
E7Xz 2.294 0.00000 0.00000 0.94845 0.00001 0.00017
E8Xz 2.296 0.00000 0.00000 0.97483 0.00000 0.00012
E9Xz 2.299 0.00000 0.00000 0.94967 0.00001 0.00015
E10Xz 2.303 0.00000 0.00000 0.99449 0.00000 0.00017
E1Xy 2.310 0.00000 1.00000 0.00000 0.00000 0.00000

where ê is a unit vector in the direction of the optical electric
field, Ev(k) and Ec(k) are the energies of the initial and
final states, m0 is the reduced effective mass, and pvc(k)
are the momentum matrix elements that are calculated using
a k-derivation of the TB-Hamiltonian [53]. The concept of
absorption in cm−1 for a QD system can only be defined when
considering the volume density of QD. For a QD, we prefer to
give it in arbitrary units, such as in Fig. 3(a), or calculate the
radiative lifetime for a given optical transition [54]:

τrad = 2πε0m0c
3
�

2

nre2(Ec − Ev)2feff
. (2)

Here feff is the effective oscillator strength, which is calculated
by integrating the oscillator strength f (ê) over the unit sphere

feff =
∫ π

0

∫ 2π

0
f (ê) sin ϕdθdϕ (3)

and nr is the effective refractive index taking into account
the difference between the refractive indexes of both QD and
barrier material [55],

nr = 9n5
barrier(

2n2
barrier + n2

QD

)2 . (4)

Figure 3(a) presents the calculation of the absorption
spectrum for transverse electric (TE) or transverse magnetic
(TM) polarizations of the incoming light. The first four hole
states (each being doubly degenerated due to spin) and the first
13 electron states (each being doubly degenerated due to spin)
are considered in this calculation. A first conclusion is that the
TE polarization is strongly dominant. This is a consequence
of optical transitions involving HH states. We also notice
the numerous peaks above 1.82 eV, which are the transitions
involving the many electron states of Table II. Interestingly, the
second optical transition E2Xz-HH1 at 1.804 eV is found to be
more efficient than the ground one E1Xz-HH1 at 1.79 eV. This
may be explained by two reasons: (i) a strongest spatial overlap
due to a slightly stronger electron wave function penetration
in the QD or (ii) a slightly stronger contribution of the � bulk
states, as proved by the results of Table III. The calculated
corresponding radiative lifetime is 9.6 µs. Despite the favored
spatial overlap, the first type-I optical transition (E1Xy-HH1)
is much less efficient. The calculated radiative lifetime is
2.4 s. This may be a consequence of the absence of � bulk
state contribution in this electron confined state, as shown in
Table III.

IV. OPTICAL PROPERTIES

A. Radiative lifetimes

The carrier dynamics for low In content (In,Ga)As/GaP
QDs was studied earlier at short time ranges (<12 ns)
by using time-resolved PL [29]. While providing a good
description of the carrier dynamic below the ns range, the
experimental conditions were not suitable to measure long
radiative lifetimes. In this paper, a sample, including one
(In,Ga)As/GaP QDs single layer grown on GaP substrate by
gas-source molecular beam epitaxy with In content typically
below 15% (see the growth conditions in Ref. [20]), is excited
by a frequency-doubled Ti:sapphire laser at the wavelength
of 405 nm with a pulse picker, providing a repetition rate as
small as 0.8 MHz. The PL signal is analyzed by a S20 streak
camera with a time resolution of ∼250 ps, and measurements
are performed at 10 K. The measured excitation density is
∼ 0.6 W cm−2. The decay, shown in Fig. 3(b), can be described
by a mono exponential, indicating no Auger effects at this
low excitation power. From these measurements, the carrier

FIG. 3. (a) Absorption spectrum of the GaAs/GaP QD calculated with the TB supercell model. (b) Normalized PL dynamic at 10 K of
(In,Ga)As/GaP QDs with a low In content. The repetition rate is 0.8 MHz, and the excitation density is 0.6 W.cm−2. The inset shows the time
integrated spectrum.
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lifetime inside the QDs is estimated around 1 µs. This result is
of the same order of magnitude than the radiative lifetime
calculated with the TB model in the previous section, for
the E2Xz-HH1 transition (9.6 µs). The discrepancy may be
explained by the fact that we simulated a pure GaAs/GaP
QD instead of a low In-content InGaAs/GaP QD. Indeed,
Prohl et al. [30] reported a reversed cone stoichiometry in
their In0.25Ga0.75As/GaP QD, which should lead to a spatial
localization of the hole wave function closer to the top of
the QD, enhancing the spatial overlap with the electron wave
function. Second, we cannot exclude for such a long decay
time that some nonradiative recombination channels also play
a role even at 10 K.

B. Effect of the hydrostatic pressure

Strain is known to have a deep impact on the band structure
of semiconductors. Pressure dependent PL is thus a convenient
technique to probe the nature of the optical transitions in
QDs [56,57]. In this paper, the same sample as in Sec. III.A is
mechanically thinned to a thickness of approximately 30 μm
and then cut into pieces of about 100 × 100 μm2 in size. The
PL is excited using the 405 nm line of a continuous wave laser
diode, and the PL signal is collected using a LabRam HR800
spectrometer equipped with a charge-coupled device detector.
High pressure experiments are performed at room temperature,
employing a gasketed diamond anvil cell to generate hydro-
static pressures up to 10 GPa [56]. A 4:1 methanol:ethanol
mixture is used as a pressure transmitting medium. Pressure is
measured using the ruby fluorescence method [58].

Figure 4(a) shows the PL spectra obtained for various values
of hydrostatic pressure. The raw data are represented by thin
lines. The interference fringes due to multiple reflections of
the emitted light between both plane parallel facets of the
polished sample are readily observed. The double, very sharp
peaks at around 1.78 eV correspond to the ruby luminescence
used to determine the pressure. The thick lines show smoothed
spectra. The thin black line is a guide to the eye, corresponding
to the energy of the maximum PL intensity, which is plotted
in Fig. 4(b) as solid symbols.

We first notice the monotonic redshift of the PL peak
with increasing pressure. This feature can be understood by
considering the effect of a hydrostatic compressive stress on
the �, X, and L conduction band minima. The direct �-�
band gap and indirect L-� band gap both blueshift with
increasing pressure, whereas the indirect X-� gap decreases
with increasing pressure [59]. Hence, the observed redshift
unambiguously proves that the PL peak involves X-type
conduction states in good correlation with TB calculations.
This was already discussed in detail in a previous work [35], in
which it was noticed that the measured linear variation roughly
corresponds to the expected pressure dependence for an
X-like level in GaP (−13 meV GPa−1: the measured pressure
coefficient of the indirect X-� bandgap in bulk GaP [60]).

We now analyze in more detail the high pressure results by
carefully inspecting the PL lineshape and its changes under
pressure to show that the broad PL peak is actually composed
of several optical transitions. At ambient pressure [see inset of
Fig. 4(a) and Ref. [29]], two peaks of LE and high energy (HE),
separated from the LE peak by 100–150 meV, have been clearly
identified. Here, the HE transition is no more observed as soon
as the pressure is applied. An explanation can be proposed
based on our assumption of a HE transition of direct type [29].
Indeed, a direct �-� transition exhibits a large positive pressure
coefficient (for bulk GaAs, the pressure coefficient of the direct
band gap is around 110 meV GPa−1) [61]. As soon as a slight
hydrostatic pressure is applied, the HE transition (if assumed to
be a direct transition) would strongly shift up in energy, while
the LE transition (which is an indirect transition involving X
conduction band states) shifts down in energy. The intensity
ratio between the two transitions follows an exponential law
of the level splitting; therefore, it is then not surprising to
quench the HE transition for the smallest pressure (0.82 GPa)
considered in this paper. Another reason is the shift down in
energy of the X conduction state of GaP barrier with increasing
pressure. When the � electronic state of the QDs goes above
the X state of the GaP barrier, the probability of filling the �

electronic states of the QDs is further strongly reduced.
Although the direct transition is not observed in the pressure

dependent PL spectra, we have solid hints to claim that the

(a) (b)

FIG. 4. (a) The PL spectrum of low In content (In,Ga)As/GaP QDs at room temperature as a function of hydrostatic pressure. The raw data
are shown by thin lines. The spectra are smoothed (thick lines) to avoid the interference fringes. The thin black line is a guide to the eye to
highlight the position of the PL maximum. The inset shows the PL spectrum in ambient pressure conditions (outside the diamond anvil cell) in
logarithmic scale. The LE and HE peaks are marked by arrows. (b) Variation of the energy of the maximum PL intensity Emax as a function of
pressure. The thin red dashed line shows an expected linear variation with a pressure coefficient of −13 meV GPa−1. The thin black line shows
the linear fit result with a slope of −16.1 meV GPa−1.
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(a)

(b)

(c)

FIG. 5. The PL spectrum of low In content (In,Ga)As/GaP QDs
at (a) 0.82 GPa and (b) 2.97 GPa and fitting with four Gaussian
peaks centered at E1, E2, E3, and E4. (c) Pressure dependence of the
energies Emax of the maximum PL intensity and of the four Gaussian
peaks used to fit the spectra. The FWHM of the four Gaussian peaks
are kept constant as a function of pressure.

peak is composed of several optical transitions. The first one
relies on the redshift of the energy of the PL maximum Emax

[see Fig. 4(b)]. The linear fit performed on the data [thin
black line in Fig. 4(b)] shows that the PL maximum red shifts
with pressure at a rate of −16.1(6) meV GPa−1. This is thus
stronger than −13 meV GPa−1, the pressure coefficient we
could have expected in first approximation and corresponding
to the pressure coefficient of the indirect X-� bandgap in bulk
GaP [60] [thin red line in Fig. 4(b)]. As shown below, a larger
pressure coefficient than that of the bulk is not consistent
with the overall changes in the energetics and the variation
of the built-in strain of the QD structure induced by the
hydrostatic pressure. Second, the full width at half maximum
(FWHM) of the PL peak is larger than 100 meV, a result
which is not consistent with the expected width of the QD
emission due to inhomogeneous broadening. A peak width of
about 50 meV can be inferred from the dot-size fluctuations
reported here, in agreement with observations made in similar
dot systems [46]. A careful analysis of the PL lineshape
indicates that the emission spectrum actually consists of a
superposition of inhomogeneously broadened Gaussian peaks,
although large widths prevent us from resolving individual
peaks. Figures 5(a) and 5(b) show two examples of the
lineshape analysis performed with four Gaussians used to fit
the PL spectrum at 0.82 and 2.97 GPa, respectively. Starting
with the lowest energy peak, each one is labeled as Ei with
i = 1,2, . . ., corresponding to the principal quantum number
due to confinement. Given the TB results of Table II, we
attribute these peaks to the various optical transitions involving
the ground hole state confined into the dots and the XZ-like
states confined at the dot apex (E1Xz-HH1, E2Xz-HH1, . . .).
We emphasize that four is the minimum number of Gaussians
that allows for a very satisfactory description of the PL line
shape [red line in Figs. 5(a) and 5(b)] and its changes upon the

application of external pressure. This cannot be achieved with
less peaks, and, in turn, an additional one is just redundant.
We note that the FWHM of the four Gaussian peaks are kept
constant as a function of pressure since the inhomogeneous
broadening is not expected to change under pressure.

In Fig. 5(c), the energies of the four Gaussian peaks
are plotted as a function of pressure (full symbols) and
compared to the energy Emax of the maximum PL intensity
(red open squares). The pressure dependences of E1, E2, E3,
and E4 are linear, with pressure coefficients ranging roughly
between −1 meV GPa−1 and −5 meV GPa−1. The negative
values ensure that these transitions occur from X-type con-
duction band minima. Moreover, depending on pressure, Emax

coincides with the points at which a different Gaussian peak
is the dominant one. For example, at 0.82 GPa [Fig. 5(a)],
both peaks E2 and E3 are almost equally intense, but at
2.97 GPa [Fig. 5(b)], the E1 and E2 peaks have the highest
intensity. When pressure is increased above 4.5 GPa, the E1

peak becomes the dominant one. These changes in relative
intensities are at the origin of the apparently strong and
partially stepwise variation of the energy of the PL maximum
with pressure, as illustrated in Fig. 5(c).

We now turn to the discussion of the magnitude of the
negative pressure coefficients of the E1, . . . ,E4 transition
energies, which are much smaller than −13 meV GPa−1, the
value measured for bulk GaP [60]. The situation is completely
similar to that found for the InP/GaP QD system [46], where
a similar reduction was observed. The reason for such a
behavior is the gradual decrease of the built-in strain (tensile
or compressive) present in the structure with increasing
hydrostatic pressure. The residual strain is a consequence of
the lattice mismatch between dot and barrier material, InGaAs
and GaP, in this case, respectively. Since the compressibility
of GaP is smaller than the one of InGaAs, the lattice mismatch
between both materials reduces under application of an
external hydrostatic pressure and so does the built-in strain.
In our particular case, this means that the splitting of the
X valleys of GaP in the region, where the residual tensile
strain produces the confinement of the electrons giving rise
to the E1, . . . ,E4 transitions, also decreases with increasing
pressure. Consequently the shift down of the XZ states would
be smaller than 13 meV GPa−1 in absolute value because the
contribution of the X valley splitting reduction acts against the
redshift of the “centroid” of the X valleys. This situation is
sketched in Fig. 6.

Another somewhat intriguing point is why the magnitude
of the pressure coefficient is systematically smaller, the higher
the transition energy is, or, in other words, the higher the
confinement energy of the XZ electrons. Here we can only
speculate, arguing as in the case of the pressure dependence of
optical transitions in amorphous Si nanoparticles embedded
in a substoichiometric oxide matrix [62]. In this paper,
it was shown by combining high-pressure PL experiments
and ab-initio band structure calculations that the sign and
magnitude of the pressure derivative of transition energies
from different electron states are solely determined by the
confinement energy. In the case of the Si nanoparticles, it
was argued that with increasing confinement energy, the bulk
states contributing the most to the confinement-level wave
function stem from regions in reciprocal space that are further
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FIG. 6. Sketch of the effect of applied pressure on the X band of
GaP barrier and XXY and XZ states of (In)GaAs QD.

away from the X point, having less negative or even positive
deformation potentials, as compared to the states at the X
point. For the InGaAs/GaP QDs, however, the decomposition
in terms of the bulk states given in Table III does not support
the interpretation of the observed systematics in the pressure
coefficients in these terms. The reason for that remains elusive.

A striking result that gives further support to the proposed
interpretation concerns the peculiar pressure dependence of the
peak intensities, as depicted in Fig. 7. Since the intensities are
plotted in logarithmic scale, the data of Fig. 7 clearly indicate
that the peak intensities decrease exponentially with increasing
pressure. Furthermore, the decay is more pronounced for
higher transition energies. In the present case, the excitation
of the PL proceeds at an energy above the gap of GaP,
the barrier materials. In this way, most of the photoexcited
carriers are generated inside the barriers, from which they
are subsequently captured either by the QDs (holes) or the
potential well at the tensily strained GaP regions (electrons), to
finally recombine radiatively. Obviously, at room temperature
there is a finite probability that carriers will escape (principally
electrons due to the extremely large barrier height for holes)
from the confining region back into the unstrained regions of
the GaP barriers. As becomes clear from the sketches of Fig. 6,
the escape barrier for electrons is pressure dependent not only

FIG. 7. Intensity (in logarithmic scale) of each PL Gaussian peak
with energy E1 to E4 as a function of pressure (closed symbols). The
solid lines correspond to linear fits to the data points using Eq. (3).

because of the different pressure coefficient for E1, . . . , E4 but
also because the barrier itself is pressure dependent,

Eb,i = EX
GaP − Ei = E0

b,i − ai × P i = 1, . . . ,4, (5)

where E0
b,i is the barrier height at ambient pressure and ai is

its pressure coefficient,

ai = dEi/dP − dEX
GaP/dP i = 1, . . . ,4, (6)

where dEX
GaP/dP = −13 meV GPa−1 is the pressure coeffi-

cient of the indirect X-� gap of GaP. In Fig. 5(c), we notice that
the derivative dEi/dP for each transition energy Ei is smaller
in absolute value for higher Ei . This implies that the pressure
derivative ai of the barrier height is stronger for higher Ei .
In addition, solving the rate equations for a simplified model
in which a constant carrier-capture probability is assumed,
whereas the escape probability depends exponentially on the
barrier height, yields the following relationship between peak
intensity and pressure:

Ln(Ii) = −ai/kBT × P + const. (7)

The results shown in Fig. 7 speak for the correctness of
this relation. The higher the Ei , the steeper is the intensity
reduction, which is a direct consequence of a stronger escape
rate of electrons from the regions of mechanical confinement
into the unstrained regions of the GaP barriers. In fact, the
values of ai for the pressure derivative of the escape barrier
height calculated either from Eq. (6), i.e., from the pressure
coefficients of the energies Ei , or from Eq. (7), that is the
slopes of the intensity plots of Fig. 7, agree within 10% at
least for the first two confined levels E1 and E2.

V. CONCLUSION

To conclude, we have unraveled the complex structure of
low In-content InGaAs/GaP QD. Particularly, we have demon-
strated theoretically and experimentally that several indirect
optical transitions are involved in the room temperature PL
spectrum. Supercell TB simulations show that these transitions
are between electrons with XZ character confined by the strain
field in the GaP barrier mainly at the apex of the QD and
the first hole state confined inside the dot. The calculation
of the radiative lifetime of the most efficient transition is in
good agreement with the decay time measured in tr-PL. The
measurements of PL with hydrostatic pressure are also in good
agreement with the scheme calculated by the TB model.
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