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The squeezing properties of a model of a degenerate parametric amplifier with absorption losses
and an added fourth-order nonlinearity have been analyzed. The approach used consists of obtain-
ing the Langevin equation for the optical field from the Heisenberg equation provided that a lineari-
zation procedure is valid. The steady states of the deterministic equations have been obtained and
their local stability has been analyzed. The stationary covariance matrix has been calculated below
and above threshold. Below threshold, a squeezed vacuum state is obtained and the nonlinear
effects in the fluctuations have been taken into account by a Gaussian decoupling. In the case above
threshold, a phase-squeezed coherent state is obtained and numerical simulations allowed to com-
pute the time interval, depending on the loss parameter, on which the system jumps from one stable
state to the other. Finally, the variances numerically determined have been compared with those
obtained from the linearized theory and the limits of validity of the linear theory have been ana-
lyzed. It has become clear that the nonlinear contribution may perhaps be profitably used for the
construction of above-threshold squeezing devices.
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I. INTRODUCTION

The possibility of producing strong, amplitude-
squeezed light by means of fourth-order interaction pro-
cesses such as those responsible for the optical Kerr effect
has been recently analyzed by Tanas and Kielich.! These
authors have pointed out that the squeezing effect caused
by these higher-order nonlinearities can be remarkably
high (up to 98% in noise reduction) provided that the in-
cident light is sufficiently high. On the other hand, a
model of a two-photon system with an added fourth-
order nonlinearity has been studied? and it was shown
that it was able to produce enhanced squeezing with
respect to the usual parametric devices. The model re-
ferred above can be useful to model traveling-wave de-
vices due to the shorter times required to produce strong
noise supression. The purpose of the present paper is to
explore the squeezing properties of a model of a degen-
erate parametric amplifier (the two-photon system) where
absorption losses due to the coupling at the ‘“phonon
bath” of the nonlinear material are explicitly taken into
account, and where a fourth-order interaction also takes
place.

The outline of the paper is as follows: the derivation of
the Langevin equations is briefly described in Sec. IT and
a stability analysis of the deterministic limit is given in
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Sec. III. The fluctuations around the steady states are
analyzed in Sec. IV and the main conclusions are given in
Sec. V.

The model that we have considered consists in an in-
tense laser beam at frequency 2Q—the pump beam—
that illuminates a suitable nonlinear medium. The pump
beam is assumed to be intense enough so that the undep-
leted pump approximation holds. The analysis was per-
formed with the following effective Hamiltonian?(#=1):

r

H=Qa*a+%f(r)(a‘f)2+%f*(t)a2+T(a*)zaurHL ,

(1.1)

where f(t)=ik(1)e??7 ) k(¢) is an arbitrary real func-
tion of time and the second-order process is characterized
by the function k(¢)e??~)  The fourth-order term is
known to describe optical bistability, and the coupling I
is proportional to the third-order susceptibility tensor of
the nonlinear medium. This Hamiltonian could describe
an optically bistable two-photon medium.

Absorption losses in the nonlinear material are includ-
ed by means of the usual terms in the Hamiltonian®

H, =3 wblb;+ 3 x;(ba"+b]a) . (1.2)
Jj J
The Heisenberg equations for a and b; lead to an elimina-
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tion of the heat-bath modes using the Wigner-Weisskopf
approximation.

II. LANGEVIN FORMULATION

Although some attempts have been made in order to
deal with k-photon anharmonic oscillator models,* the
derivation of closed-form expressions for the computa-
tion of field statistics is still an open problem. The ap-
proach taken in this paper uses a recent suggestion® that
enables us to obtain the Langevin equations for the opti-
cal fields from the Heisenberg equations provided that a
linearization is introduced on heuristic grounds.

The Heisenberg equation for the annihilation operator
can be linearized if the fluctuation is small in comparison
with the average value. In this case we can separate in
the annihilation operator the deterministic (c-number)
part @ from the part &a, carrying the quantum fluctua-
tions, in the form

a=(aG+8a)e 2 ~¢) (2.1

The neglect of quadratic terms in &a transforms the
nonlinear Heisenberg equation into a linear one. Then
we may replace the Heisenberg operator &a by the sto-
chastic process 8a to obtain the Langevin equation

da=—i(Q—iy)8a—iflt)da*

—ilTa2a *6a+ada*)+L (1), (2.2)

where y is the damping constant and L (¢) is a complex
white noise with mean and correlations

(L())=(L()L(t'))=0,

(2.3)
(L(t)L*(¢t'))y=2D8(t —1t') .

The diffusion constant D is essentially the spectral den-
sity at frequency ( of the heat bath

2D =y(1+27), (2.4)

and 7 depends on the temperature of the reservoir. On
the other hand, the linearization procedure will only be
valid if the deterministic part & verifies

a=—i(Q—iy)ya*—ifit)—ira*a?. (2.5)

The solution of Eq. (2.2) is a Wigner probability densi-
ty with an associated Fokker-Planck equation which is
the same as obtained by the usual procedure starting
from the quantum evolution equation of the density ma-
trix transformed to the W representation. Changing
from the complex stochastic process a(?) to the real pro-
cesses x (¢) and y (¢) through

al(t)=[x(t)+iy(t)]e Q=9 (2.6)
the Langevin equation before linearization becomes
x=(—y+K)x +Ty(y*+x)+L, ,
(2.7)

y=(—y—kly —Ix(y>+x*)+L,,

where L, ,(¢) are real Gaussian white noises of zero mean
and correlations
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(L{()L;(t"))=D8,;8(t —1t'), i,j=x,y . (2.8)

We take the semiclassical model (2.7) as the basis of our
subsequent analysis.

III. DETERMINISTIC EQUATIONS AND LINEAR
STABILITY ANALYSIS

By introducing the dimensionless time 7=t (y +«),
Egs. (2.7) adopt the simpler form:
% =ux +vy(x2+y?)+L,,
d (3.1)
E:L-: —y—wx(x*+y)+L,,
where we have introduced the dimensionless constants
Y 4 - r _
k+y Y +k

n (3.2)
As the gain k and loss y parameters are positive
definite, p is confined to values in the interval [—1,1].

L, and ij are real Gaussian noises with zero mean and
correlations given by

(L(nLj(+))y=D d(r—7), (3.3)

where the coefficients of the (diagonal) diffusion matrix D
are given by D;;=d8,;; d=D /(y +«). We now find the
steady states of the deterministic version of Egs. (3.1)
above. Straightforward algebra shows that these station-
ary solutions verify

x2

X _1

s ) (3.4)
S

=

The system has a switch-on threshold for u=0: For u <0
the zero intensity solution (x,,y,)=(0,0) is the only one
allowed. For pu>0, in addition to this trivial solution,
there also exists two nonzero intensity stationary solu-
tions given by

1/4

X, =t——
s Vv(l+u)
Using standard techniques, the local stability of the sta-
tionary solutions is analyzed by considering small varia-
tions around them, i.e., x =x,+68x, y =y, +8y. From

Eq. (3.1) (without the noise term) we finally obtain

, yo=—Vux, . 3.5)

6% Sx
59 =4y | (3.6)
where the drift matrix A4 is given by
ut2vy.x; v(x2+3y2)
4= —v(3x2+yl) —1—2vx.y, | ° 3.7

Stability is governed by the eigenvalues of the matrix 4,
which are

A= p—1£[(p+1)2+8(u+1vx,y,

—12v%x? +p 2?12 (3.8)

In the case of the zero-intensity solution (x,,y,)=(0,0)
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FIG. 1. Phase-space orbits of constant energy given by the
Hamiltonian (3.1). From the smallest orbit to the largest one,
the corresponding energies are —0.8, —0.4, 0, 1.0.

we have A, =1 and A, =y, such that this solution is stable
below threshold (u<0). Above threshold the zero-
intensity solution becomes unstable. On the other hand,
for the nonvanishing intensity solutions (3.5) we get from
(3.8)

Aa=Lu—1xV(u—1)2—16u] . (3.9)
For O<pu <1 the two eigenvalues have a negative real
part, such that the nonzero intensity solutions are locally
stable. As these two stable solutions coexist simultane-
ously, the global behavior is bistable. This result implies
that the system presents a supercritical pitchfork bifurca-
tion for ,u,=0.6 The limiting situation u=1, not con-
sidered in the previous analysis, can be discussed by not-
icing that, in this case of vanishing damping, the deter-
ministic part of the system (3.1) becomes Hamiltonian,

x=x+vy(y2+x2):_aHéx’y) ,
J;)H( ) (3.10)
y=—y—wx(y?+xt)=—F0I
dx
with
H(x,y)=xy +%(x2+y2)2 : (3.11)

In absence of fluctuations the system describes closed or-
bits of constant energy in the phase space as shown in
Fig. 1. For initial conditions that correspond to negative
values for the energy the system orbits around one of the
steady states whereas for positive energies the orbits en-
close the two steady states.

IV. FLUCTUATIONS AROUND STEADY STATES

Small fluctuations 8x,8y around the steady states can
be calculated from the linearized version of the stochastic
equations (3.1),
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L,

L,

o5x
by

6x

, 4.1)

where the drift matrix A is written out in Eq. (3.7). The
stationary covariance matrix o;={(x;x;)—(x;){x;)
can be calculated in the linear approximation solving the
matrix equation’

Ao+ocAT=—D . 4.2)

A. Below threshold

According to (3.7), below threshold, the stationary
mean values of x and y vanish and the covariance matrix
becomes diagonal:

- 4.3)
e (p2y— d — y(1t2m)
2= Ty T k)

It should be noted that in this case the linearization has
completely eliminated the effect of the fourth-order term
on the fluctuations, and the previous result is indepen-
dent of T'.

The zero-point fluctuations are {x?)=(y?)=1. The
fluctuations in the y component can be smaller than the
zero-point ones provided that the gain verifies k > 2y 7.
In that case the y component is squeezed. Since the fluc-
tuations are about the steady-state value (x,,y,)=(0,0),
this is a squeezed vacuum state. Note that the product of
the mean squares is

2
(x2) (=1 T (1422,

4.4
T 4.4)

that is greater than lle Thus, the state is not a minimum

2.8
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FIG. 2. Dependence of the fluctuations below threshold on
the damping constant for 7 =0, k=1.
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uncertainty state.

Figure 2 shows the dependence of the fluctuations on
the ratio between the damping constant ¥ and the gain «
at zero temperature 7 =0. One can see that as we ap-
proach the threshold y/k—1, the squeezing in y in-
creases whereas the fluctuations for x diverge. Near
threshold the linearization around the stationary value is
nd longer valid. As a first approximation, nonlinear
effects in the fluctuations can be taken into account by a
Gaussian decoupling which consists in making in (3.1)
the substitutions

x2 5 {(x?) , y2~—>(y2) s 4.5)

where (x?) and (p2) are the fluctuations in the linear
approximation as given by Eq. (4.2). The resulting ex-
pression has the same formal structure as Eq. (4.1) with a
drift matrix given by

dv
u zy(u 1)
dv
2,11('u 1) 1

Using (4.2) it is possible to calculate the covariance ma-
trix. It turns out that the fluctuations in the x and y com-
ponents become in this approximation
(x?y= D 1V’ Tye+[[Dy/(y?=k)]?
2y y? =k +[TDy /(y*—K*)]
D y*—yk+[TDy/(y*—k)]
2y y? =K+ Dy /(y?—K*)]

, 4.7)

(y*)=

(4.8)

P. GARCIA FERNANDEZ et al. 43

1.0
— Y/%x=105
---Y/x =200
0.8
<x2>
06
04
02
<Y2>
0.0 1 L 1 1
0.001 0.01 0.1 1 10 100

FIG. 3. Dependence of the fluctuations below threshold on
the fourth-order coupling for y/k=1.05 ( ) and 2.0
(=———)

Near threshold the nonlinearities become important. In
fact for k—y we have (y%)—D/(2y)=(1+27)/4, so
the squeezing in the y component vanishes even for
T =0. For physical values of I" the effect of the non-
linear terms becomes important only close to the thresh-
old as shown in Fig. 3 for zero temperature. However,
now the correlation matrix o is not diagonal. The ap-
propriate linear combination of x and y (that is, the ap-
propriate phase of the electric field) which gives the
minimum fluctuations can be obtained diagonalizing o.
In fact, the eigenvalues of o are the values of the
minimum and maximum fluctuations. In this case we
have

)\’ —
b2 y?=*+[TDy /(y* =K}

It can be shown that the minimum fluctuations A, are al-
ways larger than the fluctuations for (y?) given by (4.3),
so that the effect of the nonlinear terms is to reduce the
squeezing. According to the linear theory squeezing is
maximized at threshold. However, the nonlinearities,
whose effect is to decrease the squeezing, become also im-
portant close to threshold. There exists then a competi-
tion between these two effects so that for a fixed value of
I" there is an optimum operating point to get the largest
squeezing. For physical values of I', '~ 1072,1073, this
point is very close to, but not at, the threshold.

In order to analyze the system of equations given in
(2.7), a set of computer simulations of the classical trajec-
tories have been carried out.?

The trajectories move around the trivial stationary
solution. An example of these trajectories is shown in
Fig. 4 for ¥ /k=1.02, I'/k=2X1072%, and 7#=0. It can
be seen that the stationary probability distribution shows
a strong asymmetry on both directions, this being a sig-

D y{(1+[TD/(y’ =k} FeVI+[DD /(y? =k ]

4.9)
10
y
Sk
0_.
-5k
-10 1 1 1 1 1 1 1
20 -5 -10 -5 0 5 10 15, 20

FIG. 4. Trajectory numerically determined from Eq. (2.7) for
y/k=1.02, T /k=2X10"2 and 7#=0.
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nature of squeezing. It has also been seen that as y in-
creases (i.e., ¥ /k=1.1), the spherical symmetry is re-
stored.

B. Above threshold

For u >0, linearizing around the nontrivial stationary
solutions (3.5) leads to Eq. (4.1) but with a drift matrix:

’ug—l Vo 3u+l
u+1 u+1
A= - +3 —1 . (4.10)
'u,u-l—l p+1

Solving Eq. (4.2) we find that the eigenvalues of the re-
sulting covariance matrix are

_ d 2 12
= B—(u>—1)B'?],
T T i B W DB
03 d [B—(u*—1)B'?], (4.11)

1601 —p)u(1+p)?
B =p*+16p>+30u’+16p+1 .

Again, the linearization process gives fluctuations which
are independent of the fourth-order coupling, I'". Figure
5 plots o ; and 0, versus ¥ /k. As Y —« the fluctuations
given by o,; become unbounded and the ones given by
0, tend to d /2. Note that since (x,,y,) is real and not
zero, the state may be described as phase-squeezed
coherent.

According to (4.11) the maximum squeezing is ob-
tained at threshold. But as in the case below threshold,
close enough to it the linearization around the steady

J

Fa+

~u+3
_‘/#ﬁ o topk

1+p

p—1
u+1

A=

As in the previous case the correlation matrix can be cal-
culated using (4.2). In Fig. 6 is shown the dependence of
the minimum and maximum fluctuations above threshold
on the fourth-order coupling for various values of the
damping constant and 7=0. It can be seen that the
corrections introduced by the Gaussian approximation in
the stationary correlations far from the threshold are
practically negligible. Near threshold this approximation
leads to a reduction of the squeezing. However, it should
be noted that this Gaussian approximation does not take
into account the jumps between the stationary states,
which are more important near threshold, so it will not
provide accurate results.

Numerical simulation allows us to compute the time
interval, which depends on ¥, on which the system jumps
from one stable state to the other one. In Fig. 7 we show
an example of a trajectory for y /k=0.9, ' /k=2X10"2,
and #=0. For this value of y /k, it can be seen that the
two stationary stable states are appreciably separated.

4927

1.0

0.8
On

06

04

FIG. 5. Dependence of the fluctuations above threshold on
the damping constant for 7 =0, k=1.

state is no longer valid. In this case the situation is even
worse due to the fact that in this region the two nontrivi-
al stationary states (3.5) are close enough for the ex-
istence of a noticeable probability of transition between
the two states. This fact will be extensively discussed at
the end of this section.

Introducing now a Gaussian correction, we found an
effective drift matrix:

p=1 ‘/;—LM’F(U”‘FUZZ)V

(4.12)

0.6

— ¥/%=075
----Y/x=025

0.5

0.4
On

03

0.2+
022 075

0.1

1 1 1

0.0 ,
0.001 001 X 1 10 100
r/x

FIG. 6. Dependence of the fluctutations above threshold
with Gaussian corrections on the fourth-order coupling for
7=0. The values of y /k are 0.75 ( ), 025(— — —).
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FIG. 7. Trajectory numerically determined from Eq. (2.7) for
v/k=0.9, ' /k=2X 1072, and 7 =0.

The probability of jumping between the two stable states
decreases strongly with v, in fact, for y /k~0.6, jumps
do not occur in observable times. A stationary probabili-
ty distribution peaked around the two stationary stable
states can be observed. As y approaches threshold (i.e.,
v /k=0.98), the two minima get closer and the jumps be-
tween them are more frequent, giving rise to a very broad
structureless probability distribution function.

We have also considered the role of the strength of the
nonlinearity. Decreasing the fourth-order coupling (i.e.,
I'/k=2X1073), in the case above threshold, the two
minima are further separated and the jumps between the
stable states occur less frequently. In fact, for ¥ /k=0.9,
jumps do not occur in observable times for
[ /k=2X10"3.

In Fig. 8 we compare the variances o ; and o,, numer-
ically determined with the variances obtained from the
linearized theory. It can be observed that for
I'/k=2X 102 (represented by circles in the figure), and
above threshold, the value of o,, increases near thresh-
old. This is due to the vicinity of the two minima for this
value of I'. If T' decreases (.e., I'/k=2X1073,
represented by squares in the figure), the jumps between
minima are very rare and the agreement with the linear-
ized theory (continuous line) is excellent. This analysis
makes clear the limits of validity of the linear analysis in
the bistability domain.
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FIG. 8. Comparison between the variances numerically
determined (O corresponds to TI'/k=2X10"2% O to
I'/k=2X10"3) and the variances determined from the linear-
ized theory (solid line).

V. CONCLUSIONS

The role played by a fourth-order nonlinearity in a de-
generate parametric amplifier has been studied in the
present paper. As a result, it has become clear that the
nonlinear contribution may perhaps be profitably used
for the construction of above-threshold (bright) squeezing
devices. In such a respect it is worth remarking that up
to very recent times,” the production of squeezed fields
different from that of squeezed vacuum has presented a
large number of experimental difficulties. Although some
other squeezing mechanisms for the generation of intense
squeezed light have also been proposed'® based on non-
parametric devices, their experimental implementation
seems to pose a large number of problems. On the other
hand, the present results may indicate a way to control
the adverse effects due to mode-hopping encountered in
the operation above threshold of current parametric oscil-
lators,!! since as it has been shown, the hopping rate can
be controlled by a suitable choosing of the strength of the
nonlinearity. Finally, the possibility of generating
“oversqueezing” due to transient effects as suggested by
Tombesi? is being considered at the present moment and
will be reported in due time.
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