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Abstract

A metallic carbon nanotube with point–like defects under influence of a local potential due to a point charge
probe is theoretically studied. A combination of density functional theory and the Landauer–Büttiker
formalism is used to compute the electronic conductance in the zero–voltage limit. From a collection of the
results obtained by varying the probe position around different defects the conductance maps are created.
The analysis of the conductance maps allows us to formulate conditions under which several point–like defects
(the Stone–Wales defect, a simple carbon vacancy, hydrogen–passivated vacancies) can be distinguished and
identified in experiments with the help of scanning probe microscopy.

Keywords: carbon nanotubes, electronic conductance, defects, scanning probe microscopy, density
functional theory

1. Introduction

Detection and characterization of defect states
in carbon nanotubes (CNTs) still make an impor-
tant challenge despite many years of research (see
references [1–3]). Understanding the role of de-
fects in the transport properties[4–6] of these one
dimensional systems is a matter of special impor-
tance. CNTs in the field of nanoelectronics have
already been used in many devices[7, 8], which in-
clude wires, field-effect transistors, memory devices
and biochemical sensors. An essential aspect of this
technology is that the electronic structure and lo-
cation of a single defect may decide the functional
properties of a device.

The state-of-art experimental methods of detect-
ing, locating and identifying defects use chemi-
cal reactivity of defect sites[9], direct imaging by
means of high-resolution transmission electron mi-
croscopy (HR-TEM) or different variants of scan-
ning probe microscopy (SPM)[2]. The scanning
gate microscopy (SGM) belongs to the latter group.
The method provides information directly relevant
for analysis of transport phenomena, by mapping
the electrical conductance of a device as a func-
tion of the position of a tip and its electrostatic
potential[10–15].

So far a successful identification of various defects

in CNTs with the above techniques remains a chal-
lenge. One of the reasons is the low density of sim-
ple intrinsic point defects[2], like a single vacancy or
a Stone-Wales[16] (or 5775) defect. This is due to
their high energy of creation[17] and consequently
a small thermodynamic probability of formation
during synthesis of CNTs. The number of de-
fects can be increased using irradiation[18, 3], heat
treatment[19], laser pulses[20] or sonication[21]. An
example of simple point defect that were created in
CNTs in this way is the 5775 defect, resulting from
90 degree rotation of the C-C bond and consisting
of two heptagon-pentagon pairs, subsequently iden-
tified by means of HR-TEM technique[19]. Sim-
ilar methods were recently used to create mono-
vacancies in a single graphitic layer. Depending
on the ambient condition the vacancies were found
in bare or in the hydrogen–passivated forms, as
was confirmed by scanning tunneling microscope
studies[22].

On the theoretical side, information required to
identify defects in experiments is not yet complete.
A large number of computations done so far con-
cerned the role of various defects in the transport
properties in zero external electric field[1, 6]. More-
over, a number of papers studied the effect of a
uniform electric field on the electronic structure[23]
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and the transport properties[24–26] of CNTs with
defects. There was also a first principle study of
perfect CNT under the influence of spatially vari-
able external electric fields[27]. However, none of
the previous first principles computations simulates
a typical SGM measurement in a CNT with defects,
where the conductance response to a variable local
gate position is recorded.

The purpose of the present paper is to provide
new computational results that can be compared
more directly with SPM experiments and propose
new schemes that allow for the identification of de-
fects by using local probes. Unlike previous works,
we investigate the transport properties of a single-
wall CNT with a defect in an inhomogeneous elec-
tric field. We use density functional theory (DFT)
and quantum transport simulations that allow us
to study rather big systems. We employ as source
of the electric field a point charge, which provides
an electrostatic potential that is an idealized rep-
resentation of the one created by a scanning gate.
By varying the position of the probe we compute a
spatial (2-dimensional) conductance map that can
be used in interpreting the experiments.

In Sec.II we provide the details of our model and
the computational details. In Sec.III we discuss the
numerical results and in Sec.III we provide our gen-
eral conclusions.

2. Details of computations

We considered a single-wall armchair (10,10)
CNT, which exhibits a metallic electronic struc-
ture. It has a diameter of 1.4 nm, typical to CNTs
obtained in synthesis[28]. The nanotube includes
in the central part of the model of a two-terminal
device a single intrinsic point defect: a vacancy
or a Stone-Wales (5775) defect. The point-charge
probe (PCP) has a positive charge that can be ei-
ther Q = +|e| or Q = +2|e| and is located about

3.5 to 4.5 Å above the CNT surface (see figure 1).
The position of the PCP is varied in a series of
computations along a rectangular region of size:
0.86×0.99 nm2 that is centered near the defect. We
included 13 unit cells of the CNT in central part of
the device, which ensures a smooth transition be-
tween the central part (scattering region) and the
leads. This guarantees that the reflection of elec-
trons incident at the CNT-lead boundaries is small.
The effect of details of binding between the nan-
otube and the metallic electrodes is also minimized

Figure 1: (color online) The CNT junction with the high-
lighted atoms of 5775 defect. The point charge is indicated
with a red ball, and atoms included in the leads are colored
in blue[29].

by using perfect semi-infinite (10,10) nanotubes as
leads.

In this work we used the siesta code[30], which
implements DFT with pseudopotentials and numer-
ical basis sets of finite range. We used Troullier-
Martins pseudopotentials[31], and we applied local
density approximation[32] for exchange–correlation
potential. We tested various multiple-zeta basis sets
to check dependence of the results on the basis. We
chose a single-zeta basis with polarization as a fair
compromise between accuracy and manageability
for a total system size of 17 CNT unit cells, ie.
17 × 40 = 680 atoms in the unit cell. The ranges
of the pseudoatomic orbitals (PAOs) were defined
with an energy shift of 0.005 Ry.

We used a rectangular unit cell of dimensions:
32× 32× 42.1356 Å3, with periodic boundary con-
ditions along the transport direction z. The cell
was large enough to avoid interactions between unit
cells along x, y directions. We defined the real space
grid with a mesh cutoff of 200 Ry and we used 5 k-
points along the CNT z axis. The density matrix
accuracy was set to 10−5. These parameters en-
sured the convergence of the results for the smooth
pseudopotential employed.

We used a conjugate gradient method for relax-
ing the structure of the central region of the system
(13 CNT periodicity units). The structures were as-
sumed to be relaxed when the forces on the carbon
atoms were smaller than 0.04 eV/Å. Throughout
the relaxations we kept fixed the boundary regions
of our structures, i.e. those that represent parts of
the perfect leads (2 CNT unit cells on each side of
the scattering region).

We obtained the PCP of charge +|e| (+2|e|)
from a single H (He) atom, by reducing the size
of the atom’s basis function so that the energy of
its atomic orbital exceeded the Fermi energy of the
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leads. As a result, the probe atom lost its elec-
tron(s) to the central part of the device and re-
mained positively charged. The whole unit cell re-
mained neutral throughout the computations, and
the probe potential led to the formation of an image
charge on the CNT surface near the probe position.

The transport computations were performed with
the gollum package[33] which uses the quasipar-
ticle system Hamiltonian obtained from siesta to
perform quantum transport computations within
the framework of the Landauer-Büttiker formalism.
gollum does not need selfconsistent computations
of the density matrix using Green’s functions for
the open system to calculate the transport coeffi-
cients. This is an important technical advantage
in the present case, since in computing the con-
ductance map for many PCP positions (∼ 103 for
this work) we needed each simulation to be as quick
as possible and use the least possible memory re-
sources.

We carried out calculations in four stages. First
we computed the optimal structure of the infinite
perfect CNT. The optimized CNT structure did
not have any noticeable distortion from a perfect
cylindrical symmetry, as expected. The resulting
carbon-carbon distance was 1.431 Å, which is in
good agreement with the experimental data and
supports our choice of the computational param-
eters. Next, starting from the perfect CNT struc-
ture we introduced the point defect and computed
the relaxed structure of the central region. In the
third stage, we used the obtained relaxed structure
of the previous stage as an input for the computa-
tions with the PCP for all the probe positions of the
conductance map and relaxed the system again for
each of them. Finally, we used the system Hamilto-
nians of siesta for the relaxed structures obtained
in the previous stages as an input for the compu-
tations of the zero-voltage conductance using gol-
lum.

3. Discussion of the results

Point-like defects are known to cause the for-
mation of quasibound states (QBS) in both the
electronic structure and transport properties of
CNTs[34, 35]. The electronic structure includes
a narrow Lorentzian peak centered at an energy
Ed, which is visible in the partial density of
states (PDOS)[36] and the local density of states
(LDOS)[35] for atoms in the neighborhood of the
defect. The value of Ed depends on the strength of

the perturbation of the original CNT structure. For
weak defects Ed is close to the edge of the central
two-band region. As the perturbation increases the
QBS peak approaches the Fermi level.

The effect of the QBS in the conductance near
EF consists in suppressing one of the conducting
channels in a narrow energy interval correspond-
ing to the QBS feature observed in the PDOS.
As a result, the transmission is reduced from a
value of 2.00, corresponding to the transmission of
a perfect two-channel system, to a value of 1.00 at
E = Ed. The effects of the vacancy and the 5775
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Figure 2: (color online) Transmission function versus energy
for a (10,10) CNT with a single defect. (a) The CNT with the
vacancy (circles) and the 5775 defect (diamonds) in absence
of the probe. (b) CNT with the vacancy. (c) CNT with
the 5775 defect. Solid lines: transmission in absence of the
PCP, broken lines: results for a PCP with Q = +|e| located
at the boundary of the scanning region, dashed-dotted lines:
results for the PCP at the center of the scanning region.

defect on the transmission functions of our model
system are shown in figure 2 for the energy range:
−1.5 eV < E −EF < 1.5 eV. In the absence of the
PCP the position of the QBS dip corresponding to
5775 defect agrees with the results of other authors
(E5775 ≈ 0.45 eV, see panel (a))[37, 35]. The trans-
mission dip of the QBS for the vacancy is located
significantly closer to EF (Evac ≈ 0.13 eV). The lat-
ter value, as well as the overall energy dependence
of the transmission, is in good agreement with the
results of Rocha et al.[36].

In panels (b,c) of figure 2 we show the depen-
dence of the transmission T (E) near EF on the po-
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sition of the PCP probe of charge Q = +|e| located
near the defect. The net potential of the PCP and
the image charge shifts the energy of the QBS near
the Fermi level without a noticeable change of the
shape of the dip. Although the center of the de-
pression never reaches the Fermi level, the overlap
of its shoulder with the band center grows with the
probe approaching to the defect (see figure 2(a,b)).
In effect, the value of the transmission at EF , and
consequently the zero voltage conductance of the

device: Γ = 2e2

h T (EF ), can be controlled by the
position of the PCP.

By varying the position of the probe along a rect-
angular region parallel to the CNT axis and cen-
tered at the defect we obtained 2-dimensional maps
of the transmission for the considered defects (see
figure 3 for the 5775 defect and and figure 4 for the
vacancy). The corners of the rectangular scanning

Figure 3: (color online) The CNT with the 5775 defect. (a)
The relaxed atomic structure with highlighted atoms of the
defect. (b) Local density of states (LDOS) computed at
the energy corresponding to the dip of the quasibound state
in the conductance. The isosurface value for LDOS plot is
0.002 eV−1Bohr−3. The transmission map for the Q = +|e|
probe (c), and the Q = +2|e| probe (d).

region are indicated by the red dots in panels (a) of
figures 3, 4, and the atoms forming the defect struc-
ture are highlighted. The panels (b) of the figures
show the isosurfaces of the local density of states
(LDOS) in absence of PCP. The LDOS function
is computed for the energy regions corresponding
to dips in the transmission function shown in fig-
ure 2(b,c) with solid lines. The limited extension of
the LDOS contours confirm that the transmission
dips can indeed be attributed to scattering by the

Figure 4: (color online) As in figure 3, but for the vacancy
defect.

quasibound states.

The 2-dimensional maps of the transmission at
the Fermi level (T (EF )) are presented in figures
3 and 4, for the PCP charge of Q = +|e| (panel
(c)) and Q = +2|e| (panel (d)). In the case of the
weaker probe, the distance between the scanning
region and the reference surface of the perfect CNT
was set to 0.35 nm, and for the stronger probe the
distance was equal to 0.45 nm. Note, that the blue
(red) pixels correspond to the low (high) T (EF ) val-
ues, and the gray pixels indicate the T (EF ) values
that are mean values of the T (EF ) maximum and
minimum (Tmean) in the maps.

In the case of the 5775 defect and the PCP with
Q = +|e| charge, variations of T (EF ) along the
scanning region were less than 5%. The minimal
value of the transmission was reached for the probe
position in the middle of the scan, at the rotated C-
C bond of the 5775 defect. For the stronger probe
the variations of T (EF ) were almost an order of
magnitude bigger and reached about 38%. However
the colored regions in panels (c) for Q = +|e|, and
(d) for Q = +2|e| of figure 3 look similar to one
another. In particular the gray oval contours of
Tmean have approximately similar sizes along the
both directions.

The conductance map for the vacancy defect dif-
fers from the one obtained for the 5775 defect. The
oval contour formed by pixels with T (EF ) = Tmean

values is clearly more rounded as compared to the
former case. Also, for the vacancy defect the con-
tour shape does not depend too much on the charge
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of the PCP. In the present case the transmission
variations along the scanning region is about 20%,
for the PCP with Q = +|e| charge, and they reach
about 42%, for the PCP with Q = +2|e| charge.

In figure 5 we compare values of T (EF ) for both
defects and the PCP charges Q = +|e| and Q =
+2|e|, for the PCP traveling along the line parallel
to the CNT axis and going through the center of the
scanning region. The broken lines in figure 5 show
the results obtained for the weaker probe and lin-
early scaled to match the minimum and maximum
values of T (EF ) obtained for the stronger probe. In
the case of the 5775 defect the good agreement of
the scaled plot and the one for the stronger probe
suggests that the shape of the dependence of T (EF )
on the PCP position is universal one, ie. it is inde-
pendent of the PCP charge and its distance from
the CNT surface. The dependence on the PCP
position for the 5775 defect exhibits an inflection
point about 0.37 nm from the center. The latter
value, which appears to be universal in the above
mentioned sense, may be used to define an effec-
tive size of the defect along the z direction for the
purpose of a SPM measurement. For the vacancy
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Figure 5: (color online) The transmission at E = EF for
the CNT with the defect with respect to the position of the
probe. The probe moves along the CNT axis through the
center of the scanning region. Diamonds: 5775 defect, cir-
cles: vacancy. Full symbols are for Q = +|e| probe, empty
symbols for Q = +2|e|, broken lines are the correspond-
ing results scaled with a linear transformation for Q = +|e|
probe.

defect the universality of the of dependence T (EF )
on the probe position does not seem to hold so well
as in the previous case. A possible reason may be
that for the stronger probe this defect is close to a
structural instability driven by the PCP potential.
A particularly sensitive PCP location is near the
carbon atom with an unsaturated bond. At this

point the electron cloud filling the vacancy region,
which is related to the lobe of LDOS shown in fig-
ure 4(b), is pushed out from the CNT surface by
the strong electrostatic field of the probe. With the
electron cloud diverted now in the direction of the
probe, the CNT surface is partly discharged and
a substantial reconstruction of the vacancy region
and its neighborhood takes place. The probe in-
duced reconstruction of the defect region manifests
itself also as a sharp peak in the T (EF ) dependence
on the PCP position at QZ = −2 pixel and is vis-
ible as a lighter pixel in the center of the map in
figure 4.

The vacancy defect considered above includes a
single unsaturated bond and for this reason is very
reactive[9] and may be stable in carbon–based ma-
terials only in ultrahigh vacuum conditions[22]. In
presence of ambient atmosphere the vacancy binds
atoms of gases and transforms itself to a more sta-
ble passivated form. The effect of gas adsorption
at the vacancy site on the conductance of a CNT
can be applied in gas sensors and with this mo-
tivation it was analyzed previously[38]. Here we
study the influence of hydrogen adsorption at the
vacancy site on the conductance, in the presence of
the charged probe. We consider two representative
cases of H–passivated vacancies: a single H atom
saturating one dangling bond and three H atoms
saturating three bonds. The spatial and electronic
structure of these defects was studied earlier by
other authors[39, 40, 22], and the relaxed structures
of the defects obtained here are in good agreement
with these works (see figure 6). The bare vacancy
can be viewed as a deep donor level in the vicinity of
EF . Upon the adsorption of a single hydrogen atom
at the dangling bond of the vacancy it transforms
into an acceptor–like defect (figure 6a,b). This is
evident from a shift of the dip of the corresponding
quasibound state below EF . Adsorption of three H
atoms at the dangling bonds of the unreconstructed
vacancy (figure 6c) results in a quasibound state
located just below EF , and strongly reducing the
transmission at E = EF .

The transmission maps obtained for the CNT
with the passivated vacancies show that the trans-
mission attains its maximum for the probe position
near the defect center. This is in contrast with the
behaviour of the bare vacancy, where the transmis-
sion decreases with the PCP approaching the de-
fect (cf. figures: 4c,d and 6d,e). This difference is
due to the different location of the transmission dip
with respect to the Fermi level for the bare and the
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Figure 6: (color online) The transmission function for the
(10,10) CNT with the vacancy passivated with one or three
hydrogen atoms. (a) Transmission vs. energy in absence of
the PCP probe for the bare vacancy (full circles), singly
H-passivated vacancy (squares) and triply H-passivated va-
cancy (empty circles) (b) Relaxed structure of CNT near the
vacancy passivated with a single H-atom. (c) The same as
(b) but for the vacancy passivated with three H-atoms. (d,e)
Transmission maps for the Q = +|e| probe positioned about

4.5 Å above the CNT surface for the H-passivated vacancies
shown in (b,c), respectively.

passivated vacancies. In general the potential of the
PCP probe decreases the energy of the QBS located
near EF . While for the bare vacancy it results in
shifting the transmission dip near EF and reduc-
ing the transmission, for the passivated vacancies
it leads to removing the transmission dip from the
vicinity of EF and a concomitant increase of the
transmission.

To rationalize our numerical results we use a
tight–binding π–electron model of a metallic CNT
with a point defect of strength ED. The analyt-
ical formula for the conductance obtained exactly
within a framework of the model[41, 42] reads:

Γ/Γ0 = 1 +
1

1 + (ED/Ct)
2 , (1)

where C = N
√

3 for (N,N) armchair CNT, C = N
for a metallic (N, 0) zigzag CNT, t denotes the hop-

ping parameter and Γ0 is the conductance quantum.
We assume that the influence of the electrostatic
potential due to the PCP and the image charge on
the defect energy can be to approximately repre-
sented with the following two–parameter shift func-
tion:

ED → ED(z) = ED + E0/[1 + (γ z)2]3/2 (2)

The parameters E0, γ in equation (2) describe the
effect of the charge of the PCP and its distance from
the CNT axis, and the decay of the image charge
potential along the CNT, respectively. The expo-
nent 3/2 in the above formula takes into account
the fact that at large distances of the PCP from
the defect site the resulting potential of the PCP
and the image charge is effectively seen as that of a
dipole.

The parameter ED can be fixed by comparing the
value of Γ computed in absence of the PCP with
the corresponding quantity computed from equa-
tion (1). In this way we obtain: ED/C|t| = 0.15 for
5775 defect, ED/C|t| = 0.55 for the bare vacancy,
ED/C|t| = −0.8 for the single–passivated vacancy
and ED/C|t| = −4.0 for the triple passivated va-
cancy. In a similar way the parameters E0, γ can be
found. Their values depend on the electron charge
distribution around each defect and for this rea-
son they are also defect dependent. We found that
the values of E0 are all positive, which means that
the potential contribution from the negative image
charge dominates E0. As a result, for the probe
approaching the defect the transmission increases
for negative ED, whereas it decreases in the case
of positive ED. Moreover, the computed values of
E0 are of the same order of magnitude as ED. The
latter finding follows from the fact that stronger
defects perturb more the image charge near the de-
fect. Finally, the value of γ that reproduced our
DFT results was found to be of order of 0.1Å−1.

On the basis of the above arguments, used to
explain the value of E0, we can now understand
the stronger variation of the transmission along the
scanning region for stronger defects. We can also
qualitatively explain the changes of the variation
with the value and sign of the probe charge or the
dependence on the distance of the probe from the
CNT surface as well as the minimum (maximum)
of the transmission at the defect site for donor (ac-
ceptor) type defects. However the prediction of the
defect specific contour in the transmission map is
beyond the scope of the π—electron model analysis
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and for this purpose our first principles computa-
tions are indispensable.

4. Summary and conclusions

By using first-principles simulations based on
DFT we computed different transmission maps, ob-
tained by varying the position of the PCP along the
surface of the armchair (10,10) CNT including se-
lected defects. The maps were obtained for two
values of the charge of the probe (Q = +2|e| and
Q = +|e|). Two intrinsic defects were considered: a
5775 defect and a bare vacancy, which were earlier
experimentally confirmed to exist in CNTs[19] and
graphitic layers[22]. We also studied the effect of
hydrogen passivation of the vacancy on the system
properties.

Each of the studied defects leads to a quasibound
state in the central two–band region of the CNT
and the corresponding dips in the electronic trans-
mission. Depending on the location of the near-
est transmission dip with respect to the Fermi level
the defects can be viewed as donor–like (5775 de-
fect and the bare vacancy) or acceptor like (the H-
–passivated vacancies). We showed that the posi-
tively charged probe located near the center of each
defect in each case shifts downwards the nearest
transmission dips. As a result, the positive PCP
reduces the transmission for the donor–like defects
and increases the transmission for the acceptor–like
defects.

We noticed clear differences between the maps
obtained for different intrinsic defects: the 5775 de-
fect and the bare vacancy. Moreover the maps ob-
tained for the same defect and different magnitudes
of the PCP potentials and distances from the CNT
surface appear similar if we apply a simple linear
scaling. Hence we conclude that the pattern visible
in the conductance map is a universal property of
the defect and should allow to identify the defect’s
type in experiments performed with scanning probe
microscopy methods.

A specific feature of the conductance map ob-
tained using scanning gate microscopy is that it re-
flects the spatial dependence of the local density
of states related to the defect–induced QBS, rather
than the positions of particular atoms forming the
structure of the defect[44, 45]. The spatial size of
the QBS seen in our computations sets a length
scale of around 1 nm as working distance of the
probe from the CNT in the SPM measurements
aimed to identify the defect. For distances much

larger than the QBS size the probe potential would
be seen as an almost uniform field in the vicinity of
the defect. As a result the probe would play the role
of a usual gate and the specific contour of the defect
in the conductance map would be obliterated.

A typical lateral resolution of scanning gate mi-
croscopy is of the order of tens on nanometers[2, 10]
and it is limited because of the long range of the
Coulomb potential and the unknown precise shape
and size of an SGM tip[45]. For this reason SGM in-
vestigations, while being able to locate the individ-
ual defects, do not possess sufficient resolution to
unambiguously identify them. By simultaneously
collecting the source–drain voltage and back–gate
voltage and creating defects under chemically con-
trollable conditions[46] the identity of the defect
could be established. The results of our work sug-
gest an alternative approach to the latter elaborate
method. Instead of using a conducting tip, as is
commonly done in the SGM in order to control the
tip’s potential, we propose using a possibly large
insulating tip functionalized with a charged atom
or cluster of atoms. In such case the probe elec-
trostatic potential could be more precisely deter-
mined and it would not much depend on details of
a tip’s shape. Note that in order to get a usable
scan of the defected region a precise knowledge of
the charge location on the tip would not be nec-
essary, however the stability of its position would
be important. Such a procedure seems feasible in
the light of experiments done with AFM tips where
charged particles were picked up from the support-
ing surface and were shown to modify the scanned
image[43].

Since we restricted ourselves to scattering by a
single defect, which could also apply to systems
with a very small density of defects, the results
of the present work cannot directly describe CNTs
with large number of defects, as those created by
high radiation doses[18]. In such cases interference
effects due to scattering from different defects would
introduce large conductance oscillations[47, 48] that
may spoil the map. However for CNTs with a sub-
stantial number of defects, our results may still be
valid as long as the average distance between the de-
fects is not much smaller than the mean-free-path
for inelastic scattering of electrons.

In the computations we relaxed the CNT struc-
ture for each position of the defect. For most of
the probe positions the impact of the relaxation,
although clearly noticeable, does not change much
the characteristic patterns seen in the transmission
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maps. However, for the vacancy defect the stronger
probe was found to lead to a local structural in-
stability. This effect was due to a charge redistri-
bution around the unsaturated bond of one of the
carbon atoms. This finding may suggest a possible
explanation of the instabilities noticed for unspeci-
fied defects in experimental works[20, 46].

Finally, the results of our work indicate roads
for possible applications of local defects in metallic
CNTs. The substantial sensitivity of the defected
region to the electric field of PCP could be used for
local charge mapping in surfaces of solids or in na-
noelectronic devices. Alternatively, the same effect
may be employed to produce local potential meters,
working with a subnanometer precision.
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