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Abstract

Much recent research in the area of judgment and decision making
has been dominated by documentation of ways in which people's intuirive
thought processes can lead them astray. Like other psychological
results that have cast doubt on people’s ablilities, these aceounts have
generated considerable controversy. From the set of criticisms that
have been raised, a set of generic eriticisms that could be raised is
developed here. These include aspersions of methodological malpractice,
advancement of alternative standards of optimality, and development of
error theories showing the insensitivity of events to these kinds of
problems. Considering these criticisms in general form offers some
perspectives on the continuing debate, some guidance on how to improve
its productivity, and some hypotheses for analyzing analogous

controversies elsewhere in psychology.



Prejudices About Bias

A cynlcal view of psychologists holds that they make their living
observing quirks in other people's behavior. One good quirk, documented
through half a doren articles, is enough to secure tenurs in most
depart-ments. One megaguirk, 3 la Freud, may secures a lifelong (or
longer) reputation.

Although they may be a road to success, quirks are also a road to
controversy. Claims about newly discovered human foibles seem more
likely to be argued about than, say, fresh estimates of a particular
choice reaction time, threshold of perception, or digit span. Not only
do more people feel that they need to express an opinion aboul the work,
but the tenor of those opinions is more likely to become strident than
with non—quirk claims making equally fundamental statements abour human
behavior.

It would take a psychologist to provide a full account of why
people worry so about quirks. However, a sumber of recurrent themes can
be identified. Considering them in advance allows those about to elaim
the existence of a new quirk ro anticipate the standard counterclaims,
whether to buttress their own findings or to prepare the standard rebut-
tals, Considering these theamss in the heat of a debate can help sharpen
the discussion, saving paerticipants the exercise in lay philosophy
needed to cast it in generic terms. Considering the themes in retro-
spect may indleate what chance a debate had of being resolved (given the
nature of theﬁclaims and counterclaims), whether some kev concepts or

studies wmight have speeded its resolution, and where the unresolved



conflict has gone.

These themes are discussed here in terms of their emergence in the
controversy surrounding the research into judgmental blases associated
with Kahneman, iversky, and their colleagues (or apologists, or fellew
travelers, depending on one's prejudices about these biases).1 Analo—
gous developments might be found in the controversies over Freud's
claims of psychodynamic distortions, Piaget's descriptions of ehildren's
cognitive limitations, Kuhn's characterirations of the built~in
incapacities that come with socialization in a science, as well as other
less sensational episodes.

For readers unfamiliar with this research, Table 1 summarizes some
of the biases or quirks that investigators in this tradition claim to
have identified, along with some pertinent references. The biases are
seen as the byproducts of widely used rules of thumb, or heuristics,
that people use to direct their judgments under conditions of uncer-—
tainty. These rules have some natural appesl and can, at times, be
heipful. However, they can also lead to predictable problems when used
alone or without qualification. For example, recalling instances of an
evenf occurriag can provide a clue to its frequency (the avallability
heuristic), but may be misleading when Lts occurrence is unusually

memorable or forgettable.

Insert Table ! about here

“Itts Not True'

fsychologists are adept at picking holes in the design and analysis

of research. The long apprenticeship that confers this ability is
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intendad to help them secure the foundations of their own studies and
ferret out the justifiable conclusions from studies conducted by vthers.
Although some picking is always in order, it can also be out of order,
as when routine criticisms are used to avoid listening to results that
one simply does not want to hear. Every colloquium audience has regu-—
Lars, ready with the same methodological critiques for all comers.

Whera these standard questions remind investigators of alternative ex-—
planations, they serve a useful role., Where they conpell discussion of
controls that went without saying or potential effects of at hest pini-
mal size, then they are rtediocus. Where they probe at issues that can
hardly be answered within the context of the discipline (e.g., how do
you know that your subjects really understood the task? How do you know
that your subjects weren't trying to make your hypothesis succeed~-or
£ail?}, then they can stifle constructive discussion.

A limiting factor on most critiques, even obstructienist ones, is
not threatening the shared assumptions of the discipline, those articles
of faith without which any interpretation of data would be impossible.
¥or complete radical skepticism, an outsider is often needed. Thus,
philosophers can offer (what psychologists might consider) outrageous
alternative explanations of what subjects might be thinking in a parti-
cular experiment without feeling any compulsion to fest the viability of
that account for other experiments in the same article, much less seek a
single explanation for the full body of evidence. 0Or, sociologists can
refuse to consider results that have uob been obtained with proper
probability sawmples of participants. Or, economists can insist that the

characterization of the task is incomplete until it includes whabever



factors subjects succeeded in optimizing by thelr behavior (which is
held, by definition, to serve their best interests).

The first of the six sections in Table 2 contains a set of techni-
cal questions commonly raised by those who accept the possibility of
psychological research into human judgment. Each assumes that something
is wrong with the particular procedures that have heen used. The claim
is that once these instances of methodological malpractice are remedied,
the biases will vanish. For example, if the task is made really impor-
tant to subjects, then they will apply themselves hard enough to get it

right.

Insert Table 2 about here

It is a question of philosophy of sclience whether the burden of
proof should lie more with the original investigator to refute these
claims or with their proponents to establish their validity. The burden
probably shifts toward the latter when they argue not just that the
original interpretation is not true, but that an alternative one is.
Thus, it is one thing tfo claim that fallure to provide high enongh
stakes vitiates a claim of apparently biased behavior, and another thing
to substantiate the belief that people perform well when they really
carve abouf a task.

Given the costs of conducting studies to address every possible
counterclalm, there 1% a temptation to meet skepticism with skepticism.
Une common expression of the refusal to respond to dataless critiques is
arguning that subiects really care about well-staged experiments that

treat them respectiully. Another is arguing that experiments give



sublects & better deal than they are likely to get in life, where the
analogous problems are Cyplcally buried in the confusion of everyday
existence, without the opportunity to focus attention on them, £o have
them neatly clrcumscribed by the experimenter, and to be rewarded for
good judgment (rather than, say, for exuding confidence). A complement
of this argument is that it is hard to create extringic incentives that
will have just the right effect: well-intended reward schemes may inad-
vertently induce irrelevant competition among subjects, gaming between
subject and experimenter, or behavior peculiar to some unexpected inter-
pretation of the particular payoff rule.2

Despite the fluency with which such conjecture-refutation inter-
changes can be conducted and the heat that they are able to generate,
some data da'get collected. One way to make the data go a little
further, and obviate the need for conducting every methodological check
on every extant result, is to see whether any general statements can be
made about the impact of various methodological controls. A review of
all published studies that could be construed as attempts to remedy
flaws in tasks that allegedly revealed hindsight bias or overconfidence
{Fischhoff, 1982a) found that none of the artifactual manipulations in
Table 2 had produced counsistent (or even any demonstirable) improvements
in performance. It iz an empirical questlon whether comparable reviews
of the evidence for other biases (or additional studies of these two)
will vield similar patterns of results., However, this veview did offer
some reassurance that apparent biases could not be accountad for {nor
dismissed) quite so routinely. Until further svideoce is in, rhe jury

must remaln out on these gquestionsg, with existing evidence providing



some puidance for the judgment that must come in its stead.

"It's True But ¥You Shouldn't Say It~

Ascriptions of bias seem to be saying something fundamental-wand
rather unflattering—--about people, namely, that they are not very good
at consequential tasks. By implication, they also say something rather
nice about the investigators in this domain. Not only do they know the
right answers to guestions where others stumble, but they are clever
enough to design experiments illuminating those failures. ¥For sone
observers, this is not only a dangerous combination, but one with
ramifications far beyond the tidy lirtle world of psychologists and
thelr internecine struggles.

Quirks, in geaeval, make good reading, meaning that they have a
reasonable chance of belng understood by the general public. These
particular guirks regarding judgmental capabilities touch such an essen-—
tial aspect of human affairs that it is likely to attract an audience
having not only an interest, but a vested interest in their implica-
tions. For example, the role afforded the public in managing hazardous
technologies should depend, at least in part, on their ability to under-
stand the complex and uncertain technical issues involved. As a result,
there ave plenty of invelved observers for whom “scientific proof” of
tay people's folbles would constitute elther very good or very bad
palitical news, depending upon whether thev wish to promote Prograns
such as right-to-~know laws and deregulation, which require public under-
standing, or consumer protection laws and deference to technical aglites,

which come in lleu of broad-based understanding (Fischhoff, Slovic and



Lichtenstein, 1982).

More generally, any sweeping statements aboul human capabilities
reflact on how we think about our fellows or ocurselves {if we take the
research personally). There is a sharp distinctlon between the images
expressed in Shakespeare's:

"What a plece of work is man.

How noble in reason, how infinite in

faculties, in form and moving how

express and admivable, in action

how like an angel. In apprehension how like

a god. The beaunty of the world,

the paragon of animals.”
and Herbert Simon's:

“The capacity of the human mind for

formulating and solving cowplex problems is

vary small compared with the size of the

problems whose seolution is reguired for

objectively rational behavior in the real

world=~or even for a reasonable approximation

to such objective rationality [Simon, 1957;

pe ;.98]«"
one of the first comprehensive statements of concern about judgmental
limitations {(as juxtaposed by Slovie, 1972). Even with a very modest
appraisal of psychology's influence on external events, one can still be
concerned aboutf its contribution fe a climate of opinion that values
people increasingly less. Or, one night just be offended by the ef-
frontery of those academics who dare to make such pretentious stabte-—
ments.

A ready retert is that the scientists' responsibility is to tell it
tike 1€ is, glving the most accurate account possible of what the data
seem To say, integrating them with extant theory and surrvounding them

with appropriate gqualifications. On intellectual grounds, doing any~

thing else voluntarily implies violating the objectivity of science;



doing anything else involuntarily implies violating the independence of
science {i.e., acceding to censorship). On practical grounds, as mueh
of a disservice is done to people by giving them too much ecredic for
decision-making capabilities as by giving them too little credit. In
extreme forms, the former denies that they need help, whereas the latter
denies that they can be halped.

Accurate transmission of the results of research carries, however,
no assurance of accurate reception, Listeners' desire to hear a parti-
cular story about haman judgment may heighten the normal processes by
which scientific results are misunderstood under even woncontroversial
conditions. Given the stakes riding on general statements about Judge
ment, those attempting to make them have a special responsibility to
hedge their conclusions properly. Moreover, they should monitor the way
that those results are used, for cases where the hedges are either
trimmed or magnlfied, either by those who fail to appreciate the
niceties of experimental design or by those who choose to ignore then,
in order to achieve some rhetorical purpose. Ensuring a balanced sum~
mary of results may also vequire retelling one's tale to different
audiences, varying the presentation so as to avoid the different mis-
understandings to which it is prone, a task which is not only tedious
but seemingly at odds with scientists’ usual wission of giving just the
Facty.

Buch problems are inevitable whenever there is pressure to reduce a
complex situation te sweeping statements. Contributing to listeners'
coufusion is the decided ambivalence of initial students of heuristios

and bilases. Their eaferprise was part of the cognitive revolution in



psychology which showed, among other things, how suboptimal behavior
that might be attributed to dark psychodynamic processes could also be
accounted for by routine cognitive processes. This reinterpretation
rescued people f{rom one set of charges, at the price of calling into
question another set of their faculties. The heuristics petrspective
also provided a fairly phenomenological account of behavior, in keeping
with the cognitive revolution's disentanglement from behaviorism. Doing
$0 ennobles people, in the sense of freeing them from the strictures of
their enviromment, at the price of denying credit them for the (somewhat
rudimentary) optimization that tight environmental conirol can assure.

Moreover, the basic heuristics-and-biases story is inherently con~
voluted, positing somewhat usaful rules that can lead to predictable
biases in well-characterirzed circumstances of isdeterminate frequenay.
The listener wanting a simple message has grounds for seeing a glass
haif empty or s glass half full. Because it is bard to say anything
general about the prevalence of conditions in which heuristics produce
bias, the central studies in the area are mute regarding how "good" or
"bad” people's judgment is. However, given the salience of guirks, it
i eary Lo see how the biases could become a figure that dwarfs the
ground created by the heuristies in routine {(and reasonably sucecessful)
operation,

"It's True But It Doesn't Mutter”

Some critics have been less timid in making genersl statements
about what life is like, in order o be able to assess the impact that
biages have on it. Sopetimes copceding the legitimacy of the laboratory

results, sometimes prefacing their work with "even if they are true,”



these crities argue that fhe bilases are but epipbenomena, having litele
effect on people's lives. Although they might argue that the environ-—
ment is benign, in the sense of not deliberately creating situations
that. fool people, a more common claim is that the environment is for-
giving, in the sense of not penalizing people severely for those errtors
that they do nmake.

The most sophisticated versions of these claims create error
theories, showing the sensitivity of particular classes of decision to
particular kinds of error. For example, in an analysis that originally
focused on the effect of perceptual imperfections on motor behavior, von
Winterfeldt and Hdwards (1982) showed that the expected value of many
decisions with coatinuous options {e.g., invest ¥ doilars) remains about
the same even though people's estimates of parameters in theilr model of
the decision problem vary moderately. Thus, neither modest errors, nor
modest increments in information, will demonstrably affect what they get
out of the situation.

Like any theeoretical analysis, the power of that derived by von
Winterfeldt and Edwards depends on the validity of its assumptions and
the breadth of its applicability. Thus, additional analvses are needed
te assess the impact of the biases wherever there are discrefe decision
options {e.g., opervate/don't onperate), whergver the magnitude of bias
s bevond the (fairly brosad) range specified here, wheraver multiple
instances of the same wmodest bias compound within a pavticular deci-
sion, wherever the bias affects aspects of decision making other than
parameter estimation {e.g., problem structuring; von Winterfeldt &

Bdwards, 1975), or wherever people choose theiv options according to a
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decision rule other than the expectation rule specified by this model.

For error theories Lo provide a generic strategy for restricting
the importance of biases, credible accounts are needed for the variety
of significant decision-making situvations that people face, making the
case that sach kind of decision is insensitive to each kiand of bias. To
the extent that the range of potential problems can he severely con-
strained, then the general claim is strengthened. However,
insensitivity itself carries a price, If biases do not affect most
decigsions, then there will be little sharp feedback regarding their
existence, meaning that there will be little opportunity to learn to
overcope them. As a result, one may be particularly vulnerable to their
effects in those, perhaps few, situations in which they do matter.

Ag theyv emerge, such analvses provide important contrihutions te
understanding the relationship between people and their envivonment.
Their rigor is in sharp contrast to vague claims to the effect that
exparience would have taught people to avoid behavior that is frequently
bad for them. Although a legitimate possibility, such claims are empry
without specifying the mechanism of action whereby such learning takes
place. One ready counterclaim is that life fails to provide the condi-
tions needed for acquiring jludgment as a learned skill. Table 3 asks
about the posaibilities that even experts have for learning to go beyond
their data and zely on judgment. These conditions are net by U.S5.
weather forecasters making probability-of-precipitation forecasts
(Murphy & Winkler, in press). At little ov mo personal cost, they
receive prompt, unambiguous feedback from an institution that rewards

thew for facing the limits of thelr kpnowledge candidly. The resulting
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forecasts are vemarkably good (e.g., it rains 70% of the time they are
70% confident that it will rain). Whether other environments are simi-
larly cooperative for particular judgments is a questioﬁ for

environment~by-judgment analysis. How cooperative they need to be is a

guestion for ewmpirical study.

insert Table 3 about here

A discouvaging feature of many biases as far as possibility of
improving judgment is that, if real, they carry the seeds of their own
propagation by disrupting the learning process. For example, overcon=-
fidence seems both to veflect and to foster relative disinterest in the
reasons why a belief wight be wrong; once undue interest in supporting
evidence has shaped one's perceptions, rhere should be less perceived
need to double check one's beliefs. Whers such things happen, the
chances diminish for activating another mechanism that could minimize
the impact of blases: asking for help. Most people's lives seem to
provide many wmore promplts Lo reach for a calculater or a dictionary than
for a decision aid (or aide). Whether that is, indeed, the case is
again an empivical question which can be answered, in part, in the lab
and, in part, in the marketplace (by viewing the sales of different
kinds of help).

The parketplaces for goods and ideas could, in principle, offer
further avenues for muting the effects of bias, even without awareness
of the need for help. For the marketplace for ideas to work, thete
would have to be a variety of views exchanged and a tendency for less

biased ones to be mora persuasive, rather than having the concurrence of
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faulty beliefs enhance confidence in their rectitude and swanmp wiser
alternatives. For the marketplace for goods to.work, one would have to
describe processes by which competitive pressures cancelled, rather than
magnified, the impact of biases, as well as prevented the exploitation
of judgmental foibles by those with (even) less concern for people's
welfare than the psychologists who "show them up” in the laboratory. At
the moment, such analyses are lacking. Perhaps a better hope for biases
cancelliing one another lies in the ambiguity of how the heuristics are
te be applied in particular situations, a topic considered below.

“You (The Experimenter) Have Got It All Wrong--People Are Doing

Something Quite Different from What You Think and Are Doing It

Quite Well,"

Describing bebavior as suboptimal presumes knowledge of what is
optimal. Within decision theory, optimality is defined in terms of the
quality of one's choices in the light of what one knows and wants. From
this perspective, it would be wrong to claim suboptimality, for example,
when people act overconfidently in a world that rewards averconfidence,
or when they fall to do as well as we might have done given the benefit
of our additional knowledge. When decisions are made in an unpredict-
able domain, one cannot judge the optimality of a decision by the desir-
ability of the outcome that follows. Bad outcomes may happen to good
decisions, and bad decisious may be followed, fortuitously, by good
QUECOMeS .

Table 4 summarizes these and additional factoers that have frus-—
trated attempts to evaluate the formal decision-making methods used in

corporate and govermnment arvepas. ALl have analogs in evaluaating the
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more intuitive decision processes of individuals, Consider item 1, for
example: the availability heuristic should not he unduly faulted for
the poor results that it produces when used Loo casually (e.g., when an
estimate is based on the first few instances or images that come to
mindj~-~unless one feels that casualness is part and parcel of using
heuristics (much as one might lose patience with a clinical treatment
program whose failures were regularly explained away by the claim that

practiticners had not applied it correctly).3

Insert Table 4 about here

Critics of the heuristics research have cited most of the factors
in Table 1 as confounding investigators' assessments of the optimalitcy
of subjects' responses. Perhaps the most difficult charges to address
are those assoclated with item 4, o wit: what constitutes a good
outcome for subjects is not necessarily what would constitute a good
outcome for the investigator, acting in their stead. The second of the
six sections in Table 2 e¢laborates on this possibility, listing ways in
which subject or experimenter might misunderstand one another's PRTSPE -
tive on the task. That is, one might argue (a) that subjects deliber-
ately sacriticed optimality in the task (as the investipator saw it) in
order to achieve some alternative goal {esg«, learning about the system
by making disgnostic mistakes), (b) that subljects share definitions of
key terms (@.g., probability) different from those held or presunad by
the investigator, (c) that the task was incompletely specified until
subjects made additional assumptions that would have had to concur

fortuitously with those made by the experimenter, or {d) that sublects
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made 4 reasonable distinction (e.g., with regard to the relavance of
data) to which the experipenter was insensitilve.

It is to avoid such problems that the study of decision making has
retreated to the laboratory where, in principle, all of detalls can be
specified and all extraneous beliefs or distractions can be eliminated.
Thus, one can tell subjects "we really want to see how well you can
assess the extent of your own knowledge, not how confident an impression
you can make on the strength of that knowledge.” Yet, however careful
investigators may be in designing their experiments to meer these
requirements, no one conducts masipulation checks to emsure thalf every
feature is understood exactly as intended--in part because of confidence
in their ability to design experiments and divine subjects' interpreta~
tlons, in part because of the difficulty of getting at how subjects
construe a task at the moment it is performed, and in part because of
the wilting number of possible construals that could be tested.

Were an investgator to rum all these checks, they would still he
restricted to subjects' construal of the elements appearing in that
lovestigator's model of optimal behavior, that is, those features that
need to be specified in order to determine what constitutes the optimal
decision. Thus, those working within the Bavesian tradition {Fischhoff
& Beyth-Marom, 1983) would have no natural interest in subjects' per-—
ceptions of the possibility for dynamic restructuring {whereby new
evidence alters the set of hypotheses being evaluated) or in subjects’
second~order probabilities (l.e., their level of confidence in their
level of confidence), two features that are absent from the model

{(Disconis & Zabel, 1982; Girdenfors & Sahlin, 1982). They may also be
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“less than eager to check on coonstruals whose incorporation in the model
is cumbersome, such as interdependence in the interpretation of data, or
the transaction costs and benefits assoclated with the decision-making
process itself.

Thus, there is a lot of room for mansuver for those who would clain
that subjects were really up to something other than what the experi-
menters intended. The guestion then becomes how much credibility to
give these claims of optimality, relative to the claims of suboptimality
that they are meant to counter. At the extreme, such countetrclaims
could represent no more than opportunistic special pleading, using
whatever ad hoc reinterpretations ave needed to make a point, without
concarn for the consistency of the claims made in different contexts or
to their testability. TIn their dogged devotion to rationality as both a
descriptive and prescriptive theory, economists lay themselves open to
this trap. However, the analytical power that they derive from being
able to use rationality in both ways means that economists have much
more to lose by conceding some suboptimality than do psychologists, with
their more descriptive enterprise. Indeed, one might see a case of
throwing out the baby for the bathwater in the work of those theoreti~
cians who have attempted to supplant time~honored models of rationality
in order to account for a few apparently discrepant psychological
results {e.g., Bell, 1983%; Cohen, 1981).

There are three levels at which one could £ry to move counterclaims
regarding what people are really doing in experiments from the realm of
the possible to that of the plausible. One is the substantiation of

claims regavding individual studies, through the detailed reading of
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thelir protocols, secondary analysis of their results, and collectlion of
supporting data. The second is to demonstrate the existence and importe
ance of the psychological processes that have purportedly been ignored
or excluded. ¥or example, 1f one wished to argue that people may err
delibevately in order to test thelr environment, then one might show
that people can learn something frowm such probabilistic evidence, rather
than being nisled by its feedback (e.g., Einhorn, 1978; Einhorn &
Hogarth, 1978). Finally, one can offer an alternative account for the
entive existing body of data. Here, counterclaims are at a disadvante
age, ingofar as theories typically deal best with data whose creation
they prompted. However, even there, these theories' account is never
complete. They reign only so long as they do at least as well as their
nearest competitor, meaning that there is room for imperfect alferna-
tives (Lakatos, 1970).

"But Look At How Well People Do Other Things”

The depth and perversity of these biases seems strikingly at odds
with the obssrvation that, nonetheless, the world turns, planes flvy,
meals get on the table, and ganmes of enormous complaxity {e.g., chess,
handball) are plaved. €ould people be so good in one domain of complex
behavior, vet so bad in rthe other? One answer o this gquestion is that
they couldn't, meaning that onne of these seemingly conflicting observa-
tions ig incorrect, Because the successes are an obvious fact of life,
it then hecomes natural fo doubt the reality of the problems. They
could be dismissed outright as laboratory curiosities (or ficrions).
Or, one could gsystematically inerease the credibilicy of the various

counterclaims discussed above, in order to chip away at the evidence of
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apparent bhias.

A more idnvolved vresponse is to step up the search for hither—to-
neglected signs of prowess within the judgmental area itself, such as
more valid entries in people’s repertoire of heuristies (Nisbett,
Krantz, Jepsen & Kunda, 1984) or ways in which a modest restructuring of
judgmental tasks leads to better performance. The fifth section of
Table 2 offers some generic forms of restructuring: (a) forcing raspon-=
dents to express what they know explicitly, rather than letting it
remain "in the head;™ (b) encouraging respendents to search for discre-—
pant evidence, rather than collecting details corroborating a preferred
answer; (c¢) offering ways to decompose an overwhelming problem into more
tractable and familiar components; (d) suggesting that respondents con-—
sider the set of possible situations that they might have encountered in
order to undersitand better the specific situation at hand; and {e)
proposing alternative formulations of the presented problem {e.g., using
different terms, concretizing, offering analogies.)

Such restyucturing presumes no guilt on the part of task or judge,
but rather that rthere has been a mismatch, such that people have not
brought their best cognitive skills to the task. These manipulatious
could be used as ways to help people overcome the limitations revealed
in experiments (which would mean acknowledging their reality). Altetrna—
tively, one could argue that life itself tends to present problems in a
{restructured) way that helps people to use their winds to best advan-
tage.

As with other claims to the effect that 1life is wmore charitable to

people than are experimenters, these need to be buhtressad by direct
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evidence or some convincing theory. One part of the evidentiary package
is demonstrations that such restructuring works. One challenge te such
demonstrations is pesed by the very robustness of the biases they are
meant to undo. In many such cases, any intervention that destabilizes
the dominant response patterns will tend to reduce the degree of bias,
making confusion lock like wisdom. Although confusion is often an
intermediate state between holding evroneous heliefs and holding approp-
riate ones, it can aiso be an intermediate state between Lwo erroneous
beliefs. Hence, some additional evidence is needed to show that a
reduction in bias is accompanied by an locrease in understanding.

Some years ago, we {(Fischhoff, Slovic & Lichtenstein, 1979) be-
lieved that we had identified a simple form of restructuring which could
be raught quickly and applied widely to judgmental problems. Noting
that many biases represented the neglect of normatively important inforw
mation (e.g., that concerning base rates, sample size), we thought the
meaning of that informatien might be better understood if peopls congiw
dered how they would héve rasponded had different values of it been
reported. By and large, when subjects considered hypothetical alterna-
tive values bhefore making an inference for the "actual” set of data,
they showed much greater sensitivity to the commonly-neglected informa-
wion than had subjects who received the simple value as one member of a
single set of data. Although some subsldiary observations supported the
interpretation that this manipulstion had tapped latent understanding,
we were disturbed that the improvement from it falled te generalize. In
4 subsequent study {Fischhoff & Bar-Hillel, 1984b), we found that the

same manipulation was equally effective in sensitizing subjects to other
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kinds of information that had been ignored appropriately in previous
studies. Conceivably, the manipulation tapped some latent misunder=
standing in these cases. However, a more parsimonious account is that
it just shakes up rthe normal response patterns, which does little good
unless accompanied by some substantive training in how to interpret data
more adequately,

Facing the Riases

A final possibility is to abandon the search for a simple solution
and look for an account that incorporates the kernels of truth in the
original claims f@garding biases, as well as the counterclaims and
counter~counterclaims that they have generated. Acknowledging the co=-
existence of superlative performance in some arecas, alongside deficits
in others, opens a number of productive avenues. , The first of these is
reconciling the disparity. Just why is it that people are so good at
some things and so bad at others? The set of possible reasons can be
partitioned (along the lines of Table 2) into factors involving the
tasks (and the enviroument in which they must be performed), factors
invelving the psychological capabilities that people bring to them, and
factors invelving the interaction between people and tasks.

The gist of the ambient account awmong researchers in the heuris-
ticg=-and~biases tradition is that there are no fundamental psychological
limitations, beyond information-processing capacity, that prevent people
from acquiring the skills needed to make better judgments. Nonetheless,
there are powerful enviroamental barriers teo acquisition. One is the
absence of systematic training in judgment or decision making in wmost

jurisdictions (Beyth-Marom, Dekel, Gombo & Shaked, 1985). This defici-
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ency would not be so serious were people's natural enviroument more
forthcoming with opportunities for learning. However, as suggested
above in the context of experts (Table 3), people seldom receive the
orderly feedback needed to improve thelr judgment and decision making.
In this regard, those are skills quite different than, for example,
problem solving, where right and wrong answers are readily identified.
Finally, there are barriers posed by the interaction between psycholog-
ical processes and the enviromment. Fallible heuristics may survive
because they generally have enough ecologieal validity to avoid the sort
of egregious errors needed to get people even to think sericusly about
changing their ways (especially when they do not know where to lock for
help). Fallible heuristics may generate self-fulfilling prophecies when
they prompt actions that serve to justify thelr predictions (Einhorn &
Hogarth, 19/8). And, they may be rewarded soclally when they represent
widely accepted patterns of judgment. From this general perspective,
general statements about the prevalence and potency of bias sre meaning-
less. However, there are strong pressures ensuring that they will arise
(predictably, in certain situations) and that when they do their effects
can be serious.

Although fairly controversial, this account of the place of bias in
peoplets lives is still quite general, and certainly not the only one
possible. Refining (or replacing) it will require a detailed, and
potentially productive, analysis of the ecology of inference, consider—
ing the structure of tasks, the efficacy of heuristics, and the oppor-
tunities for learning. Given the precision and richness of the norma—

tive medels for judgment and decision making, this area may offer pavti-



cular promise for insightful theorizing. The error theories cited ahove
are gteps in this direction.

Taking the biases seriously, where they appear, is also a precon-
dizion for doing something serious about alleviating them. The middle
sections of Table 2 describe ways of addressing the possibility that
people have real problems, in this circumscribed domain. Optimisticalw
ly, one could train them. The table describes an escalation design
going through: mere warning about the possibility of bias without
gspecifying its nature,4 describing the direction (and pervhaps extent) of
the bias that is typically observed, providing a dose of feedback,
personalizing the implications of the warning, and offering an extended
program of training with feedback, coaching, and whatever elge it takes
to afford the respondent cognitive mastery of the task. The restruce
turing procedures of section 5 could be part of "whatever else it
takes.” Empirical evidence suggests that training does work, particu-
larly when it is informed by the sort of psychological understanding
about how people think (and how they might be helped to think better)
that restructuring impllas (Fischhoff, 1982a).

Whers optimism 18 not rewarded, or the steps needed to achieve
improvenent cannot be afforded, if may be advisable to give up on
people. One possibility is replacing people with some superior proce-—
dure, such as the use of regression wodels of clinical judgment {e.g.,
Dawes, 1979), A second is recalibrating fallible judgments to more
appropriate vaiues, assuming that the amount and direction of errors are
predictable. For example, the (UK) Central Zlectricity Cenerating Board

was better able to forecast power availability when it doubled its
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engineers' chronically understated estimates of the time needed to returan
units to production (Kidd, 1970). A third pessibility is acknowledging
the imprecision in people's judgments when planning actions based on
them, by being ready for surprises and open to alternative views,

Taking heuristics and biases seriously allows and forces one to
expect more from them, such as precise predictions regarding when and
how heuristics will be used. Many of the original demonstrations were
tours de force, in which few observers would deny, say, that
availability was the heuristic of choice and that it would be emploved
in a partlcular way. In other cases, though, several different
heuristics might be used, each in several different ways (e.g.,
Fischhoff, 1975, pp. 297-8). For example, the relative availability of
examples from competing categories might be quite different after a
short search than after a long one, producing quite different estimates
(Beyth~Marom & Fischhoff, 1977). With specification left so vague, the
possibilities for interpretative ad hoc~ery could eventually rival those
that frustrate attempts to test vationality as a descriptive model of
human decision making. Short of, or as a step toward, a full-blown
theory of heuristics application, one could develop procedures for
assessing thelr usage in particular settings, as a basis for generating
testable predictions for the sumwmary judgments that should emerge
(Fischhoff, 1983, Fischhoff & Bar~-Hillel, 1984a).

Finally, taking the biases seriously should prompt sericus ques-—
tions regarding the nature of a full-fledged theory of heuristics.
Curvently, "heuristics and biases"” is a broad umbrella for a diverse set

of procedures whose common thread is the domain of tasks that avoks



them, rather than some fundamental underlying cognitive processes. The
future could be the integration of these pieces into a comprehensive
theory describing the allocation and dirvection of heuristics in differ-
ent clrocumstances. Or, it could be the development of local theories,
describing the cognitive processes evoked when there is recourse to
heuristics. An adjunct to either kind of heuristics theory would be an
account of what happens when people reject even these sowmewhat rudi-
mentary procedures for dealing with uncertainty analytically. That is,
what happens when people choose not to think their way through to a
solution, drawing inferences through synthesis of available facts—-but,
rather, try to match new situations to old ones in order to find some
habit, tradition, or other rule of thumb that will guide their behavior.
Such a mgiange of principles and procedures at different levels may
not be the kind of theory of judgment that we want, However, it may be
the kind of account that is needed to treat the diverse ways that people

cope with uncertaiaty.
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Footnotes

i» In order to focus atfention on issues, rather than pevsonali-
ties, these themes arve discussed in generic terms rather than as posi-
tions offered by particular critics. Doing so also allows me to present
a set of integrated alterunatives, some of which have yet to be advanced,
and to avoid attributing parvicular themes {or hybrids) to individual
authors. Some points of access to the critical literature are Berkeley
and Humphreys (1982), Cohen (1981, and commentary), Fdwards (1982),
Fischhoff (1982a,bh; 1983), Hogarth (1981), Jungermann (1984), Kahneman
and Tversky (1982a), Nisbett & Ross (1980), Phillips (1982).

2. For example, the theoretically proper procedure for motivating
people to express their coufidence in their own knowledge is the use of

proper scoring rules {see Lichtenstein, Fischhoff & Phillips, 1982, for

an elementary exposition and references to more technical ones). These
take the form of algebraic rules that provide users with the highest
expected value if they rveveal their true beliefs. Unfortunately, it is
not clear that people always accept the appeal of fhe expected value
rule or can execute it if they try in such novel circumstances

(?iSC £f, Goiteln, & Shapira, 1982). What they do seem to learn from

tridl-angdeerror experience with the rule is that the rewards for
expgﬁséing great confidence, while there, are preity meager. As a
result, only those determined to squeere the last exp&cfﬁd point oub of
rhe scoring rule will ever do so., By reducing confidence, the rule also
reduces overconfidence, the most common result in such experiments.

However, it is hard to argue that the sharpened incentives have produced
) [ p

sharpened self-understanding, vather than an artifacrual adjustment.



3. Indsed, Table 4 was derived from considering the analogies
between decision alding and that other helping profession, psychotherapy
(Fischhoff, 1980). In general, the standards of evidence demanded by
cliniciang seems o stack up quite well against those of the consultants
selling decision-alding services.

4.  This strategy differs from inspiring people to work harder by
implying that the potential error is systematic and that respondents

need instruction, not just a fair chance.
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Table 1

Heuristics and Biases

Heuristic

Bias

References

Availability: estimate

the frequency of avents by
the ease with which in-
stances are rememberved;
asgess the likelihood by the
ease with which it is
imagined.

Representativeness: assess
the probability of an event
by how well it represents
salient features of the
data-generating process.

Anchoring: estimate
nomerical quantities by
making a best guess and
then adjusting in response
to addicional considera-—
tions.

Hindsight: make sense

overestimation of
unduly memorable or
salient events

neglect of base-rate
information; neglect
of validicy
information.

undue influence of

anchor; vulnerability
to irrelevant anchors.

inability to recon-

Tversky & Kahneman
{1973), Kahnenan &
Tversky (1982b),
Taylor (1982).

Kahneman & Tversky
(1972), Bar-Hillel
(1980), Fischhoff &
Bar~Hillel (1984a).

Tversky & Kabneman
£1974).

Fischhoff (1975,

1982a), Slovic &
Fischhoff (1977).

of ocutcome reports, inte-
grafting them with previous
knowledge about event.

struct previous state
of mind; wunduly harsh
judgments of decisions
made in foresight.

¥ischhoff, Slovic
& Lichtenstein (1977},
Koriat, Lichtenstein &
Fischheff (1980),

Bellef confirmation:
look for rsasons sup-
porting one's beliefs.

exaggerating extent
of own hknowledge.




Table Z

Debiasing According to Underlving Assumption Methods

Assumption

Strategies

Faulty tasks
Infair tashks

Misunderstood tasks

Faulty judges
Perfectible individuals

Incorriginle individuals

Mismatch berween judges and task

Restructuring

Rducation

Raigse stakes

Clarify instructions/stimuli
Discourage second-guessing
Use better response modes
Ask fewer guestions

Demonstrate alterpative goal
Denonstrate semantic disagreement
Demonstrate impossibility of task
Demongtrate overlooked distinction

Warn of problen

Describe problem

Provide personalired feedback
Train extensively

Replace them
Recalibrate thelr responses
Plan on exrror

Make knowledge explicit

Search for discrepant Information
Dacompose problenm

Consider alternative situations
Offer alternative formulations

Rely on substantive experts
Aducate from childhood

Source: Fischholff {1982a).



table 3
Condirions for Improving judgment

Do Experts Have Them?

Abundant practice with a set of reasonably homogeneous tasks.

Experts should have such axﬁerience. They may use it to hone their
Judgmental skills or they may develop situation~specific habirual
solutions, freeing themselves from the need to analyze (and think).

Clear-cut criterion events. Although experts are often required to

make their judgments guite explicit, the objects of those judgments
are often components of such complex (natural, social, or biclogi-
cal) systems that it is hard to evaluate the judge's level of
understanding. Off-target judgments may be due to unanticipated
contingencies, whereas on~target judgments may have been right for
the wrong reason.

Task~specific reinforcement. Experts are, in principle, paid for

performance. However, even when the wisdom of their judgments can

be discerned, they may be rswarded on other grounds {eeg., did they
bring good news? did they disrupt plans? did things turn out for

the best?).

Explicit admission of the need for learning. Entering an appren-—

ticeship program that confers expartise is sursly a sign of modegw
ty. Nonetheless, at every stage of that process and the profes-—
slonal life that follows it, certain advantages accrue Lo those who
pul on a good show and exude competence.




Table 4.
Decision—Making Method

The fact that practitioners
have been trained in a method
and claim to be carvying it
out is no guarantee that they
are. Assessing fidelity of
implementation is crucial for
knowing what 1s being evalu-
ated.

50

A well~designed merhod may
fatl because of unanticipated
and uncontrollable changes in
the world. Thus "good method”
does not necessarily imply
"good ocutcome,™

Sometimes decision-making
methods look good bacause

they were fortunate enough to
be used at times when they
ceuld not fail. Almost every-

body and every method made
money in the stock market of
the 1950s and early 1960s.
Thus “good outcome"” does not
necessarily lnply “good
method.”

Effects that Complicate Attewmpts to Evaluate the Efficacy of a

In some cases, defining a "good

outcome” is far from a trival
matter - for example, when one
must weight short—term and long-
term well-~being.

The apparent success of some
methods may be attributable less
to their substance than to the
atmosphere they create. These
"non-specific treatment effects”
include reduced apxiety, in—
creased self-confidence, and
heightened attention to the
problen.

Anecdeotal evaluarions are often
skewed by tendencies to be in-
fluenced by professional folk-
lore and to interpret random
fluctuations as consistent pat-
Lerns.

An evaluation can be distorted
by looking only for the positive
effects a method produces and
ignoring possible negative ef-
fects - or by looking only for



