
Measurement of the Decay Constant

fD+ at BABAR

A thesis submitted to The University of Manchester for the degree of

Ph.D.

in the Faculty of Engineering and the Physical Sciences.

2010

Graham Jackson

School of Physics and Astronomy



Contents

Abstract 19

Declaration 20

Copyright 21

The Author 23

Acknowledgements 24

Dedication 25

1 Introduction 26

2 The D+ Meson Decay Constant 29

2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.3 The Decay Constant . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.4 The Weak Interaction and the CKM Matrix . . . . . . . . . . . . . . 32

2.5 Dynamics of Leptonic D+ Decay . . . . . . . . . . . . . . . . . . . . 33

2.6 Lattice QCD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.7 Possible New Physics . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.8 Lepton Universality . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.9 Summary of Previous Analyses . . . . . . . . . . . . . . . . . . . . . 41

2.9.1 The CLEO-c Analysis . . . . . . . . . . . . . . . . . . . . . . . 41

2.9.2 The BES Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 43

1



3 The BABAR Detector 46

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.2 Detector Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.2.1 Computing, Data Acquisition, Trigger and Electronics . . . . 48

3.2.2 PEP-II . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.2.3 The Solenoid Magnet and Steel Flux Return . . . . . . . . . . 53

3.3 The Silicon Vertex Tracker . . . . . . . . . . . . . . . . . . . . . . . . 53

3.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.3.2 Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.3.3 Layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.3.4 Components . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.3.5 Monitoring, Calibration and Alignment . . . . . . . . . . . . 56

3.3.6 Analysis of Data and Performance . . . . . . . . . . . . . . . 57

3.4 Drift Chamber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.4.2 Design and Assembly . . . . . . . . . . . . . . . . . . . . . . 60

3.4.3 The Cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.4.4 Electronics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.4.5 Monitoring and the Gas System . . . . . . . . . . . . . . . . . 62

3.4.6 Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.5 Charged Particle Tracking . . . . . . . . . . . . . . . . . . . . . . . . 64

3.5.1 Reconstruction of Charged Particles . . . . . . . . . . . . . . 64

3.5.2 Track Detection Efficiency . . . . . . . . . . . . . . . . . . . . 64

3.5.3 Resolution on Track Parameters . . . . . . . . . . . . . . . . . 65

3.6 The DIRC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.6.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.6.2 Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.6.3 Electronics, Calibration and Monitoring . . . . . . . . . . . . 69

3.6.4 Performance and Candidate Reconstruction . . . . . . . . . . 70

3.7 The Electromagnetic Calorimeter . . . . . . . . . . . . . . . . . . . . 71

2



3.7.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.7.2 Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.7.3 Layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.7.4 Crystals and Photodiodes . . . . . . . . . . . . . . . . . . . . 72

3.7.5 Support structure . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.7.6 Cooling system . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.7.7 Electronics Readout and Calibration . . . . . . . . . . . . . . 74

3.7.8 Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.7.9 Reconstruction and Performance . . . . . . . . . . . . . . . . 76

3.8 The Integrated Flux Return . . . . . . . . . . . . . . . . . . . . . . . 77

3.8.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.8.2 Resistive Plate Chambers . . . . . . . . . . . . . . . . . . . . 77

3.8.3 Design of RPCs . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.8.4 Efficiencies and Performance . . . . . . . . . . . . . . . . . . 79

3.8.5 Identification of Muons . . . . . . . . . . . . . . . . . . . . . 80

3.8.6 Detecting K0
L and Neutral Particles . . . . . . . . . . . . . . . 80

3.8.7 Upgrade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4 Event Selection for an fD+
s

Measurement 83

4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.2 Analysis Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.3 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.4 Skimming and Tagging . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.5 Optimisation of Tag Modes . . . . . . . . . . . . . . . . . . . . . . . 88

5 Analysis Method 98

5.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.2 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.3 D∗+ Candidate Reconstruction . . . . . . . . . . . . . . . . . . . . . 101

5.4 Particle Selection Requirements . . . . . . . . . . . . . . . . . . . . . 104

5.4.1 The Signal Muon . . . . . . . . . . . . . . . . . . . . . . . . . 104

3



5.4.2 The Normalisation Mode Pion . . . . . . . . . . . . . . . . . 105

5.4.3 Other Particles . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.5 Preliminary Selection of D∗+ Candidates . . . . . . . . . . . . . . . . 111

5.6 Signal and Background Contributions . . . . . . . . . . . . . . . . . 115

5.7 Additional Cuts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

5.8 Optimisation Procedure . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.9 ∆M Distributions After Optimisation . . . . . . . . . . . . . . . . . 125

5.10 D∗+ Momentum Distribution for the Signal Mode . . . . . . . . . . 126

6 Results 130

6.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

6.2 ∆M Fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

6.3 Monte Carlo Efficiency Corrections . . . . . . . . . . . . . . . . . . . 131

6.4 D+ → µ+ν Branching Fraction . . . . . . . . . . . . . . . . . . . . . . 134

6.5 Determination of fD+ and (fD+
s
/fD+) . . . . . . . . . . . . . . . . . . 135

6.6 Systematic Errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

6.7 Final Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

7 Conclusions 137

Bibliography 142

Total word count: 25819

4



List of Tables

2.1 A comparison of the LCQD results [13] to the corresponding ex-

perimental values. The quantities and errors are described in the

text. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.1 Typical production cross-sections for fermion pairs, in nanobarns,

at BABAR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.1 Datasets used in the fD+
s

analysis [39]. The entire dataset of BABAR

was used; i.e. runs 1 − 7, on- and off-peak, data and generic MC.

The integrated luminosities for data and the generic MC samples

are given, in fb−1. The effective luminosity relates the number of

events in the generic MC sample to the number expected in data.

For example, the cc MC sample contained around twice the num-

ber of cc events as expected in data. . . . . . . . . . . . . . . . . . . . 86

4.2 Tag modes used as part of event reconstruction. . . . . . . . . . . . 87

4.3 The sizes of the skimmed datasets [39]. The numbers of data and

generic MC events used in the analysis are given, before and after

skimming. The fraction of events which passed the skim are also

shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5



4.4 Variables used in the optimisation of tag candidates. The optimi-

sation procedure tested all possible cut value combinations, within

the allowed minimum and maximum bounds, and in accordance

with the step size for each variable. The definition of each variable

is given in the text. The σ factor, used as part of the definition of

the minimum and maximum values for MTag, refers to the stan-

dard deviation of the gaussian component of the function which

was used to fit the mass distribution for the tag mode. . . . . . . . . 91

4.5 Summary of results from the fD+
s

analysis. The branching fractions

for the various D+
s → l+ν modes are given, where l = e, µ or τ . For

each branching fraction, apart from D+
s → e+ν where only a 90%

confidence limit was found, the corresponding fD+
s

value is shown.

The uncertainties given for all values are statistical followed by sys-

tematic. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.6 Optimisation results for each tag mode [39]. The means and stan-

dard deviations of the gaussian component of the fit function that

was used to fit the mass distribution of each tag are given. The fit-

ted number of tag candidates was found by integrating the gaus-

sian component of the fit function. The tag yield represents the

number of tag candidates for a given mode as a percentage of the

total number of tag candidates. . . . . . . . . . . . . . . . . . . . . . 93

5.1 The number of data events and the integrated luminosities

recorded by BABAR and used in the present analysis. The numbers

have been organised by peak type and run period. . . . . . . . . . . 102

5.2 The number of MC events, in millions, that were used in the

present analysis. The numbers have been organised by peak type

and run period. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.3 The luminosity scaling factors for the various generic MC sub-

samples used in the present analysis. The numbers have been ar-

ranged by peak type and run period. . . . . . . . . . . . . . . . . . . 103

6



5.4 This table shows how each of the 7 BDT classifiers, labelled from 0

to 6, regarded each type of particle during training. The numbers

1 and −1 indicate whether that particle class was treated as either

signal or background. . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

5.5 This table is an extension of table 5.4, and shows the distance re-

sults for an unidentified track. The track’s BDT results are shown

on the first row. By combining these results with training values of

each particle class in turn, a distance result can be calculated using

the method described in the text. . . . . . . . . . . . . . . . . . . . . 107

5.6 This table shows the selectors that were used in the identification

of charged particles in an event. If a charged track satisfied two

or more selectors, then the selector with the highest priority value

was chosen. The KM and BDT selectors are described in sections

5.4.1 and 5.4.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.7 Each entry in this table shows, for the various event samples, the

initial number of either data events, ×109, or MC events, ×106, fol-

lowed by the number of D∗+ candidates that passed the prelimi-

nary selection requirements. The numbers have been arranged by

peak type and run period. . . . . . . . . . . . . . . . . . . . . . . . . 114

5.8 Additional cuts applied to D∗+ candidates for theD+ → µ+ν and

D+ → π+K0
L decay modes. For most of the cuts, several minimum

and maximum values were tested as part of the optimisation pro-

cedure. A total of 576 different cut combinations were tested, and

optimised cut values are shown in bold. . . . . . . . . . . . . . . . . 120

7



6.1 Data to MC efficiency correction factors, CPID and CReco, and their

associated errors, σPID and σReco. The mean number of candidates

per signal MC event, for each particle type, is represented by n̄MC .

To obtain n̄MC , only events that contained D∗+ candidates which

satisfied all selection criteria were used. To remove contributions

to n̄MC from events which contained background candidates, an

upper limit of 0.15 GeV/c2 was imposed on the ∆M value of the

D∗+ candidates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

6.2 Sources of systematic uncertainty for the signal mode measurement. 136

7.1 A summary of the results for this analysis, along with the corre-

sponding Particle Data Group (PDG) results [5] [2]. The LQCD

results from reference [13] are also shown. The errors on the val-

ues obtained by this analysis are statistical followed by systematic;

the errors on all other results have been combined in quadrature. . 138

8



List of Figures

2.1 The annihilation diagram for the decay D+ → µ+νµ. . . . . . . . . . 31

2.2 Feynman diagrams that show the vertices of charged weak inter-

actions involving quarks (a) and leptons (b). . . . . . . . . . . . . . . 32

2.3 Feynman diagrams showing the four kinds of tree-level photon

emission in D+ → µ+νµγ decay [10]. . . . . . . . . . . . . . . . . . . 35

2.4 The expected variation of Rµ with respect to R for three different

(fD+
s
/fD+) values [17]. . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.5 Feynman diagrams showing the possible contributions toD+
s →

µ+ν decay from new physics in the form of either a Higgs with

charge +1 in (a) or a leptoquark of charge −1
3

in (b) [18]. . . . . . . 40

2.6 Theoretical predictions for fD+ (a) and the ratio (fD+
s
/fD+) (b) from

various sources. The order of the references corresponds to the

top-to-bottom order of the points in both figures. The first lattice

entry in each plot comes from the LQCD result discussed in section

2.6 [13]. The results of other calculation techniques (not discussed

here) are shown for comparison; quenched lattice calculations are

denotedQL, partially-quenched lattice calculations by PQL, and sum

rules by SR [21–30]. Experimental averages for fD+ and (fD+
s
/fD+)

are also given [2]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

9



2.7 The MM2 distribution for the signal candidates found in the

CLEO-c analysis [5]. The majority of the events in the small peak,

centred around 0 MeV/c2, were taken to be from signalD+ → µ+ν

decays. The large peak, centred around 0.25 MeV/c2, came from

D+ → π+K0
L decays, where the KL had passed straight through

the detector. The smaller plot shows the same distribution over a

narrower mass range, and with a logarithmic y-axis. . . . . . . . . . 44

2.8 Data and MCD+ → µ+ν candidates for the BES analysis [31]. Sig-

nal candidates from only two of the tag modes survived to this

stage. Candidates that came from the tag mode D− → K+π−π−

are represented by black dots, and the solid vertical lines indicate

their allowed Umiss window. Candidates that came from the tag

mode D− → K+π−π−π0 are represented by stars, and the dashed

vertical lines indicate their allowed Umiss window. The two solid

horizontal lines show the muon candidate momentum cut. The

squares and triangles represent background events that came from

a of MC sample, which was much larger than the data sample used. 45

3.1 Lateral cross-section schematic of the BABAR detector, showing the

various subsystems [33]. . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.2 Longitudinal cross-section schematic of BABAR . All dimension are

in millimeters [33]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.3 Schematic of the front-end-electronics components. Analogue sig-

nals entered from the left and, if after digitization they satisfied the

L1 trigger, they were stored in the event buffer [33]. . . . . . . . . . 49

3.4 Flow chart showing the flow of data from the detector to the tem-

porary event store [33]. . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.5 A drawing of the magnet arrangement near the IR. Note the rela-

tive scales on the horizontal and vertical axes [34] . . . . . . . . . . 52

10



3.6 Longitudinal cross-section of the SVT. The relative position of the

SVT, the support cones (described in the text) and the IP can be

seen [33]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.7 Lateral cross-section of the SVT showing the position of each of the

five layers in relation to the beam pipe [33]. . . . . . . . . . . . . . . 55

3.8 A Photo of the assembled SVT. The outer layer of silicon strips can

be seen, as can some of the associated readout electronics [33]. . . . 56

3.9 The SVT’s vertical position shown for a year (a) and over a 10 day

period (b) [33]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.10 Efficiency for reconstructing e+e− → µ+µ− events in the forward

(a) and backward (b) half-modules of each SVT layer [33]. . . . . . 59

3.11 The SVT’s hit resolution as a function of the entry angle of the track

in (a), the z-direction and in (b), the φ angle [33]. . . . . . . . . . . . 60

3.12 Longitudinal cross-section of the DCH showing its position rela-

tive to the beam line and the IP [33]. All dimensions are in mil-

limeters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.13 The typical DCH cell arrangement for the first four super-layers

[33]. The Stereo numbers down the right hand side show the angle

made between the sense wire of the cell and the beam axis. . . . . . 61

3.14 The DCH position resolution as a function of distance from the

sense wire [33]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.15 Energy loss curves for different types of particle interacting with

the DCH; dE/dx as a function of momentum [33]. . . . . . . . . . . 64

3.16 Charged particle tracking efficiency as a function of momentum (a)

and angle (b) [33]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.17 Number of tracks (a) and detection efficiency (b) as functions of

transverse momentum [33]. . . . . . . . . . . . . . . . . . . . . . . . 66

3.18 Transverse momentum resolution of the tracking system as a func-

tion of transverse momentum [33]. . . . . . . . . . . . . . . . . . . . 66

3.19 The DIRC System [33]. . . . . . . . . . . . . . . . . . . . . . . . . . . 67

11



3.20 DIRC bar box components [33]. . . . . . . . . . . . . . . . . . . . . . 68

3.21 The DIRC Standoff box (left) in relation to other DIRC components,

as well as the DCH (right) [33]. All dimensions are in millimeters. . 69

3.22 Images of the DIRC event display for a typical di-muon event [33].

The same event is shown in each picture, however the right-hand

side display was obtained using a narrower timing window. . . . . 70

3.23 Longitudinal cross-section of the EMC’s 56 crystal rings (48 in the

barrel and 8 in the endcap) [33]. All dimensions are in millimeters. 72

3.24 Crystal and electronics assembly [33]. . . . . . . . . . . . . . . . . . 73

3.25 A schematic of the barrel section of the EMC support structure

[33]. The left-hand closeup shows a typical FEE crate and it’s as-

sociated boards. The right-hand image shows how a module of

crystals was mounted and the central image is a schematic of the

support structure itself. . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.26 Components of the readout electronics [33] . . . . . . . . . . . . . . 75

3.27 The IFR barrel and endcap sections [33]. . . . . . . . . . . . . . . . . 78

3.28 RPC schematic showing the gas layer, bakelite insulators and read-

out strips [33]. The foam layers were used to help strengthen the

structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.29 The efficiency levels of the RPC modules over a year [33, p88].

The plots (a), (b) and (c) represent three categories of RPC; stable,

unstable and very unstable, respectively. . . . . . . . . . . . . . . . . 79

3.30 The muon detection efficiency and the pion fake-rate are shown as

functions of both momentum (a) and polar angle (b) [33]. . . . . . . 81

3.31 The effect of the IFR upgrade [36]. The plots show the chang-

ing muon detection efficiency and pion rejection probability over

different years of detector operation. The momentum, p, of each

particle had to satisfy (0.5 < p < 2.0) GeV in plot (a) and (2.0 <

p < 4.0) GeV in plot (b). The improvement due to the introduction

of the LSTs is clear. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

12



4.1 The mass distribution for D0 → K−π+ tag candidates, after the ini-

tial skim. The peak and sideband regions, which were used to esti-

mate the numbers of signal and background candidates, are shown

in blue and orange. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.2 Mass distributions for the 6 D0 tag modes. The dashed line rep-

resents the distribution after the initial skim. The solid line repre-

sents the distribution with all optimised cuts, apart from the mass

window cut, applied. The final mass distribution is shown in blue,

after all optimised cuts had been applied. . . . . . . . . . . . . . . . 94

4.3 Mass distributions for the 5 D+ tag modes. The dashed line rep-

resents the distribution after the initial skim. The solid line repre-

sents the distribution with all optimised cuts, apart from the mass

window cut, applied. The final mass distribution is shown in blue,

after all optimised cuts had been applied. . . . . . . . . . . . . . . . 95

4.4 Mass distributions for the 7 D+
s tag modes. The dashed line rep-

resents the distribution after the initial skim. The solid line repre-

sents the distribution with all optimised cuts, apart from the mass

window cut, applied. The final mass distribution is shown in blue,

after all optimised cuts had been applied. . . . . . . . . . . . . . . . 96

4.5 Mass distributions for the 8 Λc tag modes. The dashed line rep-

resents the distribution after the initial skim. The solid line repre-

sents the distribution with all optimised cuts, apart from the mass

window cut, applied. The final mass distribution is shown in blue,

after all optimised cuts had been applied. . . . . . . . . . . . . . . . 97

5.1 Muon selection efficiency as a function of momentum for the

muBDTVeryTightFakeRate selector [44]. The left-hand and cen-

tre graphs show distributions of MC overlaid with data for posi-

tively charged and negatively charged muons. The right-hand dis-

tribution shows the ratio of data to MC efficiencies. The polar angle

for each track, θ, had to lie within the range indicated. . . . . . . . . 106

13



5.2 Pion mis-identification rate as a function of momentum for the

muBDTVeryTightFakeRate selector [44]. The left-hand and cen-

tre graphs show distributions of MC overlaid with data for posi-

tively charged and negatively charged pions. The right-hand dis-
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tion shows the ratio of data and MC efficiencies. The polar angle

for each track, θ, had to lie within the range indicated. . . . . . . . . 108
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5.6 These distributions show several properties of the reconstructed
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the data distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.8 The cc backgrounds for the signal and normalisation modes are

shown in (a) and (b). In each case, they have been broken down

into their various components. Here, X± and X0 represent sets of

charged and neutral hadrons. . . . . . . . . . . . . . . . . . . . . . . 118

5.9 Distributions with arrows that show the cut value positions for

three of the additional cuts: the number of charged tracks, NT , the

number of neutral clusters, NN , and the cosine of the raw polar an-

gle for both the signal mode muon candidate, Raw cos(θµ+), and
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additional cuts had been applied. . . . . . . . . . . . . . . . . . . . . 121
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three of the additional cuts: the cosine of the raw polar angle for
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malisation mode K0
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L
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the blue (solid) line represents the model, the dashed line shows

the background component of the model and the points represent

the total generic MC distribution. In (d), the σNsig
/Nsig values (ex-
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Abstract

A value for the decay constant of the D+ meson, fD+ , is obtained by measuring

the branching fraction BF (D+ → µ+ν) using 476 fb−1 of data collected by the

BABAR experiment at the SLAC National Accelerator Laboratory in the US. In or-

der to measure BF (D+ → µ+ν), the decay chain: D∗+ → D+π0, D+ → µ+ν is

reconstructed, where the four-momentum of the neutrino is estimated from the

missing energy and missing momentum of an event. The results obtained for

BF (D+ → µ+ν) and fD+ are:

BF (D+ → µ+ν) = (5.06± 0.74± 0.41) × 10−4

fD+ = (237± 18± 19) MeV

where, for each result, the first error is statistical and the second is systematic.
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Chapter 1

Introduction

This thesis presents work that was carried out by the author at the University of

Manchester in the UK and at the SLAC National Accelerator Laboratory (SLAC)

in the US. SLAC was home to the BABAR experiment, which ran from October

1999 to April 2008, and recorded more than 500 fb−1 of integrated luminosity. A

pair of storage rings, called PEP-II, brought electrons and positrons into collision

inside the BABAR detector at
√
s ≈ 10.58 GeV . The experiment was one of two

so-called B-factories, the other being the BELLE facility at KEK in Japan. The B-

factories were built primarily to produce BB̄ events in order to study Charge

Parity violation in the B meson system. However, the cross-sections for cc and

τ+τ− production were comparable to that of bb̄, and so large numbers of charm

mesons and tau leptons were also produced at BABAR.

The majority of the work documented in this thesis relates to the measure-

ment of the decay constant of the D+ meson, fD+ . To obtain a value for fD+ ,

the branching fraction for the decay D+ → µ+ν was measured using 476 fb−1 of

integrated luminosity.

The main motivation behind the analysis was to test a recent theoretical cal-

culation for fD+ , which was made using a Lattice QCD model. The same model

predicted a value for fD+
s

which is 2.4 standard deviations away from the current

Particle Data Group average. This deviation could be a sign that the model is

incorrect; however it could also be consequence of physics beyond The Standard

Model.
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A measurement of the branching fraction for D+ → µ+ν provides a sim-

ple and clean means of obtaining a value for fD+ . At present, the most pre-

cise experimental determination of fD+ comes from the only measurement of

BF (D+ → µ+ν) that is recognised by the Particle Data Group. Therefore, another

strong motivation behind the analysis is to obtain a second viable measurement

of BF (D+ → µ+ν).

To measure the branching fraction for D+ → µ+ν, the decay chain D∗+ →

D+π0, D+ → µ+ν was reconstructed, where the missing four-momentum of the

event was used to estimate the four-momentum of the neutrino. Signal events

were searched for using ∆M , which was defined as the mass difference of D∗+

and D+ candidates and peaked at around 140 MeV/c2 for signal events. In order

to measure BF (D+ → µ+ν), it was necessary to estimate the signal mode recon-

struction efficiency and to do this two strategies were initially adopted. The first

was to use a measurement of the inclusive D∗+ production cross-section, which

was carried out at CLEO at
√
s ≈ 10.6 GeV , as a basis for determining the abso-

lute number of D∗+ mesons produced at BABAR. The second method involved a

normalisation mode, D+ → π+K0
L, with the aim of obtaining a relative branch-

ing fraction, i.e. BF (D+ → µ+ν)/BF (D+ → π+K0
L). The first strategy was the

most straight forward, but the similar topology of the normalisation mode in

the second strategy meant that a number of systematic uncertainties associated

with candidate reconstruction would have canceled. Ultimately, the first method

was chosen to estimate the signal mode reconstruction efficiency because the fi-

nal distributions of ∆M for the normalisation mode indicated that there was a

large difference in the reconstruction efficiency for D+ → π+K0
L events between

data and Monte Carlo. This difference was attributed to poor simulation of K0
L

interactions with the BABAR detector.

The thesis is divided into 7 chapters. In chapter 2, the D+ meson decay con-

stant is discussed, the theoretical background is described and previous mea-

surements of BF (D+ → µ+ν) and fD+ are summarised. Chapter 3 describes the

subsystems of the BABAR detector in detail. Chapter 4 discusses event selection
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work that was carried out by the author as part of an analysis which measured

the decay constant of the D+
s meson. Apart from the overlapping experimen-

tal motivations (which are covered in chapter 2), chapter 4 may be regarded as

standalone. The event selection and candidate reconstruction procedure that was

performed as part of the fD+ measurement is covered in chapter 5. The fit proce-

dure that was used to obtain a final signal yield for the decay chain D∗+ → D+π0,

D+ → µ+ν is described in chapter 6, and final results are calculated. The conclu-

sions of the analysis are discussed in chapter 7.
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Chapter 2

The D+ Meson Decay Constant

2.1 Overview

The aim of the present analysis is to measure the decay constant of the D+ me-

son, fD+ , using the decayD+ → µ+ν. (Charge conjugation is implied throughout

this chapter, and subsequent chapters, unless otherwise stated.) Decay constants

parameterise the overlap of quark wavefunctions within mesons [1]. A measure-

ment of the branching fraction for the decay D+ → µ+ν provides a clean way of

obtaining a value for fD+ . Leptonic decays of other pseudoscalar mesons like π+,

K+, D+
s and B+ are also used as a means of finding their decay constants.

In the following sections of this chapter, the motivations behind the analysis

are given, and the decay constant is described. A brief description of the weak

interaction is given, and the dynamics of leptonic D+ meson decay are discussed.

The main motivations behind the analysis are reviewed in more detail, and pre-

vious experimental and theoretical measurements of fD+ are described.

2.2 Motivation

Currently, the charm sector provides the only viable means of accessing decay

constant information for heavy mesons. Leptonic decays of chargedB mesons are

yet to be measured in the B+ → e+ν and B+ → µ+ν channels, and the B+ → τ+ν

branching fraction measurement has a relative error of 28% [2]. Therefore, a
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precise determination of the charged B meson decay constant, fB+ , cannot be

made experimentally, and so theoretical predictions for fB+ must be relied upon.

Theoretical predictions must also be relied upon for the Bs meson, as purely lep-

tonic decay is virtually impossible due to the suppression of flavour changing

neutral currents in the standard model. The same models that predict the decay

constants for the B+ and Bs mesons can also be used to predict the decay con-

stants for charm mesons, like the D+ and the D+
s . The ability of these models

to make charm sector predictions is important, because such predictions may be

compared to the relatively precise experimental results that exist for the decay

constants of charm mesons. Thus, the degree to which a model’s B meson results

may be trusted can be inferred by comparing that model’s D meson results to

their corresponding experimental values.

The main motivation behind the present analysis is to test the validity of a

recent Lattice Quantum Chromodynamics (LQCD) calculation, which has been

used to find a value for fD+ . The same LQCD calculation has also been used

to determine a value for the decay constant for the D+
s meson, fD+

s
; however

its result does not agree with the current experimental average for fD+
s

. This

disagreement could be an indication of new physics. Secondary motivations for

the present analysis are discussed in sections 2.6, 2.7 and 2.8.

2.3 The Decay Constant

The decay constant of a pseudoscalar meson is a means of parameterising the

overlap of the quark wavefunctions within the meson. Some examples of pseu-

doscalar mesons are B+,D+
s ,D+,K+ and π+. The following description of the de-

cay constant is based on the example of leptonic pion decay given in references

[3] and [4].

The Feynman diagram for the fully leptonic decay, D+ → µ+ν, is shown in

figure 2.1. Using this diagram the amplitude for the process,M, can be found,
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W+

d̄

c

νµ

µ+

Figure 2.1: The annihilation diagram for the decay D+ → µ+νµ.

and is given in equation 2.1:

M =
g2
w

8(MW c)2

[
ūγµ(1− γ5)v

]
F µ (2.1)

Here, the term to the left of the square brackets involves the propagator term for

the W boson and the weak coupling constant, gw. It is the propagator term for

the W boson that introduces the factor: 1/(MW c)
2, where MW and c represent

the mass of the W boson and the speed of light. The term in square brackets

represents the leptonic current, where the spinor of the neutrino is represented

by ū, and the spinor of the muon is given by v. The terms γµ and γ5 represent

the Dirac matrices. The term to the right of the square brackets parameterises

the quark current. Naively, F µ would be interpreted as v̄γµ(1 − γ5)u, where v̄

and u would represent the spinors of the d̄ and c quarks. However, this assumes

that the quarks are free, rather than bound within the meson. The situation is

complicated by gluon interactions between the quarks within the meson [5], and

it is these strong interactions that the decay constant parameterizes.

Two assumptions lead to the usual interpretation of F µ. Firstly, F µ is assumed

to be a contravariant four-vector, so that it can contract with the covariant four-

vector, γµ, to makeM a Lorentz invariant quantity. Secondly, F µ must be related

to the four-momentum of the D+ meson. These assumptions lead to equation

2.2, where the appropriate CKM matrix element, Vcd, has been factored out of
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Figure 2.2: Feynman diagrams that show the vertices of charged weak interac-
tions involving quarks (a) and leptons (b).

fD+ , and the matrix element in full is given in 2.3:

F µ = VcdfD+pµ (2.2)

M =
g2
w

8(MW c)2

[
ūγµ(1− γ5)v

]
VcdfD+pµ (2.3)

Calculating the matrix element leads to the formula for the decay rate ofD+ →

µ+ν, Γ, which is given in equation 2.4 [2]:

Γ(D+ → µ+νµ) =
G2
F

8π
f 2
D+m2

µ+MD+

(
1−

m2
µ+

M2
D+

)2

|Vcd|2 (2.4)

Here, GF is the Fermi constant, mµ+ is the µ+ mass and MD+ is the D+ mass.

Equation 2.4 shows how a measurement of Γ(D+ → µ+νµ) can be used to obtain

fD+ , since the other quantities given, GF , Vcd, and the masses of the particles

involved, are all well known.

2.4 The Weak Interaction and the CKM Matrix

The decay D+ → µ+ν is the result of a charged weak interaction, mediated by a

virtual W boson. The W boson can couple to both quarks and leptons, as shown

in figure 2.2. Figure 2.2a shows how the W boson couples to two quarks, q1

and q̄2, which may belong to different quark generations. Figure 2.2b shows how

the W boson couples to a lepton, l, and a lepton anti-neutrino, ν̄l, that are always

of the same lepton generation. Put in terms of experimental observation, the

lepton number is always conserved by the weak interaction, while the numbers
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for strangeness, charm, beauty and truth are not.

To explain these cross-generational quark transitions, a matrix was proposed

by Cabibbo, Kobayashi and Maskawa (CKM) in 1973 [6]. The matrix, VCKM ,

operates on pure flavour eigenstates of the down-type quarks, d, s and b, as shown

in equation 2.5. (This is just a convention; the up-type quarks could have been

chosen instead.) After the operation, d → d′, where d′ is a linear combination of

d, s and b.


d′

s′

b′

 = VCKM


d

s

b

 =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb




d

s

b

 (2.5)

The current experimental values of the CKM matrix elements are given in

matrix 2.6 [7].


0.974259(18) 0.22543(77) 0.00354(+16

−14)

0.22529(77) 0.97342(+21
−19) 0.04128(+58

−129)

0.00858(+30
−34) 0.04054(+57

−129) 0.999141(+53
−24)

 (2.6)

It is clear from the values in 2.6 that transitions within the same quark genera-

tion are heavily favoured. In the case of the D+ meson, the c and d̄ quarks are not

of the same generation, and the decayD+ → µ+ν is said to be Cabibbo suppressed.

2.5 Dynamics of Leptonic D+ Decay

The leptonic decay rates of the D+ meson are subject to the effects of phase space

suppression, helicity suppression and Cabibbo suppression.

The effect of phase space suppression on leptonicD+ meson decay can be seen

in the term: (1 − m2
µ+/M

2
D+)2, of equation 2.4. The more massive the daughter

lepton, the more the phase space suppressed the decay rate is. In the case of the

tau, the phase space suppression term is close to zero, since the tau mass is close

to that of the D+ meson. However, for the muon and electron, the term is very

close to unity.
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Leptonic D+ decays are also helicity suppressed, which leads to the m2
µ+ term

in equation 2.4. Helicity suppression comes from the fact that the W boson cou-

ples to left-handed fermions and right handed anti-fermions, only. InD+ → µ+ν

decay, this means that in order to retain the initial, spin-0, angular momentum of

the D+ meson, the muon must be produced in its unfavoured helicity state. (For

a µ+ this means left-handed and for a µ− this means right-handed.) The helic-

ity suppression terms for the decays D+ → e+ν and D+ → µ+ν approach zero,

whereas the term forD+ → τ+ν decay is close to unity.

The effects of helicity suppression can be negated if a real photon is emitted by

the D+ meson [2]. This would leave a virtual (spin-1) D∗+ meson behind, which

could then decay in the following manner: D∗+ → µ+νµ. Now, both the µ+ and νµ

must have the same helicity in order to conserve the initial unit of spin that came

from the D∗+. The four lowest order real photon emission diagrams are shown

in figure 2.3. Diagram 2.3d is ignored since it is suppressed by (m2
c/m

2
W ), where

m2
c and m2

W are the masses of the charm quark and the W boson.

The contribution of real photon emission to the overall leptonic decay rate for

a pseudoscalar meson strongly depends on the pseudoscalar meson involved. In-

deed, the B+ → µ+νµγ decay rate is potentially larger than that of B+ → µ+νµ

[8, p332]. The B meson’s greater mass leads to a larger amount of helicity sup-

pression, which reduces the leptonic decay rate. This reduction allows the corre-

sponding photonic mode to compete with the non-photonic, even though it itself

is suppressed by α [9, p116]. For the present analysis the branching fraction for

D+ → µ+νµγ is expected to be around two orders of magnitude below the SM

expectation.

Using equation 2.4, the relative rates for D+ meson decay to each of the lep-

ton types are found to be: (τ : µ : e) ≈ (2.5 : 1 : 1 × 10−5). These relative values

are ultimately based upon the D+ meson mass and that of the lepton involved.

While the D+ → τ+ν channel does have the highest decay rate of the three lep-

tonic channels, it is also the most difficult channel to reconstruct as it contains a

tau lepton. The lifetime of the tau lepton is short and, unlike the muon and elec-
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Figure 2.3: Feynman diagrams showing the four kinds of tree-level photon emis-
sion in D+ → µ+νµγ decay [10].

tron, its presence must be inferred from its decay products. Tau decays involve at

least one neutrino, which would mean that eachD+ → τ+ν reconstruction would

contain a minimum of two neutrinos, making good quality signal candidate re-

construction difficult.

Cabibbo suppression has already been touched upon in section 2.4. Leptonic

D+ meson decay rates are an order of magnitude below the equivalent rates for

D+
s decay because of Cabibbo suppression (using equation 2.6: |Vcd/Vcs|2 ≈ 0.05).

The result of these competing physical effects, coupled with the logistical re-

quirements of reconstructing leptonic D+ decays at BABAR, led to the choice of

D+ → µ+ν as a means of determining fD+ .

2.6 Lattice QCD

Quantum Chromodynamics is a theory that attempts to explain the strong force

that governs the interactions between quarks and gluons. The strong interaction

is characterised by a coupling constant αs, which is a running coupling in the sense

that the value of αs is a function of the momentum transfer, q, between the parti-

cles involved in a scattering process. One possible definition of the relationship
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between αs and q is given in equation 2.7 [2]:

αs(q
2) =

1

b0ln(q2/Λ2)
(2.7)

Here, the b0 term is a number that depends on how many of the quark flavours

have a mass far below q, and the Λ term is a constant of integration. From equa-

tion 2.7, it is clear that as the value of q increases, the αs value decreases. This

feature of QCD is known as asymmtotic freedom. More generally, for scattering

processes with a high q, αs can be calculated using a perturbative expansion in

powers of 1/ln(q2/Λ2) [11]. However, for values of q that are close to the Λ scale

(which is of the order of a few hundred MeV ), the perturbative expansion ap-

proach breaks down, and an alternative way of calculating αs is needed. One

such alternative approach is to use LQCD, which has been used to study hadron

masses and matrix elements. In LQCD, space and time are represented by a reg-

ular lattice of points in a four-dimensional hypercube [12]. In the hypercube each

lattice point is a distance a away from each of the 8 nearest lattice points. Gluons

are represented by link variables that transport colour between lattice points, and

fermion fields are used to represent quarks at each lattice point.

Testing LQCD is important because it indirectly constrains the unitarity tri-

angle by predicting matrix element values in the B system. The present analysis

tests a LQCD calculation that predicts a value for the D+ meson decay constant

of fD+ = (207± 4) MeV [13]. This result has a 2% relative error, which is a factor

of four better than any previous experimental or theoretical value. The increase

in precision is due to a reduction in the error caused by discretising the action of

the charm quark on the lattice.

The prediction is in good agreement with the most recent experimental mea-

surement, fD+ = (205.8 ± 8.5 ± 2.5) MeV , which was carried out by CLEO-c

[5] and is discussed in greater detail in section 2.9.1. While the relative error

on this measurement is small at 4.3%, it is still twice the relative error on the

LQCD calculation. In the CLEO-c analysis, their branching fraction measure-

ment for the decay D+ → µ+ν was used in the calculation of fD+ . They found

36



Quantity LQCD based result Experimental result
fD+ (MeV ) 207± 4 205± 8.5± 2.5 [5]
fD+

s
(MeV ) 241± 3 257.5± 6.1 [2]

(fD+
s
/fD+) 1.164± 0.011 1.257± 0.068 [2], [5]

Vcs/Vcd 4.43± 4± 0.41 4.45± 0.38 [2]
MD+ (MeV/c2) 1868± 7 1869.5± 0.4 [2]

Table 2.1: A comparison of the LCQD results [13] to the corresponding experi-
mental values. The quantities and errors are described in the text.

B(D+ → µ+ν) = (3.82±0.32±0.09)×10−4, which is currently the only high preci-

sion B(D+ → µ+ν) measurement, and as a result, it is the only one recognised by

the PDG. The branching fraction has been corrected by 1% to allow for the µ+νµγ

final state, which is discussed in section 2.5. One of the main goals of the present

analysis is to provide a second viableD+ → µ+ν measurement that has a relative

error which is at least comparable to that of the CLEO-c result.

Table 2.1 summarizes the LQCD results that are relevant to this analysis and

compares them to current experimental values [2]. Here, fD+
s

and fD+ represent

the decay constants of the D+
s and D+ mesons, Vcs and Vcd are the CKM matrix

elements, and the mass of the D+ meson is MD+ . In the LQCD column, the errors

for all values except (Vcs/Vcd) combine both theoretical and statistical uncertain-

ties. The errors on the ratio (Vcs/Vcd) are theoretical and experimental, and come

from combining theoretical input - i.e. the calculated fD+
s

and (fD+
s
/fD+) values -

with experimental results from CLEO-c [14]. In the experimental results column,

the errors for the D+ meson decay constant are statistical followed by system-

atic, while those for (fD+
s
/fD+) and the ratio of CKM matrix elements have been

combined in quadrature. The fD+
s

and MD+ experimental errors were taken from

PDG averages.

2.7 Possible New Physics

The search for new physics is another motivation for the present analysis. The

same LQCD calculation that was discussed in the previous section predicts a

value for the decay constant of the D+
s meson of fD+

s
= (241 ± 3) MeV [13],
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which is 2.4σ below the experimental average of fD+
s

= (257.5 ± 6.1) MeV [2].

(Note that in August 2010, updated results from this model were published, and

the new fD+
s

value was found to be fD+
s

= (248± 3) MeV [15].) This discrepancy

could be the result of new physics.

One explanation of the discrepancy is provided by the Minimal Supersym-

metric extension to the Standard Model (MSSM). In the MSSM, every standard

model (SM) boson is linked to a supersymmetric (SUSY) fermion partner and ev-

ery SM fermion is linked to a SUSY boson partner. The SUSY particles are thought

to be very heavy, as they are yet to be observed in the laboratory. In the MSSM,

the single SM Higgs doublet is replaced by two Higgs doublets, and the single

SM scalar Higgs particle is replaced by five Higgs particles [16]. The five MSSM

Higgs bosons comprise two that are charged, two that are neutral and even under

CP, and one that is neutral and odd under CP. There are several different kinds of

two-Higgs-Doublet model (2HDM), where the differences come from the allowed

couplings of each doublet to quarks and leptons.

A particular 2HDM, known as model II, does allow the value for fD+
s

to deviate

from its SM prediction [17]. In model-II, the up-type quark masses come from

one of the Higgs doublets, while both the charged lepton masses and down-type

quark masses come from the other Higgs doublet. In the model, the SM decay

rate forD+
s → µ+ν is multiplied by a factor, rs, which is given by equation 2.8:

rs =

[
1−m2

Ds
R2

(
ms

mc +ms

)]2

(2.8)

where R = tan β/mH+ , β represents the ratio of the two Higgs doublet vacuum

expectation values and mH± is the Higgs mass. In principle, the D+ → µ+ν

branching fraction would be modified in an analogous way by rd, but the effect

would be negligible because mc >> md and therefore the md/(mc +md) term

would be small. However, a measurement of the branching fraction ratio, Rµ,

where Rµ = B(D+
s → µ+ν)/B(D+ → µ+ν), could provide a more sensitive test of

the effects of a possible charged Higgs [17]. This is because the relative error on

the theoretical prediction for (fD+
s
/fD+) is less than that of either fD+

s
or fD+ [13].
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Under the assumption of ms/(mc + ms) = 0.08, a distribution of Rµ as a function

of R is shown in figure 2.4 for three different (fD+
s
/fD+) values.

Figure 2.4: The expected variation of Rµ with respect to R for three different
(fD+

s
/fD+) values [17].

Figure 2.4 shows that an R value of around 0.4 would correspond to an Rµ

value that was typically about 10% below the SM expectation. Such a decrease

would be evident in the D+
s decay rate. However, this is not consistent with

the current fD+
s

experimental average, which is 2.4σ above the LQCD prediction.

If the experimental average for fD+
s

is taken to be accurate, then there could be

several reasons as to why the measured value is higher, rather than lower, than

the LQCD prediction. For example, the LQCD calculation might not be correct, or

the proposed new physics introduced by the 2HDM might be either incorrect or

its effect too small. There could also be a different kind of new physics affecting

D+
s → µ+ν decays.

Reference [18] suggests several beyond the standard model (BSM) charged par-

ticles that could mediate the decay D+
s → µ+ν. The amplitudes for such BSM

processes would interfere with that of the SM process, and this would lead to a

change in the observed D+
s → µ+ν decay rate. The authors of [18] determined

that the discrepancy between theory and experiment was not due to radiative cor-

rections, finding the contribution of D+
s → µ+νγ to be ≈ 1 %, a value supported
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by reference [10]. Of the new particles suggested in [18], there are two that

could explain the disagreement between the theoretical and experimental fD+
s

values [18]. One possibility, consistent with other experimental observations, is

a charged Higgs with a mass below 0.5 TeV as part of a 2HDM in which one

doublet couples to the charged leptons and the u and c quarks, while the other

doublet couples to the d, s, b and t quarks. The other possibility is a leptoquark

with charge −1/3. Diagrams for each of these processes are shown in figure 2.5.

(+1)

s̄

c

νµ

µ+

(− 1
3 )

s̄

c

νµ

µ+

Figure 2.5: Feynman diagrams showing the possible contributions toD+
s → µ+ν

decay from new physics in the form of either a Higgs with charge +1 in (a) or a
leptoquark of charge −1

3
in (b) [18].

2.8 Lepton Universality

The idea behind lepton universality is that the weak coupling constant, gw, has

the same value for all leptons. Lepton universality has been verified in several

different ways [19]. For example, by comparing the nominal weak coupling

constants of the τ+ and the µ+, gτ and gµ, using the decay modes τ+ → e+νeν̄τ

and µ+ → e+νeν̄µ, the fraction gτ/gµ can be found using equation 2.9:

gτ
gµ

= B(τ+ → e+νeν̄τ )

(
mµ

mτ

)5(
τµ
ττ

)
(2.9)

Here, the masses of the τ+ and the µ+ are given by mτ and mµ, and their lifetimes

by ττ and τµ. Inserting the nominal particle masses and lifetimes, and using the

branching fraction for the decay τ+ → e+νeν̄τ of B(τ+ → e+νeν̄τ ) = 0.1785 [2],

leads to the answer: gτ/gµ = 1.001 ± 0.004. The weak coupling of the muon

has also be compared to that of the electron, ge, using the branching fractions for
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τ+ → µ+νµν̄τ and τ+ → e+νeν̄τ . The fraction, gµ/ge, was found to be consistent

with unity. Also, the values for the partial widths: Z0 → e+e−, Z0 → µ+µ− and

Z0 → τ+τ− are all found to be the same, within experimental errors.

In the context of the present analysis, a measurement of B(D+ → µ+νµ) could

be combined with a measurement ofB(D+ → τ+ντ ) in order to test lepton univer-

sality. Any deviation from the expected value for the ratio of branching fractions

given in equation 2.10 would violate lepton universality and be a sign of new

physics [20]:
B(D+ → µ+νν)

B(D+ → τ+ντ )
=
m2
µ(1−m2

µ/m
2
D)2

m2
τ (1−m2

τ/m
2
D)2

= 0.38 (2.10)

Here, mµ, mτ and mD are the µ+, τ+ and D+ masses.

2.9 Summary of Previous Analyses

Theoretical predictions for fD+ and the ratio (fD+
s
/fD+) are given in figures 2.6a

and 2.6b. The corresponding experimental values are also shown for comparison,

where the PDG experimental average was used to obtain a value for fD+
s

. In both

figures, the initial lattice value (i.e. the top entry in each plot) came from the

LQCD calculation that was discussed in section 2.6. The figures show how the

values for fD+ and (fD+
s
/fD+) that were calculated using this model compare to

the other theoretical calculations, and to the values obtained experimentally.

The most recent experimental measurements of the D+ → µ+ν decay rate

come from analyses performed by two experiments, CLEO [5] and BES [31].

Each of their analysis methods will now be briefly described, along with a sum-

mary of their results.

2.9.1 The CLEO-c Analysis

The CLEO-c detector is located at Cornell University in the United States, and

it records e+e− collision events that were created using the Cornell Electron-

positron Storage Ring (CESR). A large fraction of CLEO-c’s data has been

recorded at a centre-of-mass ( cm) energy equal to the mass of the ψ(3770) res-
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(a) (b)

Figure 2.6: Theoretical predictions for fD+ (a) and the ratio (fD+
s
/fD+) (b) from

various sources. The order of the references corresponds to the top-to-bottom or-
der of the points in both figures. The first lattice entry in each plot comes from
the LQCD result discussed in section 2.6 [13]. The results of other calculation
techniques (not discussed here) are shown for comparison; quenched lattice calcu-
lations are denoted QL, partially-quenched lattice calculations by PQL, and sum
rules by SR [21–30]. Experimental averages for fD+ and (fD+

s
/fD+) are also given

[2].

onance, which decays primarily to DD̄. The beam energies of CESR are identical,

and so the frame-of-reference of the centre-of-mass ( cm) system that is produced

in an e+e− collision is effectively the same as the laboratory frame-of-reference.

In the CLEO-c analysis, events were looked for in which a single muon candi-

date, consistent with aD+ → µ+ν decay, recoiled against a D− tag candidate. The

muon candidate had to have the opposite charge to the tag candidate. Candidate

signal events were tagged in accordance with six D− tag modes: K+π−π−(π0),

KSπ
−(π−π+), KSπ

−π0 and K+K−π−. The energy of each tag candidate had to lie

within a few tens of MeV of the nominal beam energy. The mass of each suitable

tag candidate was then constrained using equation 2.11:

mBC =

√√√√E2
beam −

(∑
i

pi

)2

(2.11)

Here, mBC is the beam-constrained mass, Ebeam is the beam energy and pi rep-

resents the momentum of the ith final state particle of the tag candidate. This

type of mass constraining procedure is analogous to the one used to constrain the
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masses of B candidates at BABAR. Using this method, rather than using the invari-

ant mass of the summed four-momenta of the tag candidate’s daughters, resulted

in an improved mass resolution for the tag candidate. This was because the beam

energy was known to high precision. In total, over 400, 000 tag candidates were

identified. Events that contained a KS candidate, which was not part of the tag,

or any additional charged tracks that had a point of origin which was close to the

nominal interaction point were rejected. Events were rejected if they contained

an isolated energy deposit, above 250 MeV , that looked like it came from a pho-

ton. They were also rejected if any neutral energy, which had not already been

associated with the tag, was present. The angle, θ, made between the direction

of the muon candidate and an axis parallel to the direction of the positron beam,

had to satisfy |cos(θ)| < 0.9. The signal variable used was missing-mass squared,

MM2, given by equation 2.12.

MM2 = (Ebeam − Eµ+)2 − (−pD− − pµ+)2 (2.12)

Here, pD− is the momentum of the tag D−, and the energy and momentum of

the signal candidate muon are given by Eµ+ and pµ+ . The MM2 distribution

for the signal candidates is shown in figure 2.7. The number of D+ → µ+ν

candidates was extracted from a fit to the MM2 distribution and the branching

fraction and D+ meson decay constant values were found to be B(D+ → µ+ν) =

(3.82± 0.32± 0.09)× 10−4 and fD+ = (205.8± 8.5± 2.5) MeV .

2.9.2 The BES Analysis

The Beijing Spectrometer (BES) is a detector housed at the Beijing Electron

Positron Collider (BEPC) in China. The storage ring of BEPC brings electrons and

positrons into collision within the BES detector. Like CESR, the beam energies of

BEPC are identical, meaning that the net momentum of the particles produced in

an e+e− collision is zero in the laboratory frame.

The BES analysis was performed at a cm energy equal to the mass of the
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Figure 2.7: The MM2 distribution for the signal candidates found in the CLEO-
c analysis [5]. The majority of the events in the small peak, centred around
0MeV/c2, were taken to be from signalD+ → µ+ν decays. The large peak, centred
around 0.25 MeV/c2, came from D+ → π+K0

L decays, where the KL had passed
straight through the detector. The smaller plot shows the same distribution over
a narrower mass range, and with a logarithmic y-axis.

ψ(3770) resonance (i.e.
√
s = 3.773 GeV ), and using 33 pb−1 of data, over

5000 D− tag candidates were found by reconstructing the following nine decay

modes: π+π−π−, K+π+π−π−π−, K+π−π−(π0), K0π−(π−π+), K0π−π0, K0K− and

K+K−π−. The polar angle of the D− tag candidate, θD, had to satisfy the condi-

tion |cos(θD)| < 0.8.

Like in the CLEO analysis, a single charged track that recoiled against the tag

D− was looked for. The track had to be consistent with a muon hypothesis and

have the opposite charge to that of the tag. The polar angle of the muon candi-

date, θµ, had to satisfy the condition |cos(θµ)| < 0.68. Candidates were vetoed if

they contained additional photons.

The key variable in this analysis was Umiss, the difference between the miss-

ing energy and missing momentum of the candidate. Like MM2 in the CLEO

analysis, Umiss also peaked at zero for signal events. Monte Carlo (MC) studies

led to two additional requirements for signal candidates. The momentum of the

muon candidate (in the lab frame), Pµ, had to lie in the range (0.785 < Pµ <

1.135) GeV/c. A window of ±3σi was also applied to the Umiss value of each sig-

nal candidate. Here, σi is the standard deviation of the Umiss distribution for the
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ith kind of tag candidate, which was found using dedicated MC samples.

Figure 2.8 shows a two-dimensional plot of muon candidate momentum

against Umiss that contains reconstructed signal candidates from data, and recon-

structed background candidates from MC. After subtracting the estimated back-

ground contribution, 2.67 ± 1.74 signal event candidates were found based on

their Umiss values and muon candidate momenta.

Figure 2.8: Data and MCD+ → µ+ν candidates for the BES analysis [31]. Signal
candidates from only two of the tag modes survived to this stage. Candidates that
came from the tag mode D− → K+π−π− are represented by black dots, and the
solid vertical lines indicate their allowed Umiss window. Candidates that came
from the tag mode D− → K+π−π−π0 are represented by stars, and the dashed
vertical lines indicate their allowed Umiss window. The two solid horizontal lines
show the muon candidate momentum cut. The squares and triangles represent
background events that came from a of MC sample, which was much larger than
the data sample used.

The BES analysis found the D+ → µ+ν branching fraction to be B(D+ →

µ+νµ) = (0.122+0.111
−0.053 ± 0.010) × 10−2, which translated into a D+ meson decay

constant of fD+ = (371+129
−119 ± 25) MeV , where in each case the first (asymmetric)

errors are statistical and the final error is systematic.
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Chapter 3

The BABAR Detector

3.1 Introduction

The BABAR detector was built primarily to investigate charge-parity (CP) violation

in neutral B meson decay. However, BABAR was also capable of precision studies

of the decay modes of other bottom mesons, charm mesons and τ leptons. The

detector was housed at the SLAC National Accelerator Laboratory in California.

Particle collisions were provided by the storage rings of PEP-II which, during

normal operation, circulated a 9.0 GeV electron beam clockwise and a 3.1 GeV

positron beam counter-clockwise. The asymmetric energies of the beams meant

that the centre-of-mass ( cm) system was Lorentz boosted in the lab frame. Table

3.1 shows typical production cross-sections for fermion pairs (ff̄ ) at BABAR [32].

Over 500fb−1 of integrated luminosity (L) was recorded during the lifetime of

BABAR. The total number of ff̄ events is given by the product σL. For example,

e+e− Cross-section, σ (nb)
bb̄ 1.05
cc̄ 1.30
ss̄ 0.35
uū 1.39
dd̄ 0.35
τ+τ− 0.94

Table 3.1: Typical production cross-sections for fermion pairs, in nanobarns, at
BABAR

.
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there were around 700 million cc̄ events. With typical ff̄ datasets of hundreds of

millions of events, branching ratios as low as ≈ 1 × 10−7 could, in principle, be

measured.

BABAR had to be able to make precise measurements of the position, momen-

tum and energy of the decay products of hadrons and leptons. These require-

ments dictated many of the design features of BABAR’s subsystems. The solid

angle of BABAR had to be as large as possible and the gaps and inactive regions

between the detector and the beam pipe had to be minimized. Photons with as

little energy as a few tens of MeV had to be detected with high efficiency. Effi-

cient detection of charged particles with momenta below ≈ 100 MeV/c was also

needed, as were accurate particle identification and low mis-identification rates.

Robust electronics components had to be able to cope with prolonged radiation

exposure, and reliable data acquisition systems, capable of high readout rates,

were essential.

The following sections of this chapter introduce the BABAR detector in more

detail. After an initial overview, BABAR’s electronics and computing support are

described, as are the PEP-II storage rings, the radiation monitoring systems and

the solenoid magnet. The major subsystems of the detector are then discussed

in detail, with emphasis on how they worked together to achieve high precision

measurements. Unless otherwise stated, all numerical values mentioned in the

following sections come from reference [33].

3.2 Detector Outline

Lateral and longitudinal cross-sections of the detector design are shown in fig-

ures 3.1 and 3.2. The interaction point (IP) was offset by 370 mm, along the

z-axis, in the laboratory frame. The shift was in the direction of the low energy

positron beam and ensured that the detector acceptance was as large as possible

for the moving cm frame. A 1.5 T superconducting solenoid effectively divided

the detector into inner and outer sections, where the inner detector held four of

the five BABAR subsystems. Closest to the beam line was the silicon vertex tracker
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(SVT), then came the drift chamber (DCH) and the detector of internally radiated

Cerenkov light (DIRC). Finally, the electromagnetic calorimeter (EMC) completed

the inner detector. The remaining subsystem, located in the outer layer was the

integrated flux return (IFR).

Relative to the beam line, the angular coverage began at 0.35 rad from the for-

ward direction and ended at (0.4 rad) from the backward direction. The magnets

near to the IP (B1 and Q1 on figure 3.2) limited the possible angular coverage of

the detector.

Figure 3.1: Lateral cross-section schematic of the BABAR detector, showing the
various subsystems [33].

3.2.1 Computing, Data Acquisition, Trigger and Electronics

The trigger and data acquisition (DAQ) systems of BABAR formed only part of a

larger electronics and computing infrastructure. A brief overview of these sys-

tems, and how they were connected to one another, is given below.

Electronics

Common to all of the BABAR subsystems, the front-end-electronics (FEE) layout is

shown in figure 3.3. Attached to the detector itself, the FEE were connected to
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Figure 3.2: Longitudinal cross-section schematic of BABAR . All dimension are in
millimeters [33].

their respective subsystems via short cables. After amplification and digitization,

the signal was sent to the level 1 trigger where it was held in a buffer pending

a level 1 trigger accept, before being passed to the event buffer, which was later

read by the DAQ system.

Figure 3.3: Schematic of the front-end-electronics components. Analogue signals
entered from the left and, if after digitization they satisfied the L1 trigger, they
were stored in the event buffer [33].

Triggers

The two main triggers of BABAR were the level 1 (L1) and the level 3 (L3). The

L1 trigger used information from the DCH, EMC and DIRC and was designed to

remove beam backgrounds and assess crude detector input. The event rate after

L1 was below 2 kHz. After an event collision, the L1 buffer had a 12 µs timing
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window, before passing accepted events on to the L3 trigger. The event rate for

L3 selection and storage was around an order of magnitude below that of L1 due

to processing capabilities and the disk space available.

Computing and the DAQ System

The processing of raw data through the DAQ and on-line computing systems is

shown in figure 3.4. There were several elements to the DAQ computing hard-

ware; as well as a farm of Unix machines, there was an Ethernet network, VME

crates, read-out modules (ROMs) and a fast control and timing system (FCTS)

that controlled the flow of data. Fibre optic cables allowed the ROMs and the

FEE to communicate with each other.

Figure 3.4: Flow chart showing the flow of data from the detector to the tempo-
rary event store [33].

On-line software and processing

With the aim of minimizing the dead time, the on-line data flow (ODF) software

was responsible for coordinating the DAQ throughput. ODF output was passed

on to on-line event processing (OEP) and after some quality assurance tests and

applying the L3 trigger software, the OEP wrote the output to temporary storage.

Events written by the OEP underwent a complete reconstruction as part of the

on-line prompt reconstruction OPR. As well as performing ‘rolling’ calibrations (i.e.

calibrations were performed, and their results were applied to the next set of

recorded data), OPR also selected physics events. The OPR output was written

to the event store, where it was ready for use in physics analyses.
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On-line run control (ORC) provided the user with a simple interface to control

the detector, and on-line detector control (ODC) monitored the detector environ-

ment and electronics.

3.2.2 PEP-II

PEP-II provided the collisions for BABAR by producing a centre of mass energy

equal to the mass of the Υ (4S) resonance (10.58 GeV ) using a 9.0 GeV electron

beam that collided head-on with a 3.1 GeV positron beam. To estimate the con-

tinuum contribution below the Υ (4S) peak, around 10% of data was recorded at

an energy 40 MeV below the resonance energy.

Overview

Bunch crossings occurred every few nanoseconds in PEP-II or, alternatively, there

were roughly four bunches every five metres. The number of bunches used, com-

bined with the high beam currents, produced the high instantaneous luminosity

needed.

Beam separation after a crossing was achieved using a series of dipole and

quadrupole magnets, a schematic for which is shown in figure 3.5. Post-collision,

the beams were horizontally parted by the B1 dipoles, then the Q1 quadrupoles

focussed the low energy beam in the vertical plane and defocussed it in the hori-

zontal plane. Further focussing of the beams was achieved using the magnets Q2,

Q4 and Q5. A deliberate 20 mrad offset of the beam line from the z-axis helped to

mitigate the effect of the solenoid on the beams.

The beam pipe containing the IR had two layers, between which water was

used as a coolant. At the outer radius, the beam pipe diameter (55.8 mm) con-

tributed just over one radiation length to a particle traveling along a radial trajec-

tory from the IP.
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Figure 3.5: A drawing of the magnet arrangement near the IR. Note the relative
scales on the horizontal and vertical axes [34]

PEP-II beam parameters

As well as the beam energies and the instantaneous luminosity, the size, position

and angle of the beam-spot were monitored. Simple QED events (e+e− → e+e− or

e+e− → µ+µ−) were used to determine the absolute beam luminosity and direc-

tion. The mean frequency deviations of the accelerating electric fields from their

nominal values and the total bending strength of the magnets were used to find

the beam energies.

Beam backgrounds

There were two main sources of beam background, with the worst being beam-

beam interactions. Here, electrons and/or positrons interacted with detector

material after having undergone Bhabha scattering, resulting in unwanted elec-

tromagnetic showers which were especially problematic for the DIRC. The next

largest background came from the beam scattering off what few gas particles re-

mained in the beam pipe, causing coulomb scattering and bremsstrahlung. This

background was present in all subsystems and was especially damaging to the

SVT.

Beam backgrounds effectively reduced the lifetime of the experiment by dam-
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aging the detector subsystems and their FEE. DAQ efficiency was affected by

spikes in background that overloaded the bandwidth of the system.

3.2.3 The Solenoid Magnet and Steel Flux Return

The 1.5 T magnetic field provided by the solenoid magnet was augmented by

an 870 tonne steel flux return. The magnetic field was important for measuring

charged particle momenta, while the flux return aided the identification of muons

and also some types of hadron.

The magnetic field produced by the solenoid created potential problems for

the flux return. The end door sections of the flux return had to be able to cope

with the mechanical stresses produced by the magnetic field. The lack of symme-

try between the flux return’s forward and backward ends was another source of

magnetic stress.

3.3 The Silicon Vertex Tracker

3.3.1 Introduction

The SVT was the innermost layer of the BABAR detector and worked alongside the

DCH to measure particle momenta and angles. The decay vertices of B mesons,

D mesons, and τ leptons were all located close to the IR, which made pairs of

vertices difficult to separate. The decays of such particles commonly involved

hadrons that were unstable, like the J/ψ, the λ and the ρ. These daughter particles

introduced another set of vertices that needed to be resolved.

One of the main goals of the SVT, DCH and DIRC subsystems was to make

precise position measurements of decay vertices. In order to make such measure-

ments, high quality reconstructions of the trajectories of the particles involved

were required. As the particles traversed the detector, their trajectories were af-

fected by multiple scattering. To minimise the amount of multiple scattering, the

SVT, DCH and DIRC subsystems were situated as near to the beam-line as possi-

ble.
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DCH measurements were more important for low momentum particles, al-

though those tracks with very low momentum (below ≈ 120 MeV/c) did not

reach the DCH, and so only SVT information was available. A good example of

this is the slow pion, π+
s , coming from the excited D∗+ decay: D∗+ → D0π+

s .

3.3.2 Design

Precision vertex-fitting was a major design consideration for the SVT. The mea-

surement of quantities like the time dependent CP asymmetry present in B de-

cays, required a resolution in z of better than around 90 µm [35], while in the

x− y plane, a resolution of the order 100 µm was needed to resolve a pair of ver-

tices. To achieve such high precision measurements, the SVT had to be as close to

the PEP-II interaction region (IR) as possible, meaning that it had to be radiation

hard to survive for the duration of the experiment. Robust components were also

needed to ensure reliability, because during normal running conditions, the SVT

was not accessible.

To satisfy the above requirements, an SVT consisting of five layers of double-

sided silicon strip detectors was chosen.

3.3.3 Layout

The three inner SVT layers were made up of 6 silicon strip modules each, and

the fourth and fifth layers consisted of 16 and 18 modules respectively. While the

strips on one side of each layer were aligned along the beam axis, those on the

opposite side were at 90◦ to it, allowing both z and φ in cylindrical co-ordinates

to be measured. Complete φ angular coverage was achieved by allowing the

modules to overlap slightly. Figures 3.6 and 3.7 show longitudinal and lateral

cross-sections of the SVT.

The layers were labeled 1 to 5, with layer 1 being the innermost. Layers 1

to 3 ran parallel to the beam line while layers 4 and 5 were angled at the edges,

meaning that the same angular coverage could be achieved using less silicon.

For electronics readout, each module was divided in two, with half of the

54



Figure 3.6: Longitudinal cross-section of the SVT. The relative position of the SVT,
the support cones (described in the text) and the IP can be seen [33].

Figure 3.7: Lateral cross-section of the SVT showing the position of each of the
five layers in relation to the beam pipe [33].

readings going to each end of the SVT. The readout electronics and associated

data cables can be seen toward the edges of the photograph of the SVT shown

in figure 3.8. By locating the electronics at the ends of the SVT, the amount of

material inside the active region of the detector was kept to a minimum.

The SVT was held in place by forward and backward support cones (see figure

3.6) and the dipoles of the B1 magnets located within the support cones defined

an axis upon which the SVT was aligned. The SVT was housed inside a support

tube that ran the length of the detector and was connected to the PEP-II support

structure in order to maintain the SVT’s relative position with respect to the IR.

Overall, the active area of the SVT was about 1 m2 and the acceptance in solid
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Figure 3.8: A Photo of the assembled SVT. The outer layer of silicon strips can be
seen, as can some of the associated readout electronics [33].

angle of the cm frame was 90%. The SVT’s polar angle coverage began at 20◦

from the beam axis in the forward region, and extended to 150◦.

3.3.4 Components

The four main components of the SVT were the silicon strip sensors, fanout cir-

cuits, the FEE and the data transmission system. The sensors of the SVT were

made from double sided silicon. Each sensor consisted of a central n-type sub-

strate that was sandwiched between two strips, one p-type and the other n-type.

The depletion voltage for a strip was typically around 30 V and to make the strips

radiation hard, resistors were added to both sides. The fanout circuits linked the

silicon strips to the FEE and were designed to have a low capacitance and resis-

tance.

3.3.5 Monitoring, Calibration and Alignment

The SVT required constant monitoring of environmental conditions (i.e. temper-

ature and humidity) and radiation damage. The position of the SVT with respect

to the B1 magnets was monitored as was that of the support tube to the DCH.
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Clean e+e− → e+e− and e+e− → µ+µ− events were used to obtain a mean IP po-

sition, which provided a reference point to track relative movements of the SVT.

During downtime (when no beams were circulating in PEP-II), the channels of

the SVT were calibrated using test pulses from a set of capacitors. The calibration

involved measuring the gain settings and electronic noise for each channel, it also

provided a means of finding defective channels.

There were two types of SVT alignment, one global and one local. Local align-

ment of the SVT’s sensors was performed first, using mainly cosmic rays and

e+e− → µ+µ− events. Hits from tracks were combined with optical survey data

(taken during the assembly of the SVT) to calculate the local position of the sen-

sors. After local alignment, the SVT was considered to be a rigid object.

The DCH provided the co-ordinate system for global alignment where the rel-

ative position of the SVT was updated run-by-run (i.e. every few hours). Suitable

tracks were fitted twice; once using only SVT information and once using only

DCH information. The relative position and orientation of the SVT within the

DCH could then be determined by minimizing the corresponding SVT and DCH

parameters. After the alignment parameters for a given run were determined,

they could be used as part of the track reconstruction in the following run. Figure

3.9 (a) shows how the relative vertical position of the SVT changed over several

hundred days, and figure 3.9 (b) shows the change over a ten day period. Dis-

continuities in 3.9 (a) were the result of detector access and maintenance. The

need for frequent global calibrations, due to day/night temperature fluctuations

is apparent.

3.3.6 Analysis of Data and Performance

Using hit information gathered from several strips, space points indicating track

trajectories could be inferred. The typical hit occupancy of the three inner (two

outer) layers of the SVT, during a 1 µswindow was about 3 % (1 %), although this

depended upon the number of beam-induced background tracks.

Reconstruction began with the removal of any channels that were out-of-time
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Figure 3.9: The SVT’s vertical position shown for a year (a) and over a 10 day
period (b) [33].

in accordance with a predefined timing window that was centred on the event

time. A cluster-finding algorithm then acted upon the remaining hits, forming

clusters by grouping strips containing similar hit times with each other.

Figure 3.10 [33, p42] shows the hit reconstruction efficiency, as a function of

half-module number, which was usually greater than 95 %. Figure 3.11 [33, p43]

shows the hit resolution, in µm, of the SVT layers as a function of the track entry

angle made with respect to the z-axis (a) and φ (b). The hit resolution was the

distance between the hit location and the point at which the track broke the plane

of the sensor.

The measured pulse height of a hit in the SVT was converted into an energy

loss measurement, i.e. a dE/dx value. Each SVT layer could make a maximum of

ten dE/dx measurements for a track. Using dE/dx measurements, a 2σ separa-

tion of kaon tracks from those of pions could be achieved up to a momentum of

500 MeV/c, with a similar quality of separation between kaons and protons for

tracks above 1 GeV/c.
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Figure 3.10: Efficiency for reconstructing e+e− → µ+µ− events in the forward (a)
and backward (b) half-modules of each SVT layer [33].

3.4 Drift Chamber

3.4.1 Overview

The DCH partnered the SVT in charged particle tracking and was designed to

measure angles and momenta with high precision, and in the presence of high

beam backgrounds. The DCH was frequently the only source of information for

the decay of certain types of particle. A prime example was that of K0
S decay, as

a K0
S could travel beyond the layers of the SVT before decaying. A key aspect of

the DCH was its ability to differentiate kaon tracks from those of pions. Through

measuring the ionization energy loss of a track, the DCH provided K/π separa-

tion up to 700 MeV/c with 7 % resolution. Figure 3.12 shows a schematic of the

DCH longitudinal cross-section. The IP was located towards the backward end of

the detector in order to reduce the number of particles lost down the beam pipe

due to the forward Lorentz boost. The angles, 17.2◦ and 27.4◦, show the respective

forward and backward limits for which a particle would have passed through at

least half of the layers of the DCH [33, p44].
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Figure 3.11: The SVT’s hit resolution as a function of the entry angle of the track
in (a), the z-direction and in (b), the φ angle [33].

Figure 3.12: Longitudinal cross-section of the DCH showing its position relative
to the beam line and the IP [33]. All dimensions are in millimeters.

3.4.2 Design and Assembly

The DCH was cylindrical, approximately 3 m long, over 1.5 m in diameter and

comprised 40 concentric layers of cells. Each cell contained several wires and

was capable of making both a hit and an ionization energy loss measurement for

a track. As well as radial and angular measurements, longitudinal measurements

were also possible because over half of the wires were set at an angle to the beam

line.

To reduce the amount of multiple scattering, low mass aluminium field wires

were used, and a gas mixture of 80% helium, 20% isobutane resulted in a rela-

tively large radiation length. The inner and outer walls of the DCH were as low

in mass as possible, which helped to reduce track matching ambiguities across
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the SVT/DCH and DCH/DIRC boundaries. The power supplies and readout

electronics of the DCH were placed on its backward end-plate to further reduce

unnecessary material between subsystem layers.

3.4.3 The Cells

The 7104 cells of the DCH were divided into layers, with four layers forming

a super-layer and ten super-layers in total. Within each super-layer, every cell

wire was aligned the same way. Figure 3.13 shows the cell arrangement for the

first four super-layers. The first and fourth super-layers were axial A, while the

second and third super-layers, U and V, formed a pair of stereo layers. Thus, the

ten super-layers were arranged in the following manner; AUVAUVAUVA.

Figure 3.13: The typical DCH cell arrangement for the first four super-layers [33].
The Stereo numbers down the right hand side show the angle made between the
sense wire of the cell and the beam axis.

The hexagonal cell structure can be seen in figure 3.13, where the short and

long axes of the cell were approximately 12 mm and 19 mm respectively. At
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the centre of the cell was a positive voltage sense wire that was operated at

≈ 2 kV . It was made from high resistivity tungsten-rhenium and surrounded by

six grounded aluminium field wires that formed the hexagonal shape.The overall

avalanche gain of the cell was around 5× 104.

The super-layers were bounded by additional ‘guard’ wires (see figure 3.13)

that were used to help keep the gain constant for those cells near to the edges of

the super-layers. Two ‘clearing’ wires were also present for every cell of the first

and last DCH boundaries to collect the charges produced by photon conversions

that were more frequent at the layer boundaries due to the increase in material.

3.4.4 Electronics

The DCH electronics measured two signal attributes, the accumulated avalanche

charge and the drift time. For a typical charged particle traversing 1 cm of the

DCH, around 22 primary 44 secondary ionizations occurred. Using the signal

timing, the primary ionization position was deduced with a mean cell resolution

of ≈ 140 µm.

The electronics front-end assembly (FEA) readout components were attached

to the backward endplate inside compact readout modules. Water-carrying brass

bars radially segmented the DCH sections and provided both cooling to the FEAs

and structural support.

The front-end assemblies (FEAs) contained a number of amplifier/digitizer

boards (ADBs) that catered for the cell channels within each superlayer and

passed signals to the readout modules. Within the ADBs were amplifier ICs that

processed incoming signals to find drift time and energy loss information. After

digitization these signals were held in a latency buffer, pending a decision from

the L1 trigger.

3.4.5 Monitoring and the Gas System

A calibration of the FEE to find constants and scaling factors for each of the DCH

channels was carried out every 24 hours. Cell wire voltages and currents were
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monitored, and the radiation dose experienced by the DCH was recorded, as

were readings for humidity and temperature.

The DCH was filled with a gas mixture of four parts helium to one part isobu-

tane that was held at around 4 mbar over-pressure inside the DCH’s 5.2 m3 vol-

ume. The mixture was recirculated constantly and the flow rate, temperature and

pressure of the mixture were monitored, as was its gain.

3.4.6 Performance

Clean leptonic events allowed the relationship between drift distance and drift

time to be measured. The relationship between drift distance and position reso-

lution for a single layer can be seen in figure 3.14.

Figure 3.14: The DCH position resolution as a function of distance from the sense
wire [33].

The level of ionization energy loss could be inferred from the amount of

charge collected by cells over a given time period. Figure 3.15 shows the energy

loss curve as a function of momentum for various particles.
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Figure 3.15: Energy loss curves for different types of particle interacting with the
DCH; dE/dx as a function of momentum [33].

3.5 Charged Particle Tracking

3.5.1 Reconstruction of Charged Particles

The tracks of charged particles were reconstructed using both the SVT and the

DCH and parameterized using five variables; d0, z0, φ0, ω and tanλ. Taken in the

x-y plane and along the z-axis, respectively, d0 and z0 were the distances from the

nominal point of origin (x = 0, y = 0, z = 0). The angle, φ0, was the azimuthal an-

gle, and the angle made between the track and the transverse plane was λ, which

was also known as the ‘dip-angle’. The track’s curvature, ω, was proportional to

the reciprocal of its transverse momentum. Tracks were initially parameterized

using DCH measurements to define a trajectory. To obtain the final parameter

values, this trajectory was extended into the SVT region where consistent SVT

hits were added and a complete fit was performed using both SVT and DCH

information.

3.5.2 Track Detection Efficiency

The detection efficiency of the DCH was given by the fraction of tracks detected

by the DCH that were first detected in the SVT (provided that the DCH accep-

64



tance requirements were satisfied). The results of a typical efficiency study, per-

formed using hadronic decays, are given in figure 3.16, where the drop in ef-

ficiency at a polar angle of π/2 illustrates the effect of lowering the sense wire

voltage from the design value. While the DCH detection efficiency tailed off for

transverse momenta below ≈ 500 MeV/c, as can be seen in figure 3.17, the SVT

maintained a high efficiency down to around 50 MeV/c.

Figure 3.16: Charged particle tracking efficiency as a function of momentum (a)
and angle (b) [33].

3.5.3 Resolution on Track Parameters

The resolution on each of the track parameters was obtained using hits from

tracks produced by cosmic rays that passed through both the DCH and SVT. The

hits were divided into two groups. Those in the top half of the detector were fitted

as one track, while those in the bottom half of the detector were fitted as a differ-

ent track. Parameter resolutions were obtained from the difference between each

set of the track’s parameters. For a given track (with momentum greater than

3 GeV/c), the resolutions of four of the five track parameters were as follows;
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Figure 3.17: Number of tracks (a) and detection efficiency (b) as functions of trans-
verse momentum [33].

- σd0 = 23 µm

- σφ0 = 0.43 mrad

- σz0 = 29 µm

- σtanλ = 0.53× 10−4 µm

The resolution of the fifth parameter, ω, is related the the transverse momentum

resolution, σpt and shown in figure 3.18.

Figure 3.18: Transverse momentum resolution of the tracking system as a func-
tion of transverse momentum [33].
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3.6 The DIRC

3.6.1 Overview

Figure 3.19 illustrates how the DIRC operated. It shows the passage of Cerenkov

light from a charged track that has passed through the detector. Cerenkov pho-

tons were radiated from rectangular bars made of synthetic fused silica that had

a high refractive index, a long attenuation length and were radiation hard. To-

tal internal reflection ensured that radiated light stayed within the bar and any

photons that moved towards the forward end were reflected off a mirror, back to-

wards the instrumented end of the DIRC (i.e. the right hand side of figure 3.19).

Figure 3.19: The DIRC System [33].

The nature of the initial light cone that was produced in the bar by the

track was preserved until the photons were detected using photomultiplier tubes

(PMTs) that were located toward the backward end of the detector. To repre-

sent the photon’s trajectory, a vector was taken from the centre of the end of

the bar to the centre of the PMT. Using this vector, along with SVT and DCH

information about the original track the Cerenkov angle, θC , was found. The

Cerenkov angle could then be used to find the speed of the charged track via the

relation cos(θC) = 1/nβ, where n and β represent the refractive index of the sil-

ica bar and the speed of the particle relative to the speed of light. By combining
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the hit location on the PMT surface with timing information, the DIRC became

a three-dimensional detector that was able to discriminate against out of time

background events.

3.6.2 Design

The DIRC barrel consisted of 12 segments, with each segment containing a bar

box that held 12 fused silica bars. Figure 3.20 shows a diagram of a bar box.

Housed in an aluminium skin, the 12 bars were capped at the forward end by a

mirror, while at the backward end the bars were covered by a reflective wedge

and a window. The reflective wedge was used to angle any light that was close

to perpendicular to the beam axis towards the PMTs and the fused silica window

provided a sealed interface to the ‘Standoff Box’ (SOB).

Figure 3.20: DIRC bar box components [33].

The SOB was filled with 6000 l of water, and housed the PMTs. De-ionized

and purified, the water within the SOB helped to mitigate the attenuation of light

down to wavelengths of ≈300 nm. Water was chosen due to its similar refractive

index to the fused silica, which maximized the light transmission from the bar

box window. The SOB, and the rest of the DIRC geometry, can be seen in figure

3.21.

There were 10752 PMTs in the SOB, divided equally between the 12 sectors.
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Figure 3.21: The DIRC Standoff box (left) in relation to other DIRC components,
as well as the DCH (right) [33]. All dimensions are in millimeters.

The catchment area of each PMT was increased by using a reflective cone that

was mounted upon it, which resulted in ≈ 90 % coverage of the active surface

area.

3.6.3 Electronics, Calibration and Monitoring

The arrival time of a Cerenkov photon at a PMT was recorded by the FEE of the

DIRC. The PMT timing had an intrinsic precision of ≈ 1.5 ns, which limited the

timing resolution. Amplified DIRC signals were sent via fiber-optics to ROMs

where they were analyzed using a feature extraction algorithm.

Calibration of the PMT response time and other delays due to the electron-

ics was carried out using two different calibration methods, although they both

produced similar results. In the first method, each of the 12 sectors was sub-

jected to 1 ns long pulses of light from an LED light pulser. Using tens of thou-

sands of pulses, the resolution on the time delay of each PMT was measured and

the analogue-to-digital conversion (ADC) output from the pulses was also used

to measure the gain of each PMT. For the second method, each PMT recorded
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≈ 100, 000 actual events whose readings were used to find ∆tγ , where ∆tγ repre-

sented how far the measured photon hit time was from a nominal value.

3.6.4 Performance and Candidate Reconstruction

DIRC measurements for a typical di-muon event are shown in figure 3.22, where

the right-hand image shows the reduction of background photons as the size of

the trigger window is reduced from 300 ns to 8 ns. Cerenkov photons from typical

tracks arrived inside a window of ≈ 50 ns.

Figure 3.22: Images of the DIRC event display for a typical di-muon event [33].
The same event is shown in each picture, however the right-hand side display
was obtained using a narrower timing window.

The passage of the photon, taken to be from the centre of the end of the bar

to the PMT that detected it, defined a vector. Using Snell’s law, the vector could

be extended back along the radiator bar, and ultimately used to find θC and the

azimuthal angle, φC , of the photon. As well as removing beam-background pho-

tons, the timing information of the DIRC was used to veto tracks that would

otherwise be consistent with photon hits. After suitable candidates were found,

they underwent a reconstruction algorithm in which each track was assigned a

likelihood of being either an electron, muon, pion, kaon or proton.

The track Cerenkov angular resolution, σθC , was found to be around

10.2 mrad, depending on both the number of Cerenkov photons detected, and

the resolution on the single photon Cerenkov angle.

For tracks with momenta up to around 3.5 GeV/c, an efficiency of ≈ 96% was
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achieved for kaon detection, while the probability of mis-identifying a pion as a

kaon was ≈ 2%.

3.7 The Electromagnetic Calorimeter

3.7.1 Overview

The EMC detected electrons and photons via the electromagnetic showers they

caused as they passed through the calorimeter. High resolution measurements of

both the energy and angle of the shower were required. In principle, energy and

angular resolutions of a few percent and several mrads were possible.

The energy range of the EMC spanned from ≈ 20 MeV to ≈ 9 GeV . The

low limit came from the need to detect low energy photons, either from neutral

particle decays or from other electromagnetic processes. The upper limit allowed

the detection of clean QED processes like e+e− → e+e−(γ) and e+e− → γγ, which

were useful in calibrating the EMC.

3.7.2 Design

Thalium doped, caesium iodide crystals (CsI(Tl)) were chosen to be the calorime-

ter material because they have a high light yield (50,000 photons / MeV) and

a small Molière radius (3.8 cm) and radiation length (1.85cm). It is possible to

empirically describe the energy resolution (σE/E) of an homogeneous crystal

calorimeter using equation 3.1 where E, the energy of a photon, and its RMS

error, σE , are both in GeV :
σE
E

=
a

4
√
E
⊕ b (3.1)

At low energy, the a term, which accounts for fluctuations in photon statistics

and electronics noise, dominates. At energies greater than ≈ 1GeV the b term

dominates. It contains information about light leakage from the crystal, inhomo-

geneous light collection and calibration uncertainty. Under ideal conditions both

a and b approached a few percent for BABAR.
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Another empirical formula, this time for the angular resolution of the EMC, is

given in equation 3.2:

σθ = σφ =
c√
E

+ d (3.2)

Here, σθ and σφ refer to the resolution in polar and azimuthal coordinates, E is in

GeV, and the lowest values of c and d were ≈ 3 mrad and ≈ 1 mrad.

3.7.3 Layout

The EMC was composed of two sections, a barrel and an endcap. The barrel had

5760 crystals, equally distributed over 48 rings and the endcap held 820 crystals

spread over 8 rings and together they gave, in the cm frame, a solid angle cover-

age of ≈ 90 %. Figure 3.23 shows a cross section of the crystal arrangement of the

EMC.

Figure 3.23: Longitudinal cross-section of the EMC’s 56 crystal rings (48 in the
barrel and 8 in the endcap) [33]. All dimensions are in millimeters.

3.7.4 Crystals and Photodiodes

The crystals were shaped in a way that guided light towards photodiodes that

were mounted on their rear surface. They were also reflective at their internal

surfaces in order to retain as much light as possible. Crystals were covered with

a Faraday shield in the form of aluminium foil and electrically isolated from the

EMC’s support structure by a layer of mylar.
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The photodiode and preamplifier setup is shown in figure 3.24. The two sili-

con photodiodes, shown in black, are visible at the rear of the crystal.

Photodiode output was amplified using a low-noise preamplifier before be-

ing processed by the rest of the readout electronics. Each assembly was designed

to allow the heat generated by its preamplifier to dissipate out through an alu-

minium frame to the support structure.

Figure 3.24: Crystal and electronics assembly [33].

3.7.5 Support structure

The barrel section of the external aluminium support structure that held modules

of crystals in place is shown in figure 3.25. The load of the support structure was

borne by four supports that were capable of flexing and bending as required in

order to dampen any movements caused by earthquakes.

Every crystal was held in place using a carbon-fibre-epoxy composite (CFC)

tube, meaning that the greatest force that a crystal could experience was that

of its own weight. This helped to minimize crystal deformations and maintain

the level of crystal performance. To minimize the amount of material in front

of the crystals, the crystal modules themselves were supported by rear-mounted
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aluminium frames called strongbacks.

Figure 3.25: A schematic of the barrel section of the EMC support structure [33].
The left-hand closeup shows a typical FEE crate and it’s associated boards. The
right-hand image shows how a module of crystals was mounted and the central
image is a schematic of the support structure itself.

3.7.6 Cooling system

It was important to keep the electronics and crystals of the EMC at a constant

temperature, as a relatively sudden change in temperature could have damaged

the glue that held the diodes to the crystals, and photodiode leakage was also

exponentially linked to temperature. Heat came primarily from the preampli-

fiers and the EMC electronics crates that were mounted on the ends of the bar-

rel support structure. Heat from the barrel and endcap preamplifiers was con-

ducted up through the strongbacks and cooled by pipes containing Fluorinert

(polychlorotrifluoro-ethylene). The FEE crates of the barrel were cooled by water,

while those of the endcap were again cooled by Fluorinert.

3.7.7 Electronics Readout and Calibration

After installation, it became impossible to access any crystals, photodiodes or

preamplifiers. Having two photodiodes for each crystal, each with its own

preamplifier, provided a means of redundancy. In general, the average of the
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two signals from the photodiodes was taken, but, if one diode failed, then the

other could be used as a standalone.

Figure 3.26 shows the relationship between the various EMC electronics com-

ponents. Preamplification of ×1 and ×32 was performed on signals that came

from the crystal, before a custom auto-range encoding (CARE) circuit, located on

the detector, further amplified the signal. This resulted in the following gains

for a given energy range; ×256 for 0.50 MeV , ×32 for 50 − 400 MeV , ×4 for

0.4− 3.2 GeV and ×1 for 3.2− 13.0 GeV .

Figure 3.26: Components of the readout electronics [33] .

The various gains were subject to non-linearities, some of which came from

cross-talk, where energy readings read by one amplification channel could induce

small false readings in adjacent channels. These readings were small, typically

less than around 1 % of that from the original channel.

To calibrate each EMC crystal, the measured pulse heights were converted

into equivalent shower energies, which were then associated with incoming par-

ticles. Using two measurements as reference points, one at each end of the EMC’s

nominal range, energy measurements could be calibrated. The low energy point

involved measuring the energy deposited in the calorimeter from photons pro-

duced in 16O∗ →16 Oγ decays, while at high energies Bhabha events were used.

3.7.8 Monitoring

The temperature of the EMC was maintained at ≈ 20oC, and nitrogen gas was

pumped throughout it to keep it dry. To monitor the effects of the radiation,

dosimeters were placed in front of some of the crystals in the barrel and endcap.

During operation, the endcap, and to a lesser extent the forward barrel, received
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a greater integrated luminosity, and a corresponding decrease in the crystal light

yield was observed.

3.7.9 Reconstruction and Performance

Electromagnetic showers were usually spread over a small group of crystals. Soft-

ware was used to identify different types of group depending upon the number

of energy maxima observed, and whether the incident particle had been charged

or neutral. If only one maximum was found in a group, the group was called a

cluster. On the other hand, if a group contained several maxima, it was called

a bump. Whether or not a cluster/bump was associated with a track was dic-

tated by the difference in position between the centre of the cluster/bump and

the point where the track met with the calorimeter. A cluster/bump was deemed

to have come from a neutral particle if there was no track that could be associated

with it.

The energy resolution, σE
E

, at 6.13 MeV (using the 16O∗ source) was 5.0±0.8%,

while at high energy (using Bhabha events) it was 1.9 ± 0.07%. More generally,

the energy resolution was given by equation 3.3:

σE
E

=
(2.32± 0.30)%

4
√
E(GeV )

⊕ (1.85± 0.12%) (3.3)

Measurement of the angular resolution was based upon the two-photon decay

of π0 and η particles. In mrad, the angular resolution as a function of energy was

given by equation 3.4:

σθ = σφ =

(
3.87± 0.07√
E(GeV )

+ 0.00± 0.04

)
(3.4)
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3.8 The Integrated Flux Return

3.8.1 Overview

Muon detection, needed for leptonic and semi-leptonic decays, and neutral

hadron detection, important when measuring exclusive meson decay modes,

were the goals of the Integrated Flux Return. To achieve these goals, the steel

flux return of the solenoid magnet was used to absorb neutral hadrons, and de-

tect muons. A prime example of a decay that could not have been measured

without the IFR is B0 → J/ΨKL, where the J/Ψ can decay into µ+µ−, and the

KL can travel for many metres before decaying. Like all of BABAR ’s subsystems,

a reasonable efficiency over large angles was important. Also, the nature of the

IFR construction made access difficult, so the components had to be reliable.

3.8.2 Resistive Plate Chambers

Muons and neutral hadrons interacted with the IFR, and were detected by resis-

tive plate chambers (RPCs) that were positioned between the layers of the IFR’s

barrel and end-door sections. Figure 3.27 shows a diagram of the sections of the

IFR. Of the 19 barrel and 18 endcap layers, the innermost nine layers were 2 cm

thick while the remaining layers were 10 cm thick, and between each layer there

was a 3.2 cm gap (3.5 cm for the layers of the inner barrel). There were also a

pair of cylindrical layers around the EMC to detect particles before they passed

through the superconducting coil.

The RPC design is shown in figure 3.28. A particle passing through an RPC

could ionize atoms in the gas layer that was bounded by two high resistance

bakelite sheets. This produced a stream of particles that, through capacitive cou-

pling, produced a signal in the readout strips. The strips (X and Y on figure 3.28)

provided two-dimensional measurements because they were orthogonal to one

another.
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Figure 3.27: The IFR barrel and endcap sections [33].

Figure 3.28: RPC schematic showing the gas layer, bakelite insulators and readout
strips [33]. The foam layers were used to help strengthen the structure.

3.8.3 Design of RPCs

The barrel, end door and cylindrical layers of the IFR held 342, 432 and 32 RPCs,

respectively. RPCs modules were joined to form a larger chambers, as required,

in order to meet a given layer geometry. In each barrel sector there were three

modules per layer, and to measure the z coordinate, each of these modules con-

tained 32 strips orientated at 90◦ to the z axis. Similarly, the azimuthal (or φ)

coordinate was measured using 96 strips aligned along the z direction. Three

pairs of RPC modules, equipped with both horizontal and vertical strips, made

up the chambers in each end-door half. The cylindrical RPC had an outer layer

containing orthogonal sets of readout strips to measure θ and z, while diagonal

readout strips u and v were used in an inner layer, set at an angle to the z-axis.
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A typical event resulted in signals from around 100 readout strips. The read-

out strips carried their signals to the IFR’s front-end cards (FECs), where they

were processed before being passed, via the FEE, to ROMs.

3.8.4 Efficiencies and Performance

Weekly cosmic ray muon data were taken to find the RPC efficiency. The resulting

RPC efficiencies from an early period of running are shown in figure 3.29. Most

modules were better than 90 % efficient, although there was clear evidence of a

degradation in performance with time for some of the modules. (The source of

this decrease in performance was never fully understood.)

Testing showed a relationship between the dark current of the RPCs and their

temperature. A 1◦C increase in temperature resulted in around a 14 − 20% rise

in the amount of dark current. A water cooling system was introduced in an

attempt to rectify this problem. After installation, the temperature throughout

the IFR was maintained between roughly 20◦C and 24◦C.

Figure 3.29: The efficiency levels of the RPC modules over a year [33, p88]. The
plots (a), (b) and (c) represent three categories of RPC; stable, unstable and very
unstable, respectively.
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3.8.5 Identification of Muons

The IFR worked with the other sub-systems to identify muons. Using the SVT

and DCH, a track was extended into the IFR region and, when passing through

the EMC, the track had to be consistent with a minimum ionising particle (MIP).

The effects of multiple scattering, energy loss due to ionization and the magnetic

field on the path of the particle were all taken into consideration. Hits within

the IFR were grouped into clusters, and those clusters that were consistent with

the extended track trajectory were deemed to have originated from the incident

particle.

A number of variables were used to differentiate muon clusters from those

of hadrons. One variable used was the distance from the IP to the last RPC as-

sociated with the track, which could be used to determine the number of inter-

action lengths for the track. Another variable used was the difference between

the number of interaction lengths that were expected and the number of inter-

action lengths that were observed. The expected number of interaction lengths

was found using the momentum and angle of the track, and assuming that the

track had been produced by a muon. A fit of the extrapolated trajectory to the

centroids of the clusters of the track produced a χ2 value that could also be used

as a variable.

The muon efficiency along with the pion fake-rate as functions of both mo-

mentum and angle can be seen in figure 3.30. (For the polar angle plot, the

momentum, p, of the particles involved lay in the range 1.5 < p < 3.0GeV/c.)

3.8.6 Detecting K0
L and Neutral Particles

Neutral particles, like K0
Ls, produced signatures in the IFR that could not be re-

lated to any charged track coming from the IR. By aggregating these signatures, a

composite cluster could be formed, and using the centroid of this cluster and the

vertex of the event, the flight path of the neutral particle was found. The angular

resolution on clusters coming from K0
L decay was estimated to be ≈ 60 mrad

using a sample of e+e− → φγ → K0
LK

0
Sγ events, where the missing momentum
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Figure 3.30: The muon detection efficiency and the pion fake-rate are shown as
functions of both momentum (a) and polar angle (b) [33].

of the event was used to define the K0
L.

Measurements could also be supplemented with the cylindrical RPC and

EMC information. Using the IFR with the EMC, around a 20 − 40% detection

efficiency was achieved for K0
Ls with momenta between 1 and 4 GeV/c.

3.8.7 Upgrade

The decrease in efficiency seen in figure 3.29 ultimately led to an upgrade to

the IFR barrel where the RPCs were replaced with limited streamer tubes (LSTs)

[36]. One LST cell consisted of an HV sense wire that was inside a gas-filled

tube, which was kept at a lower voltage. Groups of either 7 or 8 cells formed

the LST modules that replaced the RPCs. Cylindrical coordinates were recorded

for a particle that traversed the LST. The azimuthal angle, or φ coordinate, was

determined using the readout from the sense wires in the LST cells. The beam-

axis, or z coordinate, was found using readout strips that were mounted close to

the LST cells, and at right angles to them. The resulting improvement in muon
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(a) (b)

Figure 3.31: The effect of the IFR upgrade [36]. The plots show the changing
muon detection efficiency and pion rejection probability over different years of
detector operation. The momentum, p, of each particle had to satisfy (0.5 < p <
2.0) GeV in plot (a) and (2.0 < p < 4.0) GeV in plot (b). The improvement due to
the introduction of the LSTs is clear.

detection efficiency and pion rejection rates is shown in figure 3.31.

82



Chapter 4

Event Selection for an fD+
s

Measurement

4.1 Overview

This chapter documents work that was carried out by the author as part of an

analysis to obtain a value for the decay constant of the D+
s meson, fD+

s
, by mea-

suring the absolute branching fractions D+
s → l+ν, where l+ = e+, µ+ or τ+. The

motivation behind the analysis has already been described in chapter 2. This

chapter may be regarded as standalone; it is not related to the fD+ analysis, apart

from the fact that the motivations are similar.

The analysis strategy was based upon that of a previous BELLE analysis [37].

The basic method was to infer the presence of a D∗+ meson by reconstructing all

particles in an event, except those that came from the decay of the D∗+ itself. In

this way, an inclusive set of D∗+ meson candidates could be obtained.

The reconstruction procedure that was used to find a D∗+s candidate con-

sisted of four main stages. The first stage involved the identification of a charm-

flavoured tag within an event (the concept of a tag is discussed in section 4.4).

In the second stage, a group of fragmentation particles was created using parti-

cles which were not related to the tag. Note that for a typical event there were

many possible groups of fragmentation particles, which led to high candidate

multiplicities. The third stage involved forming a nominal D∗+s candidate, which
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decayed via D∗+s → D+
s γ, using the recoil four-momentum of the event. The

recoil four-momentum was defined from the four-momentum of all particles in

the event that were not associated with either the tag or fragmentation systems.

In the final stage, leptonic D+
s decays were reconstructed by finding a suitable

lepton candidate. The author was responsible for all aspects of the analysis that

related to tag reconstruction.

In the following sections of this chapter, the fD+
s

analysis method is described

in greater detail, followed by a discussion of the various stages of the tagging pro-

cess. The datasets used in the analysis are presented, and an initial level of data

processing, called skimming, is described. The various tag modes are then intro-

duced and discussed. Finally, the optimisation procedure that was performed on

the tag modes is described.

4.2 Analysis Strategy

The signal mode decay chain: D∗+s → D+
s γ, D+

s → l+ν, was not reconstructed ex-

plicitly. Instead, D∗+s candidates were inferred by first performing a partial event

reconstruction, and then assuming that the particles which had not been included

were from the decay of the D∗+s ; this was known as the whole event method. The

whole event method suffered from a lower signal efficiency than other methods

that reconstructed only part of the event. However, the advantage of using the

whole event method was that it resulted in an inclusive set of D+
s candidates.

This meant that the branching fraction for the signal mode could be measured

directly, without the need for a normalisation mode (like D+
s → φπ+ [38]).

Event reconstruction involved three steps; first a tag-side was created, then a

set of fragmentation particles was formed, and finally a nominal D∗+s meson was

defined. The tag-side, which could be either charged or neutral, contained either a:

D0; D+; D+
s meson and a kaon; or a Λc baryon and an anti-proton. The kaon and

anti-proton were required in order to balance strangeness and baryon number,

respectively. Full details of the hadronic tags are given in section 4.4. The set of

fragmentation particles, X , could contain up to three pions, where at most one
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of the three could be a π0. The D∗+s was not reconstructed explicitly; instead,

the recoil four-momentum of the event, pD∗+
s

, was attributed to a nominal D∗+s

candidate, where pD∗+
s

was found using equation 4.1:

pD∗+
s

= pbeams − pROE (4.1)

Here, pbeams and pROE represent the four-momentum of the beams and the com-

bined four-momentum of the rest of the event (ROE), i.e. the tag-side and X

systems. Candidate D+
s mesons were found by searching for a photon, consis-

tent with D∗+s → D+
s γ decay, which was not already associated with either the

tag-side or the X system. Thus, a set of D+
s candidates were found.

The four momentum of each D+
s candidate, pD+

s
, was found using equation

4.2:

pD+
s

= pbeams − (pROE + pγ) (4.2)

where pγ represents the four-momentum of the photon from the D∗+s → D+
s γ

decay. Events that contained a D+
s candidate and only one additional charged

track, which was consistent with a muon hypothesis, were identified as signal

candidates. Additional energy was also permitted in the event, provided that the

total was below 1 GeV . The four-momentum of the neutrino candidate, pν , was

then estimated using equation 4.3:

pν = pbeams − (pROE + pγ + pµ) (4.3)

where pµ represents the four-momentum of the signal muon candidate. The sig-

nal variable used in this analysis was M2
rec, which was given by the magnitude of

the four-momentum of the neutrino candidate, and peaked at 0 GeV/c2 for signal

events.
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Data/MC
Sample

Integrated
Luminosity

(fb−1)

Luminosity
Scaling
Factor

Data 521 -
cc 1060 2.03

B+B− 1350 1.04
B0B0 1370 1.05
τ+τ− 851 1.63
uds 935 0.90

Table 4.1: Datasets used in the fD+
s

analysis [39]. The entire dataset of BABAR was
used; i.e. runs 1− 7, on- and off-peak, data and generic MC. The integrated lumi-
nosities for data and the generic MC samples are given, in fb−1. The luminosity
scaling factor relates the number of events in the generic MC sample to the num-
ber expected in data. For example, the cc MC sample contained around twice the
number of cc events as expected in data.

4.3 Datasets

During the lifetime of the BABAR experiment there were a number of data taking

periods, called runs, in which data from events produced by e+e− collisions were

recorded. The majority of these collisions were on-peak, meaning that they were

at a centre-of-mass energy of 10.58 GeV , which is equal to the rest mass of the

Υ (4S) resonance. The Υ (4S) contains a b quark and a b̄ quark and decays to a

B meson and a B̄ meson. Around 10% of the data recorded came from off-peak

collisions in which the centre-of-mass energy was lowered to 10.54 GeV/c2 (i.e.

just below the threshold for Υ (4S) production). At this energy, only continuum

events were produced, i.e: cc̄, ss̄, uū, dd̄, τ+τ−, µ+µ−, e+e− and γγ. In the present

analysis, both on- and off-peak data for runs 1 to 7 were used, which represented

the entire dataset of BABAR.

For each data on- and off-peak run, a corresponding set of five generic Monte

Carlo (MC) samples were used: cc, B0B0, B+B−, τ+τ− and uds. Here, uds refers

to a MC sample that contained uū, dd̄ and ss̄ events, in the correct proportions.

The luminosity of each of the datasets used in the analysis is listed in table 4.1.

The luminosity scaling factor for each of the generic MC samples (i.e. the ratio of

the number of events in data to the number in the sample) is also given.
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4.4 Skimming and Tagging

In the context of BABAR analyses, the term skimming was used to describe what

was normally a fast event selection procedure. Every event in a dataset was anal-

ysed, and only those events that contained, for example, a certain topology, or the

signature of a particular decay, were retained in a new, reduced dataset, called a

skim. A more intensive analysis, which was usually more time consuming, could

then be performed on the events of the reduced dataset.

For this analysis, a skim that consisted of 26 charm tag modes was used. Tag-

ging is a standard analysis technique in which a predetermined set of tag decay

modes for a particle are searched for in an event. Tag modes are usually chosen

based on their branching fraction, decay topology, and the types of background

they are susceptible to. Once a tag mode has been reconstructed, it is assumed

that a corresponding anti-particle is also present in the event. In this way, a rela-

tively pure sample of events that contain the anti-particle can be found, and one

may search for the decay mode of interest within them. In the case of the present

analysis, the particles used for tagging were the D0, D+ and D+
s mesons and the

Λc baryon. In total, there were 6, 5, 7 and 8 D0, D+, D+
s and Λc tag modes, respec-

tively; and they are listed in table 4.2.

D0 Modes D+ Modes D+
s Modes Λc Modes

D0 → K−π+ D+ → K−π+π+ D+
s → K+K0

S Λc → pK−π+

D0 → K−π+π0 D+ → K−π+π+π0 D+
s → φπ+ Λc → pK−π+π0

D0 → K−π+π−π+ D+ → K0
Sπ

+ D+
s → φρ+ Λc → pK0

S

D0 → K0
Sπ

+π− D+ → K0
Sπ

+π0 D+
s → K−K0

Sπ
+π+ Λc → pK0

Sπ
+π−

D0 → K−π+π−π+π0 D+ → K0
Sπ

+π+π− D+
s → η′π+ Λc → Λπ+

D0 → K0
Sπ

+π−π0 D+
s → φρ0π+ Λc → Λπ+π0

D+
s → K∗0K+ Λc → Λπ+π+π−

Λc → Σπ+

Table 4.2: Tag modes used as part of event reconstruction.

The reconstruction procedure for a tag candidate was essentially the same for

all modes, and so only a summary of the procedure is given here.

Within an event, lists of candidates were created for each type of final state

particle that was detected. These lists could then be used to create tag candi-
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Dataset
Number of

Events Pre-skim
(×106)

Number of
Events Post-skim

(×106)

Skim
Fraction

(%)
Data 8630 1635 18.9
cc 1380 965 70.0

B+B− 708 156 22.0
B0B0 718 148 20.6
τ+τ− 800 32 4.0
uds 1950 1213 62.2

Table 4.3: The sizes of the skimmed datasets [39]. The numbers of data and
generic MC events used in the analysis are given, before and after skimming.
The fraction of events which passed the skim are also shown.

dates, which were subject to basic selection requirements. The mass of the tag

candidate, which was found using simple four-momentum addition, had to be

within around 160 MeV/c2 of the nominal particle mass for the D0, D+ and D+
s

modes, and within ≈ 350 MeV/c2 of the nominal mass of the Λc. A vertex fit,

in which the daughters were constrained to have the same point of origin, was

performed on the candidate, and the probability of the χ2 result of the fit had

to be above 10−5 for all modes. After the fit, the mass of the tag candidate had

to be within ≈ 100 MeV/c2 of the nominal particle mass for the D0, D+ and D+
s

modes, and within ≈ 50 MeV/c2 of the nominal mass of the Λc. A minimum cm

momentum cut of 2.0GeV/cwas also applied to all candidates in order to remove

background candidates from B0B0 or B+B− events.

If any of the 26 tag modes were found in an event then the pointer to that event

was stored in the skim. The initial numbers of events for each dataset used are

given in table 4.3, along with the numbers of events which passed the skimming

stage.

4.5 Optimisation of Tag Modes

After the skimming stage, optimised selection criteria, or cuts, were determined

for each of the tag modes. The optimisation procedure was carried out using

≈ 8fb−1 of data luminosity (i.e. ≈ 1.5% of all data events). The procedure was

designed to maximise the significance, S/
√
S +B, of each tag mode, where S and

88



Figure 4.1: The mass distribution for D0 → K−π+ tag candidates, after the initial
skim. The peak and sideband regions, which were used to estimate the numbers
of signal and background candidates, are shown in blue and orange.

B represent the numbers of signal and background candidates for the mode. To

determine S and B for a mode, the shape of its mass distribution was fitted with

a function that contained a straight line component that represented the back-

ground shape, and a gaussian component that represented the shape of the peak.

After the fit, the mean, µ, and standard deviation, σ, of the gaussian component

were used to define a peak region, and two sideband regions in the mass distri-

bution for the mode. Figure 4.1 shows these regions for the D0 → K−π+ tag

mode.

The respective mass ranges of the peak region, MPeak, and the lower and up-

per sideband regions, MLower and MUpper, are given in 4.4, 4.5 and 4.6:

(µ− 3σ) < MPeak < (µ+ 3σ) (4.4)

(µ− 7.5σ) < MLower < (µ− 4.5σ) (4.5)

(µ+ 4.5σ) < MUpper < (µ+ 7.5σ) (4.6)

The total number of candidates in the sideband regions was used to estimate the

number of background entries in the peak region, B, and S was defined as the

89



difference between the total number of entries in the peak region and B.

The optimisation procedure involved 8 variables in total. For each variable,

cut values were defined using regularly spaced intervals, or steps, between a min-

imum cut value and a maximum cut value. For a given tag mode, the optimisa-

tion procedure calculated the S/
√
S +B value for all possible combinations of

cut values. The set of cuts which produced the highest S/
√
S +B value was used

for final tag candidate selection.

Three of the optimisation variables were related to the identification of

charged particles as either kaons, pions or protons. For those modes that con-

tained a K+ candidate, a Bagger Decision Tree selector was applied to the track of

the nominal K+ (see section 5.4.1 for more information about Bagger Decision

Tree selectors). The output of the BDT selector was a real number, between 0 and

1, where a value close to 0 indicated that the track was probably not produced

by a K+, while a value close to 1 indicated the opposite. A set of 5 cut variables

for K+ candidates were defined based upon the minimum allowed value for the

output of the BDT selector. A set of 7 cuts for π+ and p candidates were defined in

a similar manner, based on a Kalanand Mishra selector (see section 5.4.2 for more

information about Kalanand Mishra selectors). The cut ranges and step sizes of

the remaining 5 optimisation variables are shown in table 4.4. For each variable,

the minimum and maximum cut values are listed, as is the step size. The log of

the probability of the χ2 value for the vertex fit is given by log(P (χ2)). The centre-

of-mass momentum and mass of the tag are represented by P cm
Tag and MTag. The

energies of the photon daughters of π0 and η candidates are represented by Eγ
π0

and Eγ
η .

Figures 4.2, 4.3, 4.4 and 4.5 show mass distributions for each set of tag

modes: D0, D+, D+
s and Λc, respectively. In each figure, the mass distribution

prior to optimisation is shown as a dashed line. The mass distribution after all

optimised cuts have been applied, except the cut on the mass of the tag, is shown

as a solid line. The final mass distribution, obtained after all of the optimised cuts

had been applied, is shown in blue. Table 4.6 summarises the information relat-
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Optimisation Variable Minimum Value Maximum Value Step Size
log(P (χ2)) −5 −1 0.2
P cm
Tag [GeV/c] 2 3 0.1

MTag [MeV/c2] 1.5σ 3.0σ 1
Eγ
π0 [MeV ] 100 200 10
Eγ
η [MeV ] 100 200 10

Table 4.4: Variables used in the optimisation of tag candidates. The optimisation
procedure tested all possible cut value combinations, within the allowed mini-
mum and maximum bounds, and in accordance with the step size for each vari-
able. The definition of each variable is given in the text. The σ factor, used as part
of the definition of the minimum and maximum values for MTag, refers to the
standard deviation of the gaussian component of the function which was used to
fit the mass distribution for the tag mode.

Decay Mode Branching Fraction fD+
s

Value (MeV)
D+
s → e+ν < 2.3× 10−4 -

D+
s → µ+ν (6.02± 0.38± 0.34)× 10−3 265.7± 8.4± 7.7

D+
s → τ+ν (τ+ → e+νν̄) (5.07± 0.52± 0.68)× 10−2 247± 13± 17

D+
s → τ+ν (τ+ → µ+νν̄) (4.91± 0.47± 0.54)× 10−2 243± 12± 14

Table 4.5: Summary of results from the fD+
s

analysis. The branching fractions for
the various D+

s → l+ν modes are given, where l = e, µ or τ . For each branching
fraction, apart from D+

s → e+ν where only a 90% confidence limit was found,
the corresponding fD+

s
value is shown. The uncertainties given for all values are

statistical followed by systematic.

ing to the mass distributions for each of the tag modes, after optimisation. For

almost all modes, there was, as expected, a considerable reduction in the frac-

tion of background candidates in the peak region. The majority of tag candidates

came from reconstructions of D0 and D+ decays.

Based on the optimised tag selection criteria that were found in this study, a

high quality dataset that contained charm candidates was created. This dataset

formed the basis of the rest of the fD+
s

analysis chain. The final results for the fD+
s

analysis are listed in table 4.5 [40]. Based on the values given in table 4.5 the

decay constant for the D+
s meson was found to be:

fD+
s

= (258.6± 6.4± 7.5) MeV (4.7)

Here, the first and second uncertainties are statistical and systematic. A detailed
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description of the fD+
s

analysis is given in reference [40].
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Tag Mode
Mean

(GeV/c2)

Standard
Devia-

tion
(MeV/c2)

Fitted
Number of

Tag
Candidates

Significance
(S/
√
S +B)

Tag
Yield
(%)

D0 → K−π+ 1.8638 7.4 248996 350.1 15.42
D0 → K−π+π0 1.8626 12.9 312741 240.2 19.37
D0 → K−π+π−π+ 1.8637 5.9 410438 136.9 25.42
D0 → KSπ

+π− 1.8639 5.7 79578 167.0 4.93
D0 → K−π+π−π+π0 1.8631 9.2 53864 50.8 3.34
D0 → KSπ

+π−π0 1.8627 10.9 45247 76.5 2.80
D+ → K−π+π+ 1.8685 6.0 218352 235.1 13.52
D+ → K−π+π+π0 1.8672 11.9 46206 35.1 2.86
D+ → KSπ

+ 1.8689 6.5 24303 92.2 1.51
D+ → KSπ

+π0 1.8678 13.2 33354 56.9 2.07
D+ → KSπ

+π+π− 1.8687 5.5 29685 48.1 1.84
D+
s → K+KS 1.9676 6.5 7171 49.9 0.44

D+
s → φπ+ 1.9672 7.0 10402 72.4 0.64

D+
s → φρ+ 1.9662 11.3 6888 36.7 0.43

D+
s → KSK

−π+π+ 1.9674 5.4 9594 24.1 0.59
D+
s → η′π+ 1.9677 7.3 2521 20.1 0.16

D+
s → φρ0π+ 1.9679 3.8 1400 17.4 0.09

D+
s → K∗0K+ 1.9674 6.2 18663 60.9 1.16

Λc → p+K−π+ 2.2857 5.0 35031 103.3 2.17
Λc → p+K−π+π0 2.2843 9.5 7895 22.6 0.49
Λc → p+KS 2.2859 5.7 5776 62.1 0.36
Λc → p+KSπ

+π− 2.2856 4.1 3639 30.1 0.23
Λc → Λπ+ 2.2863 5.1 415 14.5 0.03
Λc → Λπ+π0 2.2837 17.1 1040 13.8 0.06
Λc → Λπ+π+π− 2.2856 5.0 1172 18.0 0.07
Λc → Σπ+ 2.2859 3.7 142 9.0 0.01

Table 4.6: Optimisation results for each tag mode [39]. The means and standard
deviations of the gaussian component of the fit function that was used to fit the
mass distribution of each tag are given. The fitted number of tag candidates was
found by integrating the gaussian component of the fit function. The tag yield
represents the number of tag candidates for a given mode as a percentage of the
total number of tag candidates.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.2: Mass distributions for the 6 D0 tag modes. The dashed line represents
the distribution after the initial skim. The solid line represents the distribution
with all optimised cuts, apart from the mass window cut, applied. The final mass
distribution is shown in blue, after all optimised cuts had been applied.
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(a) (b)

(c) (d)

(e)

Figure 4.3: Mass distributions for the 5D+ tag modes. The dashed line represents
the distribution after the initial skim. The solid line represents the distribution
with all optimised cuts, apart from the mass window cut, applied. The final mass
distribution is shown in blue, after all optimised cuts had been applied.
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(a) (b)

(c) (d)

(e) (f)

(g)

Figure 4.4: Mass distributions for the 7D+
s tag modes. The dashed line represents

the distribution after the initial skim. The solid line represents the distribution
with all optimised cuts, apart from the mass window cut, applied. The final mass
distribution is shown in blue, after all optimised cuts had been applied.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 4.5: Mass distributions for the 8 Λc tag modes. The dashed line represents
the distribution after the initial skim. The solid line represents the distribution
with all optimised cuts, apart from the mass window cut, applied. The final mass
distribution is shown in blue, after all optimised cuts had been applied.
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Chapter 5

Analysis Method

5.1 Overview

The aim of the analysis was to obtain a value for the decay constant of the

D+ meson (fD+) by measuring the D+ → µ+ν decay rate. The decay chain

D∗+ → D+π0, where D+ → µ+ν, was reconstructed. The signal variable used

was ∆M , the mass difference between the reconstructed D∗+ and D+ candidates,

i.e. ∆M = MD∗+ − MD+ . Correctly reconstructed signal candidates produced

a peak at ≈ 0.140 GeV/c2 in ∆M , whereas background candidates produced a

relatively flat and smooth distribution over the same region. The normalisation

decay mode D∗+ →D+ → π+K0
L was also measured in order to test the recon-

struction procedure. This normalisation mode was chosen because its branching

fraction has been measured to relatively high precision: BF (D+ → π+K0
L) =

(1.46 ± 0.05) × 10−2 [2]. The detection efficiency for K0
L mesons at BABAR is low,

therefore the topology of the normalisation decay mode can be considered to be

analogous to that of signal decay mode. The muon and neutrino in the signal de-

cay mode are replaced by the pion and the K0
L in the normalisation decay mode.

Three possible methods could have been chosen to reconstruct the signal de-

cay chain. The options were: a tagging approach, a whole-event approach [41], and

a half-hemisphere approach [42].

The concept of tagging has already been introduced in section 4.4, and so will

not be discussed here.
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In the whole-event method, the four-momentum of all the particles in the

event is used to determine the missing momentum of the event. All charged

particles, neutral particles, and particles that can travel a measurable distance

from the IR before decaying, are taken into account. The missing momentum and

missing energy of the event can then be defined using:

pmiss = −
∑

pi (5.1)

and

Emiss = 2Ebeam −
∑

Ei (5.2)

where pi and Ei indicate the momentum and energy of the ith particle in the

event, and Ebeam represents the beam energy.

In the half-hemisphere method, each event is divided into two hemispheres,

where the boundary between the hemispheres is defined by the plane perpendic-

ular to the thrust axis of the event. The four-momentum of the neutrino candidate

is then estimated using the missing four-momentum of the hemisphere that con-

tains the muon candidate.

The half-hemisphere method was used by a CLEO analysis that reconstructed

the decay chain D∗+s → D+
s γ, D+

s → µ+ν [42]. The missing momentum, pmiss,

and missing energy, Emiss, for the half-hemisphere were defined as:

pmiss = pthrust −
∑

pi (5.3)

and

Emiss = Ebeam −
∑

Ei (5.4)

where, again, Ebeam represented the beam energy, the sums over Ei and pi repre-

sented the total energy and total momentum of all pions, kaons and protons in the

event, and the thrust momentum was given by pthrust. The thrust axis of the event

was used to determine the direction of pthrust. The magnitude of pthrust was found

using |p2
thrust| = E2

beam−m2
jet, wheremjet represented the average charm-jet mass. To
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determine mjet, a MC sample that contained D∗+ → π+D0, D0 → K−π+ decays

was used, where, to mimic the neutrino from the D+
s decay, all momentum and

energy measurements for the pion from the D0 decay were ignored during can-

didate reconstruction. Using this D∗+ sample, mjet was found to be 3.2 GeV/c2.

A muon candidate was combined with the neutrino candidate to form a D+
s can-

didate, and the D+
s candidate was then combined with a γ candidate to make a

D∗+s candidate. Signal events were searched for in ∆M , which was defined as:

∆M = M(γµ+ν)−M(µ+ν). The analysis found that the half-hemisphere method

resulted in around a factor of two increase in signal efficiency compared to the

whole event method. Such an increase is not surprising because the whole event

method is more affected by particle losses.

The tagging approach was not chosen for the present analysis because of its

cost in terms of the D+ → µ+ν signal efficiency. A study of the whole- and

half-hempishpere methods, in the context of D∗+ → D+π0, D+ → µ+ν decays,

has been performed at CLEO [41]. In the study, the cm energy was (like the

present analysis) equal to the mass of the Υ (4S). The study showed that the half-

hemisphere method was more efficient than the whole event method. However,

it also showed that the whole-event method resulted in a more accurate estimate

of the missing momentum and a much better missing momentum resolution. It

was for these reasons that the whole-event method was chosen for the present

analysis.

This chapter discusses the various datasets used in the present analysis. The

D∗+ candidate reconstruction is described in detail, followed by the requirements

placed upon the µ+ candidate in the signal mode and the π+ candidate in the

normalisation mode. The requirements used to define the rest of the particles

in the event are then described. Preliminary selection, and the most significant

background contributions that survive it, are discussed. To reduce these back-

ground contributions several additional cuts were applied, some of which were

optimised. These additional cuts, along with the optimisation procedure used,

are described, and the final ∆M distributions are shown for the signal and nor-
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malisation modes.

5.2 Datasets

In the present analysis, on- and off-peak data and on- and off-peak generic MC

for runs 1 to 6 were used. (For more information regarding the on- and off-peak

datasets, see section 4.3.) Dedicated MC samples were also used that contained

cc events that were similar to those of the generic sample, except that the c quark

was forced to become part of D∗+, which then decayed via either the signal mode

or the normalisation mode. Thus, the dedicated samples were of the form e+e− →

cc̄ → D∗+X , where X represented the rest of the event. The rest of the event

contained a charm hadron and, usually, several fragmentation particles. The D∗+

meson was then forced to decay D∗+ → D+π0, and the D+ was forced to decay

into eitherD+ → µ+ν orD+ → π+K0
L.

Tables 5.1 and 5.2 show the numbers of data and MC events, and for data

the integrated luminosities, for each on and off-peak dataset and run period. The

luminosity scaling factor for the ith generic MC sample, LSFi , can be calculated

for each on and off-peak dataset and run period using the relation LSFi =
NMC

i

NData
i

,

where NData
i and NMC

i are the numbers of data and MC events. Each NData
i is

given by NData
i = Lσi, where L is either the on or off-peak run luminosity, and σi

is the cross-section for the ith generic ff̄ process, listed in table 3.1. The luminos-

ity scaling factors for each MC dataset and run are given in table 5.3, where the

combined B0B0 and B+B− cross-section is taken to be equal to that of bb̄.

5.3 D∗+ Candidate Reconstruction

The signal decay chain that was reconstructed in this analysis was: D∗+ → D+π0, where

D+ → µ+ν. The normalisation decay mode of D∗+ → D+π0, where D+ → π+K0
L, was

reconstructed in an analogous manner. Thus, the description of the signal mode recon-

struction also serves to describe that of the normalisation mode, and any exceptions are

stated explicitly.
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Data Peak
Type

Run1 Run2 Run3 Run4 Run5 Run6 Total

Events On 0.293 0.959 0.501 1.59 2.10 1.26 6.71
×109 Off 0.0338 0.101 0.0352 0.149 0.208 0.115 0.643

Both 0.327 1.06 0.536 1.74 2.31 1.38 7.36
Lumi. On 20.8 61.6 32.5 102 135 79.5 432
fb−1 Off 2.65 6.99 2.49 10.3 14.7 7.94 45.0

Both 23.4 68.6 35.0 112 150 87.4 476

Table 5.1: The number of data events and the integrated luminosities recorded
by BABAR and used in the present analysis. The numbers have been organised by
peak type and run period.

MC Type Peak
Type

Run1 Run2 Run3 Run4 Run5 Run6 Total

cc On 55.3 164 88.3 267 344 209 1130
Off 5.58 17.6 6.53 21.3 37.8 20.5 109
Both 60.9 182 94.8 288 382 230 1240

B+B− On 34.9 105 56.0 167 214 130 707
B0B0 On 34.9 103 57.9 170 215 135 716
uds On 161 452 276 422 554 327 2190

Off 20.6 53.3 21.1 34.0 60.3 33.0 222
Both 182 505 297 456 614 360 2410

τ+τ− On 49.3 157 59.3 180 237 140 822
Off 6.86 21.4 4.50 14.5 25.8 14.1 87.1
Both 56.2 178 63.8 194 263 154 909

D+ → µ+ν On 0.0400 0.113 0.0530 0.203 0.267 0.156 0.832
D− → µ−ν̄ On 0.0400 0.113 0.0660 0.203 0.267 0.156 0.845
D+ → π+K0

L On 0.0430 0.121 0.0660 0.203 0.267 0.156 0.856
D− → π−K0

L On 0.0430 0.121 0.0660 0.203 0.259 0.156 0.848

Table 5.2: The number of MC events, in millions, that were used in the present
analysis. The numbers have been organised by peak type and run period.
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MC Type Peak
Type

Run1 Run2 Run3 Run4 Run5 Run6 Total

cc On 2.04 2.05 2.09 2.02 1.96 2.02 2.01
Off 1.62 1.93 2.02 1.59 1.98 1.99 1.87
Both 2.00 2.04 2.08 1.98 1.96 2.02 2.00

B+B− On 3.19 3.24 3.28 3.13 3.03 3.12 3.13
Off 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Both 2.83 2.91 3.05 2.84 2.73 2.84 2.83

B0B0 On 3.20 3.19 3.39 3.18 3.04 3.24 3.17
Off 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Both 2.84 2.87 3.15 2.89 2.74 2.94 2.87

uds On 3.69 3.51 4.06 1.98 1.96 1.97 2.43
Off 3.72 3.65 4.06 1.58 1.97 1.98 2.36
Both 3.70 3.52 4.06 1.95 1.96 1.97 2.42

τ+τ− On 2.52 2.70 1.94 1.88 1.87 1.87 2.03
Off 2.75 3.26 1.92 1.50 1.87 1.88 2.06
Both 2.55 2.76 1.94 1.85 1.87 1.87 2.03

Table 5.3: The luminosity scaling factors for the various generic MC sub-samples
used in the present analysis. The numbers have been arranged by peak type and
run period.

.

Reconstruction of a D∗+ candidate began by taking a suitable µ+ candidate from the

event. The neutrino passed straight through the BABAR detector, and so its presence had

to be inferred using a missing-mass, MM, candidate, whose four-momentum, Pmiss, was

equal to the missing four-momentum of the event. The missing four-momentum was

determined using the equation: Pmiss = Pbeams−Pvisible, where Pbeams was the combined

four-momentum of the e+e− beams and Pvisible was the combined four-momentum of all

the particles detected in the event.

To find Pvisible, the four-momentum of all particles in the event were added together

according to a simple prescription. The prescription was necessary because, in the com-

puting framework of BABAR, a particle could be consistent with the requirements of sev-

eral particle type hypotheses, and so be used many times. For example, in a given event,

the same particle could be listed as a pion, a proton, a pion that was the daughter of one

(or many) K0
S candidates, etc. All manifestations of the same particle in an event were

said to overlap with one another. In order to avoid adding the four-momentum of the

same particle more than once, candidate four-momenta were added in a specific order,

and a check was performed before adding the four-momentum of a candidate to make

sure that that candidate did not overlap with any candidate whose four-momentum had

already been added. Starting with the four-momentum of the µ+candidate, or, for the nor-
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malisation decay mode, the π+ candidate, the four-momentum of each K0
S candidate in

the event was added. Then, the four-momenta of all Λ candidates were added, followed

by that of all photon conversion (i.e. γ → e+e−) candidates, charged track candidates, π0

candidates, and finally photon candidates. The selection criteria that were used for each

type of candidate particle are given in section 5.4.

After Pmiss had been determined, the µ+ candidate was combined with the MM can-

didate to create a D+ candidate, and a D∗+ candidate was formed by combining the D+

candidate with a π0 candidate. A rest-of-event (ROE) candidate was then created by sum-

ming over the visible four-momenta of all the candidates in the event that were not part

of the D∗+ candidate.

The ROE and D∗+ candidates were combined to form a nominal Υ (4S) candidate,

which was fitted, subject to several constraints, using a standard BABAR fitting algorithm

(called TreeFitter). The missing mass was constrained to 0 GeV/c2 for the signal

mode, and to the nominal mass of the K0
L for the normalisation mode. The mass of

the D+ candidate was also constrained to its nominal value. The overall energy of the

event was constrained to the energy of the beams, and the position of the Υ (4S) candi-

date’s point of origin was constrained to lie within a region defined by the beam-spot.

After the fit, the information pertaining to the D∗+ candidate was stored, and the entire

candidate reconstruction was repeated for all suitable (µ+, π0) candidate combinations

that remained within the event. This method of reconstruction led to high candidate

multiplicities in events because, in general, many π0 candidates were found.

5.4 Particle Selection Requirements

5.4.1 The Signal Muon

Signal muon candidates were identified using a data classification technique based upon

decision trees. A decision tree is a data classification algorithm that uses successive binary

cuts to split a dataset into signal and background components based on a figure of merit

(FOM). The algorithm takes an input dataset containing unknown fractions of signal and

background events, which can be viewed in N dimensions. An initial binary cut, or

decision node, is chosen based upon the dimension that, when probed, produces the best

FOM result. The initial decision node produces two subsets of the data. The procedure
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is then repeated to find a decision node for each of the data subsets by searching in the

remaining N − 1 dimensions, and so on. If the FOM result of a parent decision node

cannot be bettered by both of its daughter nodes, then the parent node becomes a either

a terminal signal node or a terminal background node, depending on whether it contains

more signal or background events. Ultimately, the algorithm creates a tree-like structure

of decision nodes and terminal nodes. There are many different FOM possibilities to

chose from, but the one chosen for muon identification was the Gini index, G, where

G = −2p(1 − p), and p is the fraction of events within the node that were identified

correctly.

The selector used to identify signal muon candidates was

muBDTVeryTightFakeRate. This selector was created using Bagger Decision Trees

(BDTs) [43] that were trained using a dataset that comprised muon signal events and

pion background events. The muon sample came from e+e− → µ+µ−γ events, and the

pion events were taken from e+e− → τ+τ− decays, in which one τ decayed leptonically

while the other decayed to 3 pions and a neutrino. Using a number of decision trees

that had each been trained using a random subset of events from the main dataset, an

unidentified track was deemed to be either a muon or a pion by using the most common

classification outcome. A total of 30 classification variables were used during the training

of each decision tree: 3 from the DCH, 5 from the DIRC, 10 from the EMC and 8 from the

IFR. The remaining 4 variables were the date on which the track was recorded, as well as

its charge, momentum and polar angle.

Figures 5.1 and 5.2 show the muon identification efficiency and the probability of

mis-identifying a pion as a muon, both as a function of momentum, for run 6 data and

MC. The mis-identification probabilities for kaons and protons were very low, and so

are not shown. The figures show a good agreement between data and MC from around

1.5 GeV/c to 4.0 GeV/c. In the same momentum range, the muon selection efficiency

is stable at around 80%, and the rate of pion mis-identification is around 1%. Also, the

shapes of the distributions are unaffected by the charge of the particle involved.

5.4.2 The Normalisation Mode Pion

A KM selector was used to identify π+ candidates as part of the normalisation mode

reconstruction. Named after its original developer, Kalanand Mishra, the selector was
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Figure 5.1: Muon selection efficiency as a function of momentum for the
muBDTVeryTightFakeRate selector [44]. The left-hand and centre graphs
show distributions of MC overlaid with data for positively charged and nega-
tively charged muons. The right-hand distribution shows the ratio of data to MC
efficiencies. The polar angle for each track, θ, had to lie within the range indi-
cated.
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Figure 5.2: Pion mis-identification rate as a function of momentum for the
muBDTVeryTightFakeRate selector [44]. The left-hand and centre graphs
show distributions of MC overlaid with data for positively charged and nega-
tively charged pions. The right-hand distribution shows the ratio of data and
MC efficiencies. The polar angle for each track, θ, had to lie within the range
indicated.

based on an Error Correction Output Code (ECOC) Multiclass classifier [45] that com-

bined the results of 7 different BDT classifiers. For a given track, the multiclass classifier

produced a numerical result between 0 and 1 which indicated how compatible that track

was with each of the following hypotheses: kaon, pion, proton and electron. (The muon

particle hypothesis was not considered because only variables that related to the inner

detector, and not the IFR, were used during the training of the BDTs.) Table 5.4 [46]

shows the link between each of the 7 BDT classifiers and each of the charged particle

hypotheses. In each column of the table, the numbers 1 and −1 show whether the corre-

sponding particle type was regarded as either signal or background during the training

of that BDT. Given an unidentified charged track, the multiclass classifier would produce
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Class BDT 0 BDT 1 BDT 2 BDT 3 BDT 4 BDT 5 BDT 6
K 1 1 1 1 1 1 1
π -1 1 -1 1 -1 1 -1
p 1 -1 -1 1 1 -1 -1
e 1 1 1 -1 -1 -1 -1

Table 5.4: This table shows how each of the 7 BDT classifiers, labelled from 0 to
6, regarded each type of particle during training. The numbers 1 and −1 indicate
whether that particle class was treated as either signal or background.

Class BDT 0 BDT 1 BDT 2 BDT 3 BDT 4 BDT 5 BDT 6 Distance
Track 1.0 0.0 0.0 0.5 0.0 0.0 -0.5 -
K 1 1 1 1 1 1 1 6.5
π -1 1 -1 1 -1 1 -1 8.5
p 1 -1 -1 1 1 -1 -1 4.5
e 1 1 1 -1 -1 -1 -1 6.5

Table 5.5: This table is an extension of table 5.4, and shows the distance results
for an unidentified track. The track’s BDT results are shown on the first row.
By combining these results with training values of each particle class in turn, a
distance result can be calculated using the method described in the text.

a string of 7 BDT results, all of which were real numbers between −1 and 1. How com-

patible the track was with each of the particle hypotheses was determined by finding the

distance of the track from each of the hypotheses. For a given particle hypothesis, the

distance was found by summing the squares of the differences between each BDT result

and its corresponding training value. For example, if the string of results from each of

the 7 classifiers was (1.0,0.0,0.0,0.5,0.0,0.0,-0.5), then table 5.5 shows the distance results

for the track. Of the four distance results for the track, the shortest is 4.5, which suggests

that the track was probably made by a proton.

Selection criteria were formed based upon the distance values from each of the four

particle hypotheses, labeled: Dπ, DK , Dp and De. Using the pion hypothesis as an exam-

ple, selection criteria could be loosened or tightened based upon the following quantities:

Dπ, DK/Dπ, Dp/Dπ and De/Dπ [46].

The classifier was trained to identify pions using a sample of events that contained

D∗+ → D0π+
s ,D0 → π+K− candidates, where π+

s indicates a slow pion. (Slow pions were

only used in the D∗+ candidate reconstruction; they were not used for training.) Each

of the 7 BDT classifiers had 36 input variables which included the track’s momentum,

charge and azimuthal and polar angles, and the Gini index was used as the FOM.
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Figures 5.3 and 5.4 show the pion identification efficiency and the rate of mis-

identifying a muon as a pion, both as a function of momentum, for run 6 data and MC.

The mis-identification rates for kaons and protons were very low, and so are not shown.

Figure 5.3 shows a good agreement between shapes of the data and MC momentum

distributions; however the efficiency for data is slightly greater than that of the MC. Con-

versely, figure 5.4 shows that the mis-identification probability for muons as pions is

slightly lower for data than for MC, although again, the shapes of the distributions are

similar. While the selection efficiency for pions shows relatively large variations across

the entire momentum range, the rate of muon mis-identification remains stable above

1 GeV/c at around 35%. The shapes of the distributions are unaffected by the charge of

the particle involved.
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Figure 5.3: Pion selection efficiency as a function of momentum for the
piKMSuperTight selector [44]. The left-hand and centre graphs show distri-
butions of MC overlaid with data for positively charged and negatively charged
pions. The right-hand distribution shows the ratio of data and MC efficiencies.
The polar angle for each track, θ, had to lie within the range indicated.
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Figure 5.4: Muon mis-identification probability as a function of momentum for
the piKMSuperTight selector [44]. The left-hand and centre graphs show distri-
butions of MC overlaid with data for positively charged and negatively charged
muons. The right-hand distribution shows the ratio of data and MC efficiencies.
The polar angle for each track, θ, had to lie within the range indicated.
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5.4.3 Other Particles

This section describes how candidates, other than the signal mode muon or the normali-

sation mode pion, were defined in an event. All charged tracks and neutral clusters were

used in an event. Every charged track underwent some form of particle identification to

see which type of charged particle it was most compatible with (i.e. proton, kaon, muon,

electron or pion). Three types of particle that could have had decay vertices an appre-

ciable distance from the IP were considered: the K0
S , the Λ and photon conversions (i.e.

γ → e+e−). The remaining particles that were looked for were the π0 and the photon. The

criteria that were used to define candidates for each of the particle types are discussed in

detail below. Unless otherwise stated, all of the numerical values given below were taken

from reference [47].

Each candidate π0 came from the pi0Loose list, and was created by adding the four-

momenta of a pair of photons. Each of the photons had to have a lab energy between

30MeV and 10GeV , and the electromagnetic shower of each photon had to have a lateral

moment between 0 and 0.8. The lateral moment, LAT , was a way of parameterising the

shape of the electromagnetic shower that the photon produced, in the transverse plane.

Equation 5.5 defines the LAT [48]:

LAT =

N∑
i=3

Eir
2
i

N∑
i=1

Eir
2

(5.5)

Here, Ei is the energy deposit of the ith crystal in the cluster, ri is the distance of that

crystal from the centre of the cluster and r is the characteristic length of a calorimeter

crystal (≈ 5cm). In equation 5.5, the sum in the numerator ignored the two crystals that

contained the highest energy deposits, while the sum in the denominator did not. The

LAT variable provided an means of separating showers caused by photons and electrons,

which tended to deposit most of their energy in one or two crystals, from those caused

by hadrons, which tended to deposit their energy more evenly throughout the crystals.

The π0 candidate had to have a mass, Mγγ , in the range (110 < Mγγ < 160) MeV/c2, and

a lab energy between 200 MeV and 10 GeV

The list that provided KS meson candidates was KsTight, and it held KS → π+π−

candidates that were formed by combining the four-momenta of pairs of charged tracks.
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Each track was given the pion mass hypothesis, and (at the point of closest approach

for the tracks) the invariant mass of the pair, Mπ+π− , had to lie in the range (450.0 <

Mπ+π− < 550.0) MeV/c2. Using both the position and momentum information of the

tracks, a fit was performed to create theKS candidate. A standard BABAR fitting algorithm

called TreeFitter was used, and after the fit Mπ+π− had to lie in the narrower mass

range (473 < Mπ+π− < 523)MeV/c2. The fit was then performed again, this time with an

additional constraint that forced the point of origin of the KS candidate to be the beam-

spot. The probability of χ2 result from both fits had to be greater than or equal to 10−3.

A cut was also placed on the minimum flight significance, FS, of the KS candidate of 3,

where FS was measured from the beam-spot, and given by FS = FL/σFL, and FL and

σFL were the measured flight length and flight length error for the particle.

The Λ list, LambdaTight, held Λ → pπ− candidates formed by combining pairs of

charged tracks that were used as p and π− candidates. For suitable candidates, the in-

variant mass of the Λ candidate had to lie within 10 MeV/c2 of the nominal Λ mass.

Candidates also had to have an invariant mass (when measured at the point of closest

approach for the tracks) that lay within 30MeV/c2 of the nominal Λ mass. A fit using the

candidates position and momentum was made, and the resulting probability of the χ2 for

the fit had to be above 10−3. This fit was performed again, with an additional beam-spot

constraint placed on the Λ candidate’s point of origin, and again the resulting probability

of the χ2 for the fit had to be above 10−3. Candidate Λs also had to have a minimum

flight significance of 3.

A photon conversion list called gammaConversionDefault held γ → e+e− candi-

dates, which were, again, formed using pairs of charged tracks. The full reconstruction,

which is given in reference [47], was quite involved, and so only the basic procedure

is given here. Pairs of electron candidates were combined to form a photon candidate,

which was then fitted, and only those fits that returned a successful vertex result were

kept. Prior to the fit, the photon candidate had to have a mass below 500 MeV , and

following the fit it had to have a mass below 30 MeV .

All charged track candidates came from the list ChargedTracks and were subject

only to the requirement that they have a non-zero charge. The mass of each charged track

candidate was decided based on the outcome of a set of particle identification selectors,

listed in table 5.6. If a candidate passed multiple selectors then the selector with the

110



Priority Particle Type Selector Name
5 e eKMVeryTight
4 p pKMVeryTight
3 µ muBDTVeryTight
2 K kaonBDTVeryTight
1 π None

Table 5.6: This table shows the selectors that were used in the identification of
charged particles in an event. If a charged track satisfied two or more selectors,
then the selector with the highest priority value was chosen. The KM and BDT
selectors are described in sections 5.4.1 and 5.4.2.

highest priority value would be chosen. The order of priority was chosen based upon the

mis-identification probabilities of each of the selectors. For example, the election selector

was given the highest priority because it was far less likely to mis-identify a charged

particle than any of the other selectors.

Neutral candidates were supplied by the GoodPhotonLoose list, which contained

neutral candidates that were not associated with any track candidate and had a single

EMC bump. The candidates were assigned a mass hypothesis of 0 MeV/c2, had to have

a minimum lab energy of 30 MeV , and a maximum associated lateral moment of 0.8.

Each candidate was also checked to make sure that it was at least 15 cm away from any

other EMC hit. This isolation check helped to reject fake neutral candidates that came

coming from split-offs, i.e. hits caused by particles that had interacted with either the

calorimeter or any material in front of the calorimeter.

5.5 Preliminary Selection of D∗+ Candidates

Preliminary selection comprised a set of basic, loose cuts that were aimed at reducing

background candidate reconstructions. The cuts chosen were either reasonable physics

cuts, or cuts based on the kinematic properties of the signal decay mode, D+ → µ+ν.

Preliminary candidate selection helped to speed up the event processing time, as well as

reduce the amount of disk space used for the analysis. Each of the preliminary cuts is

introduced below, in the context of the signal decay chain; D∗+ → D+π0, where D+ →

µ+ν . The normalisation mode decay chain, D∗+ → D+π0, where D+ → π+K0
L , was

subject to the analogous cuts (i.e. the KL took the place of the ν and the π+ took the place

of the µ+), unless otherwise stated.

There were two cuts on properties of the event itself. The first event requirement was
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that the event had to pass a preliminary background filter, called BGFMultiHadron.

(The BGFMultiHadron cut was a standard cut used in BABAR analyses and was actually

implemented before the pre-selection stage.) To pass the filter, the event had to contain

a minimum number of two charged tracks and have an R2 value below 0.98, where R2

was equal to the ratio of the second Fox-Wolfram moment, H2, to the zeroth, H0. The

Fox-Wolfram moments, Hl, are defined in equation 5.6 [49]:

Hl =
∑
i,j

|pi||pj |
E2
cm

Pl(cosφij) (5.6)

Here, the subscripts i and j run over all hadrons in an event, Ecm is the centre-of-mass

energy, Pl are the Legendre polynomials and φij represents the angle between the ith and

jth hadrons. The cut was designed to remove high momentum, back-to-back, leptonic

events, for which R2 approached 1. The second event requirement was that the sum of

the charges of all the particles in the event was zero, i.e. the event was charge neutral.

While this requirement did not guarantee that every charged particle had been detected,

it was useful in removing those events in which one or more charged particles were

missing, which would lead to an incorrect missing mass for each candidate in the event.

All of the remaining preliminary cuts applied to the signal candidates within the

event, rather than to the event itself. For the signal mode, every muon candidate had

to satisfy the selector muBDTVeryTightFakeRate, and for the normalisation mode ev-

ery pion had to satisfy piKMSuperTight. Of the recommended selectors for muons and

pions, these were the most stringent, and were chosen to help reduce the high numbers

of potential signal tracks in an event.

Signal muon candidates had to have a cm momentum, Pµcm, prior to the vertex fit,

in the range (1.3 < Pµ+cm < 4.0) GeV/c. This requirement was taken from aD+ → µ+ν

analysis performed at CLEO [41]. The low Pµ+cm limit came from requiring that the

muon candidate had penetrated a minimum of 5 interaction lengths of material, and the

high Pµ+cm limit came from the phase-space suppression of D+ → µ+ν decay. The pre-

fit momentum of the D+ candidate had to be at least 2.6 GeV/c. This is a standard cut

in charm analyses, used to remove background D+ candidates coming from B meson

decays. The pre-fit D+ candidate mass, MD+ , had to lie in the range (1.0 < MD+ <

3.0) GeV/c2. The invariant mass of the photon pairs that formed the π0 candidates, Mγγ ,

was limited to the range (120 < Mγγ < 145) MeV/c2. The invariant mass of the system
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formed by the µ+ and π0 candidates, Mµ+π0 , had to lie within the range (450 < Mµ+π0 <

650) MeV/c2. This kinematic constraint came from the fact that signal decay chain is

composed of one two-bodied decay, followed by another. The calculation of the nominal

kinematic limits, based upon particle masses given in reference [2], is given in appendix

A for both the signal and normalisation decay modes. The kinematic fit applied to each

candidate had to be successful, and have a resulting chi-square probability, P (χ2), that

satisfied log(P (χ2)) > −5.

Of the numbers of events in the initial input datasets, the numbers of data and MC

candidates passing all the above selection criteria and their respective selection efficien-

cies are given in table 5.7.

After the preliminary selection criteria had been applied to the candidates, several

properties of the D+ → µ+ν and D+ → π+K0
L candidates were investigated using the

dedicated signal MC samples. The resulting plots are shown in figures 5.5 and 5.6, where

the left- and right-hand columns show distributions for theD+ → µ+ν andD+ → π+K0
L

candidates, respectively. The plots are directly analogous to those found in reference

[41]. Note that those distributions that are labeled raw show the output obtained without

using the fit to the D∗+ candidate. Figures 5.5a and 5.5b show the raw missing mass

squared, MM2, distributions for the candidates. As expected, the peaks of the MM2

distributions are centred around the nominal masses of the undetected particles; i.e. ≈

0 GeV 2/c4 for D+ → µ+ν candidates and ≈ 0.25 GeV 2/c4 for D+ → π+K0
L candidates.

The distributions for the raw mass of the D+ candidate, MD+ , are given in figures 5.5c

and 5.5d. For both the signal and normalisation modes, the distribution is broad and

centred around the nominal D+ mass. In each case, the large spread in MD+ comes from

assuming that the missing four-momentum of the event is equal to the four-momentum

of the missing particle. Note, however, that ∆M is equal to the difference between two

masses, and so the effect of this broad spread in MD+ is somewhat mitigated. Figures

5.6a to 5.6f each show a pair of distributions; in all cases, the solid line represents the

raw distribution and the dashed line represents the distribution after the D∗+ candidate

had been fitted. Figures 5.6a and 5.6b show the ∆M distributions. Distributions that

show the angle made between the momentum vectors of the generated neutrino and the

reconstructed neutrino candidate,Angle(νGen., νReco.), are given in figures 5.6c and 5.6d.

Figures 5.6e and 5.6f show the magnitude of the difference between the generated and

113



MC Type Peak
Type

Run1 Run2 Run3 Run4 Run5 Run6 Total

Data On 0.293 0.959 0.501 1.59 2.1 1.26 6.71
245 753 407 1305 2163 1527 6400

Off 0.0338 0.101 0.0352 0.149 0.208 0.115 0.643
26 79 26 135 227 166 659

Both 0.327 1.06 0.536 1.74 2.31 1.38 7.36
271 832 433 1440 2390 1693 7059

cc On 55.3 164 88.3 267 344 209 1130
249 744 487 1315 1648 1131 5574

Off 5.58 17.6 6.53 21.3 37.8 20.5 109
19 84 34 114 171 121 543

Both 60.8 182 94.9 289 381 229 1240
268 828 521 1429 1819 1252 6117

B+B− On 34.9 105 56 167 214 130 707
29 87 31 162 164 122 595

B0B0 On 34.9 103 57.9 170 215 135 716
13 45 20 79 88 70 315

uds On 161 452 276 422 554 327 2190
585 1897 1187 1797 2293 1251 9010

Off 20.6 53.3 21.1 34 60.3 33 222
76 235 70 155 223 129 888

Both 181 505 297 456 614 360 2410
661 2132 1257 1952 2516 1380 9898

τ+τ− On 49.3 157 59.3 180 237 140 822
37 177 59 245 330 237 1085

Off 6.86 21.4 4.5 14.5 25.8 14.1 87.1
4 33 5 20 19 21 102

Both 56.2 178 63.8 195 263 154 909
41 210 64 265 349 258 1187

D+ → µ+ν On 0.04 0.113 0.053 0.203 0.267 0.156 0.832
189 623 319 1114 1573 942 4760

D− → µ−ν̄ On 0.04 0.113 0.066 0.203 0.267 0.156 0.845
223 541 397 1135 1423 973 4692

D+ → π+K0
L On 0.043 0.121 0.066 0.203 0.267 0.156 0.856

170 527 260 907 1079 655 3598
D− → π−K0

L On 0.043 0.121 0.066 0.203 0.259 0.156 0.848
186 551 278 853 1041 589 3498

Table 5.7: Each entry in this table shows, for the various event samples, the initial
number of either data events, ×109, or MC events, ×106, followed by the num-
ber of D∗+ candidates that passed the preliminary selection requirements. The
numbers have been arranged by peak type and run period.

.
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reconstructed momentum of the D+ candidate.

After the fit, there is a clear improvement in the resolution of ∆M for both the signal

and normalisation modes. The fit improves the angular resolution of the reconstructed ν

and K0
L candidates. The fit also improves the momentum resolution of the reconstructed

D+ candidate.

5.6 Signal and Background Contributions

Figures 5.7a and 5.7b show the ∆M distributions for the signal and normalisation decay

modes after the preliminary candidate selection. The different colours indicate the vari-

ous contributions from each of the MC samples, and for the cc, B0B0 and B+B− samples,

those events that contained either the signal decay or the normalisation decay have been

separated from the rest of the generic events. The number of candidates in each of the

MC samples has been scaled to luminosity. Reconstructed data candidates, represented

by crosses, have also been plotted.

For both theD+ → µ+ν and theD+ → π+K0
L channels, figures 5.7a and 5.7b show

that most of the signal and normalisation reconstructions came from cc events, although

there were also a small number from B0B0 and B+B− events in which one the daughters

of the B meson was a D+.

The ∆M distribution for both the signal and normalisation decay modes shows a

large, peaking background contribution from cc events. Figures 5.8a and 5.8b show the

various components of the cc background. For both decay channels, mis-reconstructed

D0,D+ andD+
s decays provide the majority of the background candidates. For theD+ →

µ+ν channel, the dominant background contribution came from hadronicD0 decays, and

a significant fraction of background candidates came from semi-leptonic decays of the

D+ and D0. Leptonic decays of the D+
s and hadronic decays of the D+ also contributed.

For the D+ → π+K0
L channel the main background components came from mis-

reconstructed D0 and D+ decays. Small contributions from hadronic D+
s decays, as well

as mis-reconstructed fragmentation particles are also present, most of which were found

to be either pions or ρ mesons.

The other category in figures 5.8a and 5.8b contains the sum of all of the smaller cc

background contributions.
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(a) (b)

(c) (d)

Figure 5.5: These plots show the raw MM2 and raw MD+ distributions for the
reconstructedD+ → µ+ν andD+ → π+K0

L candidates after the preliminary selec-
tion cuts have been applied (and before the kinematic fit to the D∗+ candidate).
The plots in the left-hand column show distributions for theD+ → µ+ν mode and
the plots in the right-hand column show distributions for theD+ → π+K0

L mode.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.6: These distributions show several properties of the reconstructed
D+ → µ+ν and D+ → π+K0

L candidates after the preliminary D∗+ candidate
selection cuts have been applied. In all cases the solid and dashed lines repre-
sent the distributions before and after the kinematic fit to the D∗+ candidate. The
plots in the left-hand column show distributions for D+ → µ+ν candidates and
the plots in the right-hand column show distributions for D+ → π+K0

L candi-
dates. The definition of each of the variables plotted is discussed in the text.
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(a) (b)

Figure 5.7: The ∆M distributions for the signal and normalisation modes are
shown in (a) and (b). The different colours indicate the contributions from the
various generic MC samples. The points represent the data distribution.

(a) (b)

Figure 5.8: The cc backgrounds for the signal and normalisation modes are shown
in (a) and (b). In each case, they have been broken down into their various com-
ponents. Here, X± and X0 represent sets of charged and neutral hadrons.
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5.7 Additional Cuts

After preliminary selection, a total of 11 additional cuts were added. The values of some

of the additional cuts were determined by using a simple optimisation procedure. (An

optimization involving all of the cuts would have been too time consuming). In the opti-

mization, a set of potential cut values was determined for each of the variables involved

by inspecting their generic MC distributions. The optimization procedure involved a

simple algorithm that tested every possible combination of cuts in the parameter space,

and is described in more detail in section 5.8. The 11 variables and their values are listed

in table 5.8. For the optimized variables, a set of tested cut values is given, and the ulti-

mate cut values are shown in bold. A total of 576 different cut combinations were tried

during the optimisation procedure. The numbers of charged tracks and neutral clusters

in the event are represented by NT and NN . The cosines of the polar angles of the muon

and neutrino candidates are given by cos(θµ+) and cos(θν). The momentum of the π0

candidate is given by Pπ0 . The ratio of the second Fox-Wolfram moment to the zeroth

is represented by R2, which has been defined in 5.5. The momentum and mass of the

D+ candidate are given by PD+ and MD+ . The log of the probability of the χ2 result

of the fit is given by log(P (χ2)). The difference between the magnitudes of the neutrino

candidate momentum before and after the fit is |Raw Pν | − |Pν |. The momentum of the

neutrino candidate is given by Pν . All of the cuts that were frame dependent were ap-

plied in the cm frame, apart from |Raw Pν | − |Pν |, which was applied in the D∗+ frame

of reference. For the cuts numbered 3, 5, 7 and 9, the minimum and maximum cut values

were tested in pairs during the optimisation; referring to table 5.8, the first minimum

cut value was paired with the first maximum cut value and the second minimum cut

value was paired with the second maximum cut value. (For example, cut number 3 was

tested twice; once using the range (−0.90 < cos(θν) < 0.90), and once using the range

(−0.80 < cos(θν) < 0.80). Each additional cut can be seen on its N-1 plot, which shows

the distribution for the cut variable after all of theN cuts have been applied except the cut

in question. The N-1 distributions are shown in figures 5.9, 5.10, 5.11 and 5.12. In each

of the figures, distributions for the signal mode are shown in the left-hand column and

distributions for the normalisation mode are shown in the right-hand column. In every

N-1 distribution, the cut is indicated by either a single arrow or a pair of arrows. Figures

5.12e and 5.12f show cut flow distributions for the signal and normalisation modes. The
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Cut Number Cut Variable Min. Value(s) Max. Value(s)
0 NT 3 -
1 NN - 11
2 Raw cos(θµ+) -0.90 -0.90
3 Raw cos(θν) -0.90, -0.80 0.90, 0.80
4 Raw Pπ0 0.15, 0.20 -
5 R2 0.25, 0.30 0.75, 0.70
6 Raw PD+ (GeV/c) 2.6, 2.9, 3.2 -
7 Raw MD+ (GeV/c2) 1.25, 1.50 2.75, 2.50
8 log(P (χ2)) -5, -4, -3 -
9 |Raw Pν | − |Pν | (GeV/c) -0.100, -0.095 0.200, 0.195
10 Pν (GeV/c) 0.75, 1.00 -

Table 5.8: Additional cuts applied to D∗+ candidates for the D+ → µ+ν and
D+ → π+K0

L decay modes. For most of the cuts, several minimum and maximum
values were tested as part of the optimisation procedure. A total of 576 different
cut combinations were tested, and optimised cut values are shown in bold.

cut flow distributions show the number of D∗+ candidates that survived after each of the

cuts given in table 5.8 was applied, one after the other.

5.8 Optimisation Procedure

For a given set of cuts, the resulting generic MC ∆M distribution was fitted with a model

which comprised two histogram probability distribution functions (PDFs), one used to

represent the signal shape and one used to represent the background shape. The PDF

used to represent the signal shape was obtained from the dedicatedD+ → µ+ν MC sam-

ple, while the PDF used to represent the background shape was constructed artificially.

The generic MC background components were added to create a total generic MC back-

ground. To obtain the background PDF, a fluctuated distribution was created by varying

the contents of each of theN bins in the total background histogram by σiRi. Here, σi was

the error on the ith bin and Ri was a random number which was taken from a Gaussian

with a mean of 0 and a standard deviation of 1.

The model was fitted to the ∆M distribution using a minimum χ2 fit. The FOM

chosen was σNsig/Nsig, where Nsig was the number of fitted signal candidates and σNsig

was the error on Nsig. In order to obtain a reasonable FOM estimate for each set of cuts

tested, 1000 fit trials were performed. In each trial a different set of Ri values were used,

and so the shape of the artificial background was different each time. Figure 5.13 shows,

for a given set of cuts, several distributions related to the fitting procedure. Figure 5.13a
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(a) (b)

(c) (d)

(e) (f)

Figure 5.9: Distributions with arrows that show the cut value positions for three
of the additional cuts: the number of charged tracks, NT , the number of neu-
tral clusters, NN , and the cosine of the raw polar angle for both the signal mode
muon candidate, Raw cos(θµ+), and the normalisation mode pion candidate, Raw
cos(θπ+). The left- and right-hand columns show distributions the signal and nor-
malisation modes, and each distribution is shown after all of the other additional
cuts had been applied.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.10: Distributions with arrows that show the cut value positions for three
of the additional cuts: the cosine of the raw polar angle for both the signal mode
neutrino candidate, Raw cos(θν), and the normalisation modeK0

L candidate, Raw
cos(θK0

L
), the raw momentum of the π0 candidate, Raw pπ0 , and ratio of the sec-

ond and zeroth Fow-Wolfram moments for the event, R2. The left- and right-
hand columns show distributions for the signal and normalisation modes, and
each distribution is shown after all of the other additional cuts had been applied.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.11: Distributions with arrows that show the cut value positions for three
of the additional cuts: the raw momentum of the D+ candidate, Raw PD+ , the
raw mass of the D+ candidate, Raw MD+ , and the log of the probability of the
χ2 result for the D∗+ candidate, log(P (χ2)). The left- and right-hand columns
show distributions for the signal and normalisation modes, and each distribution
is shown after all of the other additional cuts had been applied.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.12: Distributions with arrows that show the cut value positions for two
of the additional cuts: the difference between the magnitude of the momentum of
the raw neutrino (K0

L) candidate and the post-fit neutrino (K0
L) candidate for the

signal (normalisation) mode, |Raw Pν | − |Pν | (|Raw PK0
L
| − |PK0

L
|), and the mo-

mentum of both the signal mode neutrino candidate, Pν , and the normalisation
mode K0

L candidate, PK0
L

. The Cut Flow plot shows the effect that each succes-
sive cut had on the number of D∗+ candidates, where the number on the x-axis
corresponds to the Cut Number of table 5.8. The left- and right-hand columns
show distributions for the signal and normalisation modes, and each distribution
is shown after all of the other additional cuts had been applied.
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shows the signal PDF and 5.13b shows a typical artificial background PDF on top of the

original total generic MC background histogram. The fit of the model to the generic MC

distribution is shown in figure 5.13c, where the model shape is shown as the solid line,

the background component of the model is shown as the dashed line, and the points with

error bars represent the generic MC distribution. The σNsig/Nsig distribution, where each

entry came from a different trial, is shown in figure 5.13d. The ultimate FOM estimate for

a given set of cuts was obtained by using the mean value of the σNsig/Nsig distribution.

Using the optimised (i.e. bold) set of cuts given in table 5.8, the FOM was found to be

σNsig/Nsig = 0.085.

5.9 ∆M Distributions After Optimisation

The ∆M distributions for the signal and normalisation decay modes are shown in figures

5.14a and 5.14b, after the optimised cuts have been applied. Like the figures of 5.7, the

colours indicate the different contributions from the generic MC and the data points have

been overlaid.

Of the events that contained either a true signal decay or a true normalisation mode

decay, only candidate reconstructions of cc events survived the additional cuts. Those

candidate reconstructions of B0B0 and B+B− events that contained either a true signal

decay or a true normalisation mode decay did not survive.

The only significant background that remained for the signal mode came from cc

events that contained either leptonic or semi-leptonic D+ and D+
s decays. The back-

ground candidates had very similar properties to signal candidates, and so these back-

grounds were deemed to be irreducible. Figure 5.15a shows the various components of

the cc background to the signal mode after optimization.

After the additional cuts were applied in the normalisation mode, a small fraction

of candidates that came from reconstructed fragmentation particles in uds events re-

mained. Most of the normalisation mode background candidates came from cc events

that contained hadronic D+ and D0 decays. Again, the similarity of these candidates to

those of the normalisation mode meant that these types of background were deemed to

be irreducible. Figure 5.15b shows the various components of the cc background to the

normalisation mode after optimization.
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The final distributions of ∆M for the normalisation mode showed a large difference

in the number of reconstructedD+ → π+K0
L events in data compared to MC. The recon-

struction efficiency forD+ → π+K0
L events in MC looked to be approximately twice that

of data. This discrepancy was attributed to poor simulation of K0
L interactions with the

detector. One possible explanation for this discrepancy is that less energy was deposited

for simulated interactions betweenK0
L mesons and the detector than for real interactions.

The D∗+ candidate reconstruction procedure, which assumed that the missing particle

did not interact with the detector at all, would therefore result in a higher reconstruction

efficiency forD+ → π+K0
L events in MC than in data. A measurement of theD+ → π+K0

L

branching fraction was therefore not performed because the relative error on the final re-

sult would have been high due to the large uncertainty on the reconstruction efficiency

for the normalisation mode.

5.10 D∗+ Momentum Distribution for the Signal Mode

To test the reliability of the generated D∗+ momentum spectrum, and the D∗+ candidate

reconstruction procedure, the momentum distribution of reconstructed D∗+ candidates

in data and dedicated signal MC events was investigated.

A program called JETSET [50] was used to simulate qq̄ fragmentation and hadro-

nisation in continuum events at BABAR. The momentum spectrum of such events was

mainly governed by a function called the Lund Symmetric Fragmentation Function, f(z),

which described the probability that the q jet, moving along the z-axis, would receive a

particular +z value and that the q̄ jet, also moving along the z-axis, would receive the

corresponding −z value. The function is shown in 5.7:

f(z) ∼ 1

z
(1− z)aexp

(
−
bm2

T

z

)
(5.7)

where a and b are parameters which were determined empirically. At BABAR. a and bwere

0.30 and 0.58 GeV −2. The transverse mass of a hadron is represented by mT and defined

as m2
T = m2 + p2

T , where pT is the component of the hadron’s momentum which is in the

plane transverse to the z-axis.

Figure 5.16 shows the momentum distribution for D∗+ candidates, PD∗+ , in the lab-

oratory frame for data and dedicated signal MC. Only those candidates in the signal
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(a) (b)

(c) (d)

Figure 5.13: Typical optimisation output for a given set of cuts. Figures (a), (b) and
(c) show distributions which relate to a single fit trial. The PDF for the dedicated
signal MC sample is shown in (a). In (b), the total generic background MC shape
is shown as a solid line and the fluctuated background PDF, which is represented
by a dashed line, has been overlaid. The model, which comprised the signal
and fluctuated background PDFs, was fitted to the ∆M distribution of the total
generic MC. The fitted distribution is shown in (c), where the blue (solid) line
represents the model, the dashed line shows the background component of the
model and the points represent the total generic MC distribution. In (d), the
σNsig

/Nsig values (explained in the text) for the 1000 fit trials have been plotted.
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(a) (b)

Figure 5.14: The ∆M distributions for the signal and normalisation modes are
shown in (a) and (b), after the ultimate set of cuts had been applied.

(a) (b)

Figure 5.15: The cc backgrounds for the signal and normalisation modes are
shown in (a) and (b) after the optimised cuts listed in table 5.8 had been ap-
plied. In each case, they have been broken down into their various components.
Here, X± and X0 represent sets of charged and neutral hadrons.
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Figure 5.16: Momentum distribution for D∗+ candidates in the laboratory frame.
The distribution is shown after all selection criteria have been applied, and only
for candidates with ∆M values below 0.15 GeV/c2).

region of the ∆M distribution are shown (i.e. for candidates with ∆M values below

0.15 GeV/c2). The area of the dedicated signal MC distribution has been normalised to

that of data. The distributions show reasonable agreement, which helps to validate the

fragmentation function used to generate the D∗+ momentum spectrum as well as the

D∗+ candidate reconstruction procedure.
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Chapter 6

Results

6.1 Overview

This chapter describes the fit procedure that was performed on the distribution of ∆M in

data in order to obtain a value for the signal mode yield. The efficiency for reconstructing

signal mode decays in signal MC events is found. A description of how this efficiency is

corrected to account for known differences in particle reconstruction and particle iden-

tification between data and MC events is given. The method used to obtain a value for

the branching fraction BF (D+ → µ+ν) is described and values for fD+ and (fD+
s
/fD+)

are then calculated. The systematic errors associated with each of the results are dis-

cussed. Finally, values for BF (D+ → µ+ν), fD+ and (fD+
s
/fD+) are given, along with

their respective statistical and systematic errors.

6.2 ∆M Fit

The signal mode ∆M distribution, shown in figure 5.14a, was fitted to obtain a signal

yield using a model that contained a signal PDF and a background PDF. The shape of the

signal PDF was taken from the dedicated MC and the shape of the background PDF was

taken from the sum of the generic background MC components. The model was fitted

to the data using an unbinned maximum likelihood fit. The result of the fit is shown in

figure 6.1. The fitted number of signal events, Nsig, is Nsig = 45.3± 6.7, where the error

is statistical, only. Note that since the uncertainty on the unbinned maximum likelihood

fit was approximately equal the statistical uncertainty on Nsig, no additional systematic

130



Figure 6.1: Fitted ∆M distribution for the signal mode. The fit model is shown
as a solid blue line and the background component of the model is shown as a
dashed red line. The points represent data.

was attributed to the fit procedure itself.

6.3 Monte Carlo Efficiency Corrections

Using the dedicated signal MC event sample, the signal mode reconstruction efficiency,

εMC , was found to be (1.09 ± 0.03) × 10−3, where the error is statistical, only. Three

correction factors were applied to εMC in order to account for known differences in ef-

ficiency for particle identification, neutral particle reconstruction, and charged track re-

construction between data and MC events. Equation 6.1 shows how the estimated signal

efficiency in data, ε, was related to εMC :

ε = εMC(CTrk)n̄
MC
Trk

2∏
i=1

(CPIDi )n̄
MC
i

2∏
j=1

(CRecoj )n̄
MC
j (6.1)

Here, CPIDi represents the particle identification (PID) efficiency correction for the ith

particle type, where i = 1 represents the signal muon and i = 2 represents the K+.

The neutral particle reconstruction (Reco) efficiency correction for the jth particle type is

represented by CRecoj , where j = 1 represents the K0
S and j = 2 represents the π0. The

charged particle reconstruction (Trk) efficiency correction is represented by CTrk. The

indices, n̄MC
i and n̄MC

j represent the mean number of candidates for particle type i and j
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Particle CPID σPID (%) CReco σReco (%) n̄MC

µ+
sig 1.02 1.00 - - 1.00
K+ 0.99 1.00 - - 0.74
π+ - - - - 3.64
K0
S - - 0.97 0.01 0.18

π0 - - 0.98 0.03 1.34

Table 6.1: Data to MC efficiency correction factors, CPID and CReco, and their
associated errors, σPID and σReco. The mean number of candidates per signal
MC event, for each particle type, is represented by n̄MC . To obtain n̄MC , only
events that contained D∗+ candidates which satisfied all selection criteria were
used. To remove contributions to n̄MC from events which contained background
candidates, an upper limit of 0.15 GeV/c2 was imposed on the ∆M value of the
D∗+ candidates.

in signal MC events. The mean number of tracks in a signal MC event is represented by

n̄MC
Trk . Only those signal MC events that contained D∗+ candidates which satisfied all the

selection criteria were used to obtain values for n̄MC
i , n̄MC

j and n̄MC
Trk . The ∆M value of

the D
∗+ candidate also had to be below 0.15 GeV/c2 in order to prevent contributions to

n̄MC
i , n̄MC

j and n̄MC
Trk from events that contained background D∗+ candidates.

Only the five types of particle discussed above were considered in the product of

equation 6.1; those particle types for which the mean number of candidates per event was

small were not considered, as their contribution would have been negligible. Table 6.1

shows the efficiency correction factors for the particle types, along with their associated

errors. The mean number of candidates per signal MC event is also given for each particle

type. Distributions of the numbers of candidates per event, for each particle type, are

shown in figure 6.2 for both data and signal MC. For all particle types, the signal MC

distributions agree with those of data, which justifies the use of n̄MC
i , n̄MC

j and n̄MC
Trk in

equation 6.1.

The particle identification efficiency corrections for signal muons and charged kaons

were estimated using the results of control sample studies. The control sample used in

the signal muon study contained muons from e+e− → µ+µ−γ events [51] [44]. For the

charged kaon study, a control sample that contained decays of the form D∗+ → D0π+,

D0 → K−π+ was used [52] [44]. No PID efficiency correction for charged pions was

used because the pion mass hypothesis was not chosen based on the result of a selec-

tor, rather is was the default hypothesis, only given if a charged track did not satisfy

the requirements of any of the particle selectors. An estimation of the K0
S reconstruction
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(a) (b)

(c) (d)

(e) (f)

Figure 6.2: Data and signal MC distributions that show, for each particle type,
the numbers of candidates that remained in an event. The signal MC distribu-
tion is represented by a solid line and the points represent data. The area of the
signal MC distribution has been scaled to match the area of the data distribution.
Distributions for those particle types which had either zero entries, or negligible
multiplicities are not shown.
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efficiency correction was taken from an analysis that measured the branching fraction,

B0 → ηcK
0 [53]. The π0 reconstruction efficiency correction was taken from a study

which used τ+ → π+ν̄ and τ+ → ρ+ν̄ decays [54]. The track reconstruction efficiency

was estimated using the results of a BABAR study of τ+τ− decays, where one of the tau

decays resulted in a single charged particle and the other resulted in three charged par-

ticles [55]. The mean number of charged tracks per signal MC event was found to be

5.74; thus the overall charged particle reconstruction efficiency correction was found to

be (CTrk)n̄
MC
Trk = (0.989± 0.005).

After correcting εMC using equation 6.1, the signal efficiency for data was found to

be ε = (1.05± 0.05)× 10−3, where the error incorporates each of the particle reconstruc-

tion, particle identification and track reconstruction uncertainties, as well as the statistical

uncertainty related to εMC .

6.4 D+ → µ+ν Branching Fraction

In order to calculate the signal mode branching fraction, a value for the inclusive pro-

duction cross-section for D∗+ mesons in data, σ(e+e− → D∗+X), at the energy scale of

BABAR was needed, where X represents all other particles produced. A study by CLEO

measured σ(e+e− → D∗+X) to be (583 ± 8 ± 33 ± 14) pb at a centre-of-mass energy of

10.5 GeV [56]. The first two errors on σ(e+e− → D∗+X) are statistical and systematic,

and the third error came from the uncertainty on the measured D0 → K−π+ branch-

ing ratio. In the CLEO study, the D∗+ mesons were reconstructed using D∗+ → D0π+,

D0 → K−π+ decays.

Using σ(e+e− → D∗+X), and the combined integrated luminosity of runs 1 to 6 at

BABAR (see table 5.1), the total number of D∗+ mesons produced, ND∗+ , was estimated to

be (278±17)×106, where the uncertainty came from the combined error on the value for

σ(e+e− → D∗+X). (Uncertainty on the integrated luminosity value was negligible.)

The branching fraction forD+ → µ+ν could then be calculated using equation 6.2:

BF (D+ → µ+ν) =
Nsig/ε

ND+

(6.2)

Here, Nsig was the number of fitted signal events, ND+ was the total number of D+

mesons that came from D∗+ → D+π0 decays and ε was the estimated efficiency for
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signal mode events in data, taken from equation 6.1. The total number of D+ mesons

from D∗+ → D+π0 decays was given by:

ND+ = ND∗+BF (D∗+ → D+π0) (6.3)

where the branching fraction for D∗+ → D+π0 was taken to be (30.7 ± 0.5) × 10−2 [2].

Using equation 6.2, a value for the signal mode branching fraction was found:

BF (D+ → µ+ν) = (5.06± 0.74) × 10−4 (6.4)

where the uncertainty quoted comes from the statistical error on Nsig, only.

6.5 Determination of fD+ and (fD+
s
/fD+)

The measured branching fraction was then used to obtain values for fD+ and the ratio,

(fD+
s
/fD+). Equation 2.4 was used to calculate a value for fD+ , where values for the

Fermi constant and the muon and D+ meson masses were taken from reference [2]. A

value of 0.22529±0.00077 was used for the matrix element Vcd [7]. The branching fraction

for the signal decay mode was converted into a decay rate using equation 6.5:

Γ(D+ → µ+ν) =
BF (D+ → µ+ν)× h̄

τD+

(6.5)

where the lifetime of the D+ meson, τD+ , was taken from reference [2]. Resulting values

for fD+ and (fD+
s
/fD+) are:

fD+ = (237± 18) MeV (6.6)

fD+
s
/fD+ = (1.08± 0.08) (6.7)

where in both cases the quoted error came from the uncertainty on the branching fraction

BF (D+ → µ+ν), only.

6.6 Systematic Errors

The dominant sources of systematic error are summarised in table 6.2. A combined error

for the data to MC efficiency corrections for track reconstruction, neutral particle recon-
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Source of Uncertainty Uncertainty ( % )
MC Efficiency Correction 4.9
D∗+ production cross-section 6.3
BF (D∗+ → D+π0) 1.6
Total 8.1

Table 6.2: Sources of systematic uncertainty for the signal mode measurement.

struction and particle identification was included. The uncertainty in the production

cross-section for D∗+ mesons was taken to be equal to the errors on σ(e+e− → D∗+X)

combined in quadrature. Another source of uncertainty came from the error on the

D∗+ → D+π0 branching fraction. The total systematic uncertainty on the measured val-

ues for BF (D+ → µ+ν), fD+ and (fD+
s
/fD+) was found by combining the individual

systematic errors in quadrature.

Uncertainty from the model used to fit the signal ∆M distribution was deemed to

be negligible compared to the statistical error on the result of the fit, and so it was not

included as a systematic error. The statistical error associated with the MC sample that

was used to create the PDF for the background component of the fit model was also

ignored, because it, too, was negligible in relation to the statistical error on the fit result.

6.7 Final Results

The final results for theD+ → µ+ν branching fraction and the D+ meson decay constant

are:

BF (D+ → µ+ν) = (5.06± 0.74± 0.41) × 10−4 (6.8)

fD+ = (237± 18± 10) MeV (6.9)

where, for both values, the first error is statistical and the second is systematic. The final

value of the decay constant ratio is:

(fD+
s
/fD+) = (1.08± 0.08± 0.04± 0.02) (6.10)

where the first two errors are statistical followed by systematic, and the third error came

from the uncertainty in the fD+
s

value.
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Chapter 7

Conclusions

This thesis documents work that was carried out by the author, at the University of

Manchester in the UK, and at the SLAC National Accelerator Laboratory in the US. The

bulk of the thesis relates to a measurement of the decay constant for the D+ meson, fD+ ,

using 476 fb−1 of integrated luminosity recorded using the BABAR detector. Part of the

thesis discusses event selection work that was performed as part of a measurement of the

decay constant for the D+
s meson, fD+

s
.

The main aim behind the fD+ measurement was to test the reliability of a result pro-

duced by a recent LQCD calculation [13]. The same calculation predicts a value for fD+
s

that differs from the Particle Data Group average by 2.4σ, a discrepancy that could be the

result of new physics. (Note, however, that the results of the LQCD calculation have re-

cently been updated, and the difference between the new fD+
s

prediction and the Particle

Data Group average is now 1.4σ [15].)

A measurement of the D+ → µ+ν decay rate is currently the only viable means of

obtaining a value for fD+ , and at present the Particle Data Group recognises only a single

measurement for BF (D+ → µ+ν) (and therefore for fD+), which was made by CLEO-c

[5]. Thus, a secondary goal of the fD+ analysis was to obtain a second viable measure-

ment ofBF (D+ → µ+ν). A measurement of fD+ can also be used in the ratio (fD+
s
/fD+),

which is useful because for some theoretical models it has a smaller relative error than

that of either fD+
s

or fD+ [13].

This analysis obtained values for BF (D+ → µ+ν) and fD+ by reconstructing the de-

cay chain D∗+ → D+π0, D+ → µ+ν. A whole-event method was used to reconstruct

signal candidates, and the signal variable used was the mass difference between the re-
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Result This Analysis PDG LQCD
BF (D+ → µ+ν) (×10−4) 5.06± 0.74± 0.41 3.82± 0.33 -

fD+ (MeV ) 237± 18± 10 205.8± 8.9 207± 4
(fD+

s
/fD+) 1.08± 0.08± 0.04 1.257± 0.068 1.164± 0.011

Table 7.1: A summary of the results for this analysis, along with the correspond-
ing Particle Data Group (PDG) results [5] [2]. The LQCD results from reference
[13] are also shown. The errors on the values obtained by this analysis are statis-
tical followed by systematic; the errors on all other results have been combined
in quadrature.

constructed D∗+ and D+ meson candidates. To estimate the number of D∗+ mesons that

were present in data, a CLEO measurement of the cross-section for inclusive D∗+ pro-

duction from e+e− annihilation at
√
s ≈ 10.6GeV was used. The 6% relative error on this

measurement had a relatively small impact on the final results of this analysis.

The results of this analysis are shown, along with the corresponding Particle Data

Group values, in table 7.1. The results of the LQCD calculation mentioned above (and

discussed in section 2.2) are also shown.

The measured branching fraction for D+ → µ+ν decay differed from the CLEO-c

result by 1.4 standard deviations.

The relative error on the value for BF (D+ → µ+ν) is around twice as large as that of

CLEO-c, and therefore the CLEO-c result remains the most precise. However, it is also

around four times smaller than the second best BF (D+ → µ+ν) measurement [31] (see

section 2.9.2):

BF (D+ → µ+νµ) = (0.122+0.111
−0.053 ± 0.010)× 10−2 (7.1)

The measured fD+ and (fD+
s
/fD+) results are 1.39 and 1.58 standard deviations from

the Particle Data Group values. While the sensitivity of the fD+ value obtained in this

analysis is below that of CLEO-c, it does represent a vast improvement on the second

best experimental determination of fD+ :

fD+ = (371+129
−119 ± 25) MeV (7.2)

which was derived from 7.1, above.

The dominant source of error on the fD+ measurement came from the limited statis-

tics of the data sample after all selection criteria had been applied. Such statistical lim-

itations should not be an issue for the detectors of future B-factories, like the proposed
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detectors Super KEKB [57] and SuperB [58]. The peak instantaneous luminosity of SuperB

is expected to be, ≈ 2.5 × 1036 cm−2s−1, i.e. around 100 times that of BABAR. Over a 10

year lifespan, the detector is expected to receive a delivered luminosity above 150ab−1.

This would correspond to a dataset which was around 300 times the size of the BABAR

dataset. Thus, if this analysis procedure were carried out at SuperB (and the signal mode

reconstruction efficiency was the same), the resulting statistical error on the fD+ result

would be around 30 times smaller.
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A. The invariant mass range of the (µ+π0) and (π+π0)

systems

The invariant mass of a system, Minv, that contains N particles, and where Ei and Pi are

the energy and momentum of the ith particle, is given by:

M2
inv =

(
N∑
i=0

Ei

)2

−

(
N∑
i=0

Pi

)2

(3)

To find the invariant mass of the (µ+π0) system, the energies and momenta of the µ+ and

π0 are needed, all in the same frame of reference. The energy of the π0, Eπ0 , in the D∗+

frame of reference is given by:

Eπ0 =
M2
D∗+ −m2

D+ +m2
π0

2MD∗+

Here, M∗+D , m+
D and Mπ0 are the masses of the D∗+, D+ and π0 mesons. Using particle

masses from [2], the energy of the π0 is found to be Eπ0 = 139.7 MeV . The momentum

of the π0 (and therefore the D+, too) in the D∗+ frame of reference is 38 MeV/c [2].

For the muon energy, Eµ+ , we have:

Eµ+ =
M2
D+ +m2

µ+

2MD+

Here,mµ+ , is the mass of the µ+ and the neutrino mass has been neglected. Using particle

masses from [2], the energy of the µ+ is found to be Eµ+ = 938.0 MeV . The PDG gives

the momentum of the µ as 932 MeV/c.

Now,Eπ0 and Pπ0 are known in theD∗+ frame, andE+
µ and Pµ+ are known in theD+

frame. In order to proceed with the calculation, either the π0 four-momentum should be

lorentz boosted into the frame of reference of the D+, or the µ+ four-momentum should

be lorentz boosted into the frame of reference of the D∗+. To see if a boost is required,

the usual factors of γ = (1 − β2)−
1
2 and β =P/E need to be found. Taking the boost to

be from the D∗+ frame of reference to that of the D+, β is given by, β =PD/ED = 0.02.

Using this value for β, γ is found to be, γ = (1 − 0.022)−
1
2 = 1.0002, and so β and γ

can be rounded to 0 and 1, meaning that the D+ and D∗+ frames of reference can be

considered to be identical for the purpose of this calculation. The energies and momenta

can now be inserted into equation 3, with the invariant mass range being given by the
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minimum and maximum angles between the momenta of the µ+ and the π0. Thus, the

kinematically allowed range of the invariant mass of the (µ+π0) system is given by:

(Eπ0 + Eµ)2 − (Pπ0 + Pµ)2 < M2
(µ+π0) < (Eπ0 + Eµ)2 − (Pπ0 − Pµ)2

When the relevant energies and momenta are inserted into the above relation, we find:

(469.5 < M2
(µ+π0) < 601.8)MeV/c2. Using an analogous method, the range for the (π+π0)

is found to be: (464.3 < M2
(π+π0) < 588.8) MeV/c2.
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