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Abstract 

Chiara Broccatelli. Going beyond secrecy: methodological advances for two-mode 

temporal criminal networks with Social Network Analysis (2016) PhD thesis, University 

of Manchester.  

 

 

This thesis seeks to extend the application of Social Network Analysis (SNA) to 

temporal graphs, in particular providing new insights for the understanding of covert 

networks. The analyses undertaken reveal informative features and properties of 

individuals’ affiliations under covertness that also illustrate how both individuals and 

events influence the network structure. The review of the literature on covert networks 

provided in the initial two chapters suggests the presence of some ambiguities 

concerning how authors define structural properties and dynamics of covert networks. 

Authors sometimes disagree and use their findings to explain opposite views about 

covert networks. The controversy in the field is used as a starting point in order to 

justify the methodological application of SNA to understand how individuals involved 

in criminal and illegal activities interact with each other. I attempt to use a deductive 

approach, without preconceived notions about covert network characteristics. In 

particular, I avoid considering covert networks as organisations in themselves or as 

cohesive groups. I focus on individuals and their linkages constructed from their 

common participation in illicit events such as secret meetings, bombing attacks and 

criminal operations. In order to tackle these processes I developed innovative methods 

for investigating criminals’ behaviours over time and their willingness to exchange tacit 

information. The strategy implies the formulation of a network model in order to 

represent and incorporate in a graph three types of information: individuals, events, and 

the temporal dimension of events. The inclusion of the temporal dimension offers the 

possibility of adopting a more comprehensive theoretical framework for considering 

individuals and event affiliations. This thesis expands the analysis of bipartite covert 

networks by adopting several avenues to explore in this perspective. Chapter 3 proposes 

a different way to represent two-mode networks starting from the use of line-graphs, 

namely the bi-dynamic line-graph data representation (BDLG), through which it is 

possible to represent the temporal evolution of individual’s trajectories. The following 

chapter 4 presents some reflections about the idea of cohesion and cohesive subgroups 

specific to the case of two-mode networks. Based on the affiliation matrices, the 

analysis of local clustering through bi-cliques offers an attempt to analyse the 

mechanism of selecting accomplices while taking into account time. Chapter 5 is 

concerned with the concept of centrality of individuals involved in flows of knowledge 

exchanges. The theoretical and analytical framework helps in elaborating how 

individuals share their acquired hands-on experiences with others by attending joint task 

activities over time. Chapter 6 provides an application of the approaches introduced in 

the preceding chapters to the specific case of the Noordin Top terrorist network. Here, 

the knowledge of experience flow centrality measure opens up a new way to quantify 

the transmission of information and investigate the formation of the criminal capital. 

Finally, the last Chapter 7 presents some future research extensions by illustrating the 

versatility of the proposed approaches in order to provide new insights for the 

understanding of criminals’ behaviours.  
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Chapter 1  
Introduction: Is applying Social 
Network Analysis to Criminal 
Networks a good idea? 

 

 

 

1.1 Introduction 

In general, this thesis aims at providing some methodological developments by 

extending the Social Network Analysis (SNA) approach in the analysis of covert 

networks. In this introductory chapter I intend to answer the following question: ‘what 

are covert networks?’, and set out the rationale behind the research undertaken in this 

study. The rise of SNA as an established discipline has prompted the diffusion of SNA 

studies also in the criminological field. Contributions in this area mainly suffer from 

two types of problems. The first refers to the lack of available data and missing 

information. The second concerns a narrow use of SNA concepts and measures. In this 

chapter, I discuss how the above limitations challenge the analysis of two-mode 

temporal covert networks, and, subsequently, I shall introduce the research design 

adopted for this work. In particular, this study reveals the potential that SNA may have 

in providing a direction for improving the investigation of two-mode temporal covert 

networks. Finally, at the end of this chapter, I will provide an overview of the thesis. 

Please note that section 1.8.1 and 1.8.2 have been derived by adopting the following 

article: Broccatelli, Chiara; Everett, Martin, and Koskinen, Johan "Temporal Dynamics 

in Covert Networks." Methodological Innovations, 9 (2016): 1-14 doi: 

10.1177/2059799115622766. 
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1.2 Social Network Analysis for Criminal Networks: the Origins 

SNA is neither a method, nor merely a collection of techniques. Primarily, it is a 

perspective, a way of thinking about our social life (Leinhardt 1977:xiii). By adopting 

this perspective, individuals are not seen as isolated entities, but rather as entities 

embedded in different ‘webs of social relationships and interactions’ that characterise 

the social system to which individuals belong (Borgatti et. al. 2009:892). SNA consists 

of concepts, theories, methods, and applications for analysing individuals and the 

relationships between them. The power of the network perspective is that it allows 

investigation of how individuals shape, combine, endure, organise, and build their 

interactions in a direct way.  

Social Network research began in the early thirties when psychiatrist Jacob Moreno 

pioneered this approach. By using sociometry, which he invented himself, he 

graphically represented feelings of attraction among individuals to analyse the 

mechanism of social influence among students at the Hudson School for Girls in New 

York. After that, network research advanced its mathematical foundations with the use 

of matrix algebra and graph theory to analyse group dynamics, such as group formation 

and communication exchanges (early experimental studies of communication networks 

was conducted by Bavelas and colleagues, e.g. Bavelas 1950). In the 1950s, sociologists 

used the network approach to analyse the effects of urbanisation, and represent 

relationships on the basis of the networked community such as personal networks, 

rather than villages or other geographical community structures (Wellman 1979). By the 

1970s network studies on structural equivalent node positions appeared (Lorrain and 

White 1971), as well as studies on the distinction between strong and weak ties 

(Granovetter 1973) as a prelude to social capital theory. However, it was during the 

1980s when network research enjoyed a resurgence of interest, and the SNA approach 

became an established and independent discipline of study (Borgatti et. al. 2009:893). 

After that, over the last decades, the number of articles and publications on network 

research has increased exponentially worldwide, in a vast range of disciplines such as 

economy and business, finance, psychology, and even biology and physics (see Borgatti 

et. al. 2009 for a brief history of SNA development).  

In parallel to the establishment of SNA as an autonomous discipline, there has been 

considerable interest in network research by scholars of criminal studies, resulting in an 
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increase of SNA applications in the criminological area. However, criminologists have 

not fully explored the potential of SNA, and they generally kept their analyses on a 

basic level, referring only to a limited number of SNA concepts. According to Coles, 

criminologists seemed to refer only to the idea of brokering and structural equivalent 

positions, social cohesion, and intensity of ties, which has led to a superficial 

understanding of crime group actions (Coles 2001). Coles’s review of the state-of-the-

art SNA approach appeared, perhaps, excessively severe in his claims. In his opinion, 

the reason why criminological studies seemed to limit the application of SNA’s 

theoretical tools was mainly due to the lack of relational data provided by law 

enforcement, a condition which, realistically, went beyond the researchers’ 

responsibility. 

An early recognition of SNA potential for untangling criminal networks comes from the 

past, and especially from Sparrow. His studies gained prominence, and in 1991 he 

published an article in which he highlighted a number of challenges that SNA 

researchers needed to tackle, also describing how criminal intelligence could benefit 

from the application of some SNA measures (Sparrow 1991). For example, he argued 

that measuring the node’s centrality through degree and betweenness (Freeman 1977), 

information centrality (Stephenson and Zelen 1989), and the strength of a point 

(Capobianco and Molluzzo 1979), could lead to the arrest of the most functional 

individuals, and contribute to dismantling criminal networks. As to the challenges that 

researchers faced in analysing criminal networks, Sparrow first pointed out the question 

of network size. Criminal networks can be vast, presenting several difficulties for 

researchers in managing the data. Secondly, these datasets can present a loss of 

information, rendering them incomplete, with ambiguous and inaccurate boundaries. 

A review of SNA applications for the study of crime was notably provided by 

Carrington (2011). He proposed a distinction in criminological studies, differentiating, 

1) studies that focused on how personal networks influence adolescents into adopting 

delinquent behaviours, 2) studies that explained crime rates based on the characteristics 

of the context, such as underprivileged areas and neighbourhood composition, and, 3) 

studies that focused on the network of criminal groups. The first and second types of 

research mainly applied SNA with the purpose of investigating the causes of crimes. 

These studies sought to explain the rates of delinquency by assuming that a number of 

factors, e.g. types of ties, level of cohesiveness within the network, lack of informal 

social control, and the variation present in the neighbourhood composition, can 
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potentially influence individuals’ behaviours. The third type of studies, instead, used 

SNA to model the organisational dynamics of criminal groups, focusing on the network 

level as a whole.  

The above distinction into three classes of studies is in some respect reminiscent of 

another differentiation, which places SNA studies into two distinct categories starting 

from their basic network assumptions. In this case, network properties are treated as 

independent variables or, conversely, as dependent variables. From a methodological 

point of view, the assumption of the network property as independent variable leads to 

the explanation of several processes. For example, to predict the probability for the most 

central individuals of being promoted to a new job. Alternatively, treating a network 

property as a dependent variable leads to considering network characteristics as 

outcomes of other social processes. This type of SNA research deals with, for example, 

the analysis of the homophily mechanism – people’s tendency of establishing 

relationships with those who are most similar to themselves –, and the proliferation of 

trust ties deriving from other types of relationships, e.g. collaboration ties and kinship 

ties. (See Borgatti et. al. 2013:7 for the distinction between independent and dependent 

network variables, see Table 1 in the Appendix for a general overview of SNA research 

questions and their corresponding network measures). 

Going back to the criminological research area, you can argue that the first and second 

types of studies described by Carrington imply the use of network properties as 

independent variables, whereas the third type interprets network characteristics either as 

independent or dependent variables. Making this point clear is critical, as it highlights 

the heterogeneity of network research and suggests the importance of building a clear 

research design, an aspect that will be discussed later on in this chapter.  

At the time of writing his paper, Carrington’s point of view was that network research 

in the field of criminological studies was still ‘in its infancy’ (Carrington 2011:248). In 

his view, researchers tended to explore and describe criminal networks by applying only 

elementary network concepts, omitting a more detailed analysis of the structure of 

criminal relationships. In line with Coles’s earlier publication, Carrington reinforced the 

idea that criminologists are limited in the application of SNA theoretical tools, and that 

they were far from including sophisticated computational SNA analyses in their 

research. Although both authors’ views seemed to underline a certain delay in the use of 

SNA in the field of criminal networks, more recently network approaches have started 
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to circulate more widely in criminology. The next paragraph focuses on this 

development.  

 

 

1.3 Advances in applications of Social Networks Analysis to Covert 
Networks 

Further developments in the application of SNA in criminology appear to be heading in 

two promising directions. Firstly, there is the development of specific SNA tools and 

resources for analysing terrorist networks. For example, the Center for Computational 

Analysis of Social and Organizational Systems (CASOS), hosted by the Carnegie 

Mellon University in Pittsburgh and directed by Kathleen M. Carley, developed the tool 

called DyNet (Carley 2001), which combines organisational theory, computer science, 

and network analysis specifically for understanding how a terrorist network evolves and 

survives over time. Counterterrorism intelligence can use DyNet in order to evaluate 

network’s vulnerability and its ability to reconstitute and adapt to new scenarios. In this 

case, the network approach offers a valid contribution in terms of suggesting possible 

strategies to adopt in order to dismantle these networks. In terms of resources, the 

increased number of investigations of the phenomenon of terrorism has not only 

generated a proliferation of several research groups, but it has also contributed to 

making information on terrorist attacks publicly available on open-source databases. A 

few examples of terrorism databases include the Terrorism Knowledge Base (TKB), 

developed by the Memorial Institute for the Prevention of Terrorism’s (MIPT), the 

Global Terrorism Database (GTD) by the National Consortium for the Study of 

Terrorism and Responses to Terrorism, and the John Jay & ARTIS Transnational 

Terrorism Database, created by the John Jay College of Criminal Justice. Additional 

databases are the Worldwide Incident Tracking System (WITS), created by the U.S. 

National Counterterrorism Center, and the Armed Conflict Database (ACD) produced 

by the International Institute for Strategic Studies. Available information ranges from 

membership in the same terrorist cell, common participation in activities and attacks, to 

friendship relations. 
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Secondly, there is evidence of development of SNA methodology for analysing criminal 

networks. Here, the focus is on how SNA measures and algorithms can be better used 

for the specific task of analysing criminal networks. The next three examples are cases 

in point.  

The first example comes from Morselli's (2010) work. Here, he used degree and 

betweenness centrality scores to identify individual positions within a drug network. 

Individuals with high degree centrality scores were supposed to have a vulnerable 

position, whereas individuals with high betweenness centrality scores were assumed to 

occupy a brokering position. Real-world results suggested that individuals with high 

degree centrality scores were more likely to be arrested than individuals with high 

scores of betweenness. This example is crucial as it suggests that authors started to 

consider how SNA measures assume different meanings and implications within the 

criminal setting. 

The second example concerns a recent book by Everton (2012b). Here, the author 

provides detailed explanations on how to utilise some of the most common SNA tools, 

e.g. UCINET (Borgatti, Everett, and Freeman 2002), NetDraw (Borgatti 2002), ORA 

(Carley 2001) and Pajek (Batagelj and Mrvar 1998), to analyse a covert network. This 

book might, perhaps, highlight the potential of SNA applications in counterterrorism 

studies with the purpose of disrupting a terrorist network. 

Finally, another fundamental contribution comes from Gerdes (2014). In his article, he 

suggests that for the mapping of criminal networks it is necessary to use a different 

approach to data transformation. He proposed an algorithm, called MAPP, which 

provided a different strategy to transforming two-mode networks into one-mode 

networks and offer more accurate results of the tie strength among co-participants in 

events. This example stresses the fact that criminologists have started to introduce 

methodological innovations to take into account the specific nature of covert networks.  

What needs to be highlighted here is that there is an increasing number of studies within 

the field of criminology that attempt to explore the potential of SNA applications for 

analysing covert networks, and the possible methodological implications. This thesis is 

also going in that direction. 
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1.4 Criminal Network definition(s)  

What do criminal networks actually refer to? An explicit, agreed-upon definition of 

criminal networks does not exist. Definitions have varied in their levels of specificity 

and substantial meanings. Authors are likely to pick up different aspects of covert 

relationships and, as a consequence, their definitions focus on different properties to 

characterise criminal networks. The discrepancy of such definitions is reinforced by the 

lack of a standardized term to identify these networks. The adjectives ‘dark’, ‘covert’, 

‘secret’, ‘illicit’, ‘clandestine’, and ‘criminal’ have been generally used as synonymous. 

In the sequel I will refer to these networks as either ‘covert’ or ‘criminal’, using both 

adjectives interchangeably where appropriate.  

A substantial part of SNA literature on covert networks assumes the idea of secrecy as 

being the most important characteristic in defining them. Yet another approach, 

describes covert networks starting from their opposite – overt networks. While the first 

notion encourages viewing covert networks as if shrouded by a halo of mystery, the 

second notion defines covert networks by considering the differences between them and 

their opposite (overt networks). I will now describe these ideas in detail.  

As to the first notion, an important contribution came from Erickson (1981). She 

provided a definition of covert networks starting from the aspect of secrecy, noting that 

individuals embrace secrecy in order to limit their risks when engaging in several 

activities. In her words, a secret social network is a ‘persisting pattern of relationships 

which directly or indirectly links the participants in related secret activities’ (Erickson 

1981:189). According to this definition, the main aspect that characterises a secret 

network is the presence of coordinated actions under a secrecy condition. Similarly, 

Crossley et. al. (2012) focused on the covertness maintained by individuals when 

carrying out illicit actions. In their definition, a covert network is composed by 

individuals who ‘(1) commit illegal acts whose details must be kept in secret from the 

authorities prior to their commission; and (2) who seek to remain anonymous to all but a 

select few after their commission.’ (Crossley et. al. 2012:635). Whereas Erickson 

formulated the idea of secrecy mostly by referring to the nature of actions, Crossley and 

colleagues broadened the definition of secrecy by focusing more on the individual level 

and by inferring how individuals achieve and maintain covertness. They picked up the 

aspect of individual embeddedness in clandestine activities, and interpreted the idea of 

secrecy in terms of people’s efforts of concealing their involvement in those actions. In 
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particular, they suggested three possible ways that can be adopted to remain undercover: 

1) organising secret meetings in remote locations, 2) maintaining physical distances 

with non-group members, and 3) having a double life in order to ward off possible clues 

as to their involvement in covert activities. This approach thus helps in defining the 

network boundaries of a given covert network, by restricting it to individuals actually 

motivated in acting together for illegal purposes.  

The second notion, which suggests that one should compare covert to overt networks, 

was first suggested by Milward and Raab (2006). In their view, whereas bright – or 

overt – networks are mostly legal and visible, dark – or covert – networks are generally 

illegal and as invisible as possible (Milward and Raab 2006:334). The two authors 

focused on the aspect of visibility, in terms of the need for individuals to remain 

invisible and act illegally far from the prying eyes of the police. As such, the idea of 

visibility concerned the aspect of legality as regulated by the body of laws in force in 

every state. While individuals belonging to overt networks act in accordance with the 

law, individuals embedded in covert networks tend to break those legal rules. In this 

case, the focus is placed on the aspect of acting outside the ‘boundaries of the law’ 

(Bakker and Milward 2012). Morselli (2009:5-10) argued that criminal networks are not 

the mirror image of non-criminal networks, since the former lead to relational dynamics 

and features that are specific to criminal settings. In particular, criminal networks carry 

out their unlawful activities under constant pressures, originating both within and 

without the network. Internally, they need to control individuals’ behaviours and settle 

possible conflicts, whereas, externally, they are subjected to control agencies such as the 

police and other public services. To face these challenges, they need to maintain a 

certain level of flexibility in order to function under different constrains. 

The overt versus covert definition has also been used for defining another aspect of 

criminal interactions related to the issue of cooperation under covertness. Baker and 

Faulkner (1993) argued that covert networks are different from overt networks based on 

their intrinsic necessity of balancing the conflicting needs of maintaining secrecy while 

coordinating the members of the group. The necessity of acting together and 

cooperatively opens up another definition which relates to the aspect of shared trust. By 

assuming that trust is a basic property of every criminal relationship, Von Lampe (2001) 

considered covert networks as a group of individuals connected with each other for the 

purpose of carrying out some illegal act. Individuals maintain relationships of trust, 



21 

 

which generate reciprocal expectations and contribute in keeping the uncertainty of the 

context under control.  

Although the focus of my research is not to propose a solution as to the definition of 

covert networks, it is important to clarify the meaning of covert networks used in this 

thesis. A commonly accepted view of the functioning of covert networks is that, at some 

level, the individuals organise their activities as a network structure (Carrington 

2011:244; Waring 2002:43), rather than other forms of governance, for example a 

market or a hierarchy
1
 (Raab and Milward 2003). This may be due to the fact that a 

network structure allows individuals to maximise their efficiency (Demiroz and Kapucu 

2012) and fluidity (Klerks 2001:56-57) by also optimising their security (Helfstein and 

Wright 2011). Starting from those inputs, I shall clarify the main aspects used to define 

‘covert networks’ in the present work. I consider a network to be covert when it features 

the following characteristics: 

1) A collection of individuals presenting a network-like structure of ties. 2) The 

individuals in such network-like structures might collaborate and coordinate their 

actions. 3) The above individuals can perform unlawful activities, meaning activities 

that are contrary to the laws in force. 4) The above individuals tend to act in secrecy 

and conceal their involvement in those activities in order to limit their overexposure. 

 

1.4.1 Covert networks, covert groups or covert organisations? 

The potential value of the above definition is that it can be applied to several types of 

covert network. They might include terrorist and extremist groups, criminal networks 

such as drug-cartels and Mafia organisations, street juvenile gangs, and Covert Network 

Social Movements (CSMN), including, for example, the well-known UK movement of 

Suffragettes. However, the assumption that such diverse covert networks can be 

grouped together is an issue that needs to be carefully examined. Within the 

sociological tradition, in fact, there has been a long debate on how to accurately define 

different social constructs. Social objects such as groups, networks, and organisations, 

are assumed to be intrinsically different based on their conceptualisations, which 

sociologists have largely debated over the past years. But if ‘groups’ presume different 

theoretical meanings to ‘networks’, how could they be considered similar, or used 

                                                 
1
 This point will be discussed in the next paragraph 1.4.1. 
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synonymously in the literature? The problem is not just a question of definition; rather, 

it is related to the implications of interpreting covert networks as groups, networks or 

organisations.  

The implications of this issue has been discussed by Campana (2016). Here, the author 

pointed out that interpreting covert networks as a form of organisation in itself, rather 

than a collection of actors and ties, leads to different theoretical implications. 

Considering a covert network as a type of organisation substantively implies 

assumptions about its form of governance. In this sense, networks would have a specific 

form of governance, different from either a hierarchy configuration or a market 

structure. Podolny and Page (1998) defined a hierarchy as a centralised configuration in 

which ties endure for long and are mainly related to the central node that represents the 

authority. Conversely, a market structure is characterised by a population of isolated 

entities, only tied by sporadic relationships (Podolny and Page 1998:59). Finally, a 

network, they suggested, is something in between of these two configurations. In 

particular, a network form of governance implies actors embedded in reciprocal and 

enduring relationships that can also be regulated by an authority. As observed by 

Campana, the adoption of this perspective, which he calls ‘substantial’, limits the ways 

in which one can explain the network properties, as it forces researchers to assume a 

priori that networks are neither internally hierarchically oriented nor fluid. The problem 

is that real-world examples, such as Mafia organisations, challenge this idea, stressing 

the need to reconstruct the network structure more empirically rather than through 

deduction. By following Campana’s postulates, the best way is to consider covert 

networks as networks, meaning assuming an ‘instrumental’ definition. Hence, 

researchers focus on the actors and their relationships and gather conclusion directly 

from how the network is drawn from the analysis. Traditionally, SNA analysts have 

mainly assumed this second perspective.  

In addition to these two perspectives, there is another possible approach that may be 

added to this list. This is the one that considers covert networks as groups. In this case, 

the rationale relies on other conceptual assertions that are in line with SNA theory. 

Traditionally, in fact, the concept of group defines communities and social circles.  

According to Freeman (1992), the adoption of the notion of group means to assume 

different intuitive ideas about the group’s structure. The first idea distinguished groups 

by considering the context in terms of space and time in which these groups emerge. 
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For example, working groups are located at work and are formed during the working 

hours, whereas friendships relationships emerge outside and in different times. By 

assuming this perspective, groups tend to not overlap. The second idea referred to 

Granovetter’s theory of weak and strong ties (1973). Groups are different based on the 

extent of intimacy and positive sentiments that characterise some human relationships 

more than others. These groups are likely to be characterised by strong ties that support 

frequent interactions, but individuals can also be tied together by weak ties. If we 

assume the first idea – groups emerging at different points in time and across different 

settings – we consider groups arising from external constraints, whereas, by relying on 

the second idea – groups regulated by strong and weak ties –, one suggests that groups 

depend on voluntary and intimate relationships.  

By following this second perspective, the concept of group can also implicitly assumes 

a sort of ‘feeling of belongingness’, a shared idea of the group that the members are 

likely to conceive. As a consequence, group members may experience possible 

pressures towards uniformity (Borgatti et. al. 2013:19). This feeling fixes the groups’ 

boundaries, as it simplifies the distinction between members and non-members of the 

group (see also Borgatti et. al. 2013:33). I would argue that the ambiguity in using the 

idea of group lies mainly in the tendency of overlapping the concept of group with the 

idea of group of people. Referring to covert networks, a Mafia group, a street gang or a 

drug-cartel have often been defined as groups. However, some criminologists have 

argued that criminal groups do not always have a corporate ideology, share mutual 

goals to achieve and a sentiment of belonging (van Mastrigt 2014; Yablonsky 1959). 

Therefore, it is better to consider these collectivities as groups of people, rather than 

groups in a more sociological perspective, an idea that is actually closer to the definition 

of network.  

Having said that, in the following my use of the concept of ‘covert networks’ is neither 

substantial (networks as organizations) nor conceptual (networks as groups), but rather 

resting on the notion of networks viewed as a collection of individuals and the ties 

among them (Wasserman and Faust 1994:20), by following a more instrumental 

definition (Campana 2016). Note that the words ‘group’ or ‘organisation’ are here 

considered mainly as synonyms of ‘network’, dissociated from their theoretical 

connotations.  
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1.5 Difficulties and Challenges in Analysing Covert Networks with 
SNA 

The main challenge researchers face as they set out to analyse covert networks is related 

to the difficulties in collecting this type of data. This difficulty is mainly due to the 

limited access to this type of information. For example, it is objectively difficult to 

directly interview criminals (if you can even locate them), but even where possible, they 

might not share all information they have. Criminals, in fact, might not be too 

forthcoming in disclosing whom they carry out their activities with. Moreover, 

researchers can experience barriers in accessing police data, as the members of the 

police might not be willing to share their sensitive information (Morselli 2016). Finally, 

these types of data are sensitive and restrictions imposed to protect them might prevent 

researchers from sharing their datasets, for example because data have to be destroyed 

after a certain period of time in accordance with ethical rules (Sarnecki 2016). Within 

this line of thinking, Van der Hulst (2011:262) suggested that the analysis of terrorist 

networks may encounter two different biases depending on the type of researchers 

involved, distinguishing between investigators and academics. Investigators tend to 

reconstruct a network starting from the main suspected individuals, resulting in an ego-

centric network data structure. This restricts the view of the terrorist network as a 

whole. On the other hand, academics might have high data gathering restrictions, which 

force them to rely upon other sources of information, e.g. police reports, newspapers, or 

public digital archives. These sources are generally incomplete and, according to Van 

der Hulst, lead to a partial understanding of the network under examination. 

The issue of data incompleteness was first theorised by Sparrow (1991), who argued 

that covert networks might present missing links between individuals and/or missing 

nodes. Morselli (2009) expanded this claim by providing a few examples in this regard. 

According to his research, the loss of data can be influenced by either the length of time 

that offenders spend behind bars, or the fact that not all individuals involved in illicit 

activities are always likely to be discovered by authorities. The first problem alludes to 

the fact that while an offender is under arrest, he is prevented from committing other 

crimes, resulting in less collaboration and participation (Sparrow 1991:264). The second 

problem relates to the possibility for police officers not to proceed with an arrest due to 

the lack of evidence.  
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The problem of missing nodes and links is quite relevant. Referring to that, Frank and 

Carrington (2007) attempted to estimate the amount of undercounting crime incidents in 

police-reported co-offending data. They argued that about the 30% of offenders were 

entirely unrecorded, and that about 70% of offenders recorded presented about 85% of 

their careers omitted (Frank and Carrington 2007:41).  

The problem of missing data in terms of missing nodes opens up an additional crucial 

aspect relating to the consistency of covert network boundaries. Sparrow (1991) defined 

the boundaries of covert networks as ambiguous and fuzzy. Such ambiguity is not only 

due to possible misinformation about whom is effectively involved in the criminal 

activities, but it can also stem from the difficulty in accurately identifying the 

affiliations of each individual involved. Criminals, in fact, may be affiliated with several 

illegal organisations simultaneously, making it particularly challenging to identify the 

specific criteria needed to establish which individuals should to be included (or 

excluded) in any specific network. Moreover, the problem of drawing exact boundaries 

is also amplified by the fact that covert networks tend not to be geographically defined. 

Without a restricted spatial location, such as in the case of an international human 

trafficking network, the specification of boundaries implies mapping the network across 

different countries, further adding to the difficulty of identifying the pattern of 

relationships among individuals. 

The problem of fuzzy boundaries is still an open question, recently reformulated by 

Everton (2012b). He focused on how researchers can overcome the problem of 

ambiguous network boundaries during the phase of data collection. In network 

methodology, when researchers adopt a ‘realist strategy’, they directly assume the 

respondent’s point of view in defining the limits of the network. As such, the network 

boundaries are identified starting from the respondents’ perceptions about who else is 

part of the network. On the contrary, the use of a ‘nominalist strategy’ leads researchers 

to narrow the network extension a priori consistent with their theoretical framework. 

According to Everton (2012b:78) the boundaries of a criminal network may be better 

identified by combining both strategies. The nominalist strategy could be the first 

approach to identify the network through the use of documents, e.g. court proceedings 

and newspapers. Then, if possible, the realist strategy may be integrated for 

interviewing network members in order to achieve a more exhaustive identification of 

which individuals need to be added as part of the network.  
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All the above-mentioned challenges – difficulties in data access, missing links, missing 

nodes, erroneous boundaries of covert networks – can generate inaccurate findings 

which may not only lead to misinterpretations, but could also report someone who had 

nothing to do with the criminal group under examination (Kadushin 2005:148). What is 

the solution then? In my opinion, researchers need to recognise the necessity of 

interpreting outcomes carefully since the potential missing information can play a 

crucial role in revealing the exact shape and functioning of the given network. (There 

has been a number of recent investigations into different types of missingness in the 

covert domain and how this affects inference, such as Koskinen et al. (2013) who 

propose a Bayesian approach to deal with the problem of partially observed actors, 

attributes and missing ties). Notwithstanding these problems, I suggest that network 

theories applied to covert networks can offer a useful contribution in revealing some of 

the dynamics through which individuals collaborate and act together in a secret setting. 

In the next paragraphs, I will discuss how to effectively apply network theories in the 

specific case of covert networks. 

 

 

1.6 How to Analyse Covert Networks? Building a Network Model 

Since it is not always obvious how to measure the social phenomenon under 

investigation, there is a challenge in formulating a research design. In empirical research 

in Sociology, it is common that the process of developing a research design is divided 

into two theoretical stages, and namely operationalisation and conceptualisation. At the 

first stage, researchers describe the social phenomenon in abstract terms and identify the 

main concepts (Mueller 2004). Then, in the following passage, researchers re-formulate 

their concepts and ideas as measurable objects and conceptualise some theoretical 

explanations. This way, it can be said that we move from the abstract level toward a 

more empirical dimension (Jonker and Pennink 2010), since abstract concepts become 

variables, e.g. empirical unities of analysis that can be used to quantify different 

properties (Sarantakos 2012). Since each property may present different states, variables 

need to refer to those states (Corbetta 2003:68-69). Finally, the research questions steer 
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researchers into adopting their own strategy to identify the properties that need to be 

measured, and the corresponding variables.  

An analogous schema for analysis in SNA was identified by Brandes and colleagues 

(2013). They argued that the conceptualisation of a social phenomenon in network 

terms is a process divided in two steps, that is, abstraction and representation, which 

lead researchers to formulate a network model. During the first step, abstraction, the 

researcher finds an aspect of social life that can be defined in network terms. In the 

second step, representation, the researcher specifies how the network concept can be 

represented in network data, and empirically analysed. Figure 2 outlines how these steps 

are part of the network model building process.  

 

Figure 1   Elements of network models 

(Source: Brandes et. al. 2013) 

 

 

1.6.1 Building a network model: the abstraction phase 

The research design starts with the formulation of a network model as described above. 

In my case, the phenomenon I set out to study can be theoretically defined as ‘the 

presence of related individuals who are trying to keep their relationships and actions 

secret’. This definition suggests that the collaboration among individuals carrying out 

offences under secrecy is an important aspect to consider. Focusing on the dimension of 

‘acting together’ is arguably fundamental for shaping the network boundaries. In order 

to recognise individuals as part of a network, in fact, it is necessary that ongoing police 

investigations provide evidence on individuals’ involvement in the network, and 

confirm people’s status as participants in illegal activities.  
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1.6.2 Building a network model: the representation phase 

By using the notions of collaboration and acting together as a framework, how can we 

represent these aspects in network terms? I suggest that the answer lies in representing 

networks using the two-mode format by including the time dimension.  

The appropriate way to represent individuals’ collective participation in activities entails 

the use of two-mode networks. By definition, two-mode networks are specific types of 

networks in which there are two sets of nodes, namely individuals and events, where 

edges only connect individuals with the events in which they have participated. In 

matrix representation, the two-mode, or bipartite matrix, is an individual-by-event 

matrix of affiliations, where rows represent individuals and columns represent events 

and only ties between individuals and events exist (Borgatti et. al. 2013:20-21,231). In 

the affiliation graph a tie connects an individual to an event when the individual 

attended the event. The two-mode configuration directly captures co-participation in 

events, and it may reflect the relationships between individuals if you assume that 

individuals attending an event together are likely to know each other and exchange 

information.  

The idea of the frequency of interactions as a measure of social affiliations has been 

discussed by Freeman (2002:13). The author argued that interaction frequencies are 

necessary, if not sufficient, conditions for affiliation. The problem of considering these 

interactions relevant or not, he said, might depend on the context. If it is possible to 

record people who voluntary interact in a different range of activities, their interactions 

can be considered genuine and the effects of external constraints might be reduced. One 

can argue that interactions within covert networks are subjected to several constraints, 

mainly deriving from the actors’ need to act in secrecy. However, one can also argue 

that the individuals chose to attend these illicit activities voluntarily, either because they 

already knew someone else involved in these actions, or because of they had other types 

of influences that reinforce their motivations. Consider the case in which individuals are 

not constrained in their decisions to participate and that they are aware of the possible 

risks. In this situation, we might reasonably suggest that covert people’s relationships 

stem from shared participation and that the frequencies of these interactions reflect 

people’s willingness to be part of these networks.  

In addition, the fact of being involved in the same events implies that individuals acted 

at the same time. The aspect of simultaneity adds another element to the picture, based 
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on the research design adopted here. I would suggest that the nature of criminal activity 

is best represented when it is conceptualised by including three types of information, 

namely: 1) individuals, 2) events, and 3) time. In other words, to analyse covert 

networks, researchers need to take into account: 1) individuals involved in a 

covert/illicit group targeted by the police, 2) events and/or illegal activities that have 

occurred in which individuals have been involved, and 3) the time window of these 

events and how the collaboration between these individuals evolves over time.  

The importance of adding the time dimension to the analysis was highlighted by 

Sparrow (1991). He argued that covert networks are dynamic. Unlike social 

relationships, such as friendship and kinship, which tend to be stable and last over time, 

other types of relationships can be changeable and mutable. Sparrow firstly pointed out 

the importance of including the temporal dimension to identify how relationships 

strengthen or weaken from one period to another. Considering the temporal network 

dynamics is therefore of crucial importance for understanding the network evolution 

and growth.  

In this work, I suggest that the frequency of interactions provides a useful index of 

social affiliations and that is a necessary aspect that needs to be taken into account when 

analysing the webs of covert stable collaborations. People who voluntary interact 

frequently, albeit with different motivations, co-participate in actions and collaborate 

with each other over time. Therefore, to effectively bring to light network processes and 

dynamics it is necessary to investigate social affiliations in their temporal dimension. 
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1.7 Why Longitudinal Two-Mode Networks? 

The use of two-mode networks together with the inclusion of the time dimension opens 

up new challenges for researchers. The next two sections present a brief description of 

some of these challenges, mainly focusing on the use of two-mode networks and the 

inclusion of the temporal dimension. In addition, I will provide some contributions 

going in this direction, specifically with respect to the field of covert networks. 

 

1.7.1 One-mode versus two-mode networks 

Research that directly uses two-mode networks has started to circulate in SNA (Everett 

and Borgatti 2013; Koskinen and Edling 2012; Robins and Alexander 2004; Snijders, 

Lomi, and Torló 2013). Since most SNA methods are developed for one-mode networks, 

traditionally researches converted two-mode networks into one-mode networks. 

Through this conversion, the two-mode network is transformed into a one-mode 

network, where individuals are linked with each other to the extent that they participate 

in, at least, one event together (Borgatti et. al. 2013:233-238).  

The problem of using this conversion raises several issues. Firstly, it leads to a loss of 

information. When researchers dichotomise data and only focus on one projection, some 

information about the pattern of overlapping ties is destroyed, since it makes it 

impossible to know which individuals shared which events (Borgatti and Everett 1997). 

Also, unless you allow for valued ties or, graphically, the researcher changes the 

thickness of the edges, it is difficult to quantify how many times individuals have been 

involved in common activities. In addition, if there is a case in which a person carried 

out an activity (event) on their own, this information would not be recorded in the one-

mode projection. Secondly, as it was recently argued, the transformation process might 

overestimate some network properties such as the level of clustering (Hollway and 

Koskinen 2016; Opsahl 2013). Conversely, the advantages of directly using bipartite 

graphs include that they may reveal global relational patterns of interactions and 

facilitate examining the social dynamics between individuals without losing any 

information (Koskinen and Edling 2012). It is known, in fact, that covert networks 

already suffer from missing information. As a consequence, it seems reasonable to 

strive to include all possible information in the analysis. Therefore, the use of two-mode 

networks appears to be the best choice.  
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1.7.2 Static versus dynamic networks 

The issue of time has increasing gained in importance in SNA, resulting in considerable 

interest in analysing dynamic networks (Snijders and Doreian 2010, 2012). Research in 

the area of longitudinal network analysis uses several methods for analysing the fluid 

nature of networks over time. Studies on dynamic networks can be categorised into five 

research areas by examining how the aspect of time was treated, and which methods 

have been used. 

The first area of research on temporal network dynamics is mainly focused on analysing 

the propagation of diseases and the risk of transmission of infections by using statistical 

simulations (Kontoleon, Falzon, and Pattison 2013; Moody 2002; Morris and 

Kretzschmar 1995, 1997). In this research, the start and end times of relationships 

influence the level of reachability among individuals, as overlapping relationships offer 

alternative routes of diffusion, as well as making some traversing paths impossible.  

The second area of research addresses the issue of time by partitioning a given time-

window into a series of temporal snapshots, or intervals. Through the analyses of 

network properties in each time interval, authors focuses on the evolution of group and 

community structures (Nakao and Romney 1993; Tantipathananandh, Berger-Wolf, and 

Kempe 2007) as well as node level measures (Kim and Anderson 2012).  

The third area goes beyond a descriptive analysis of how time constraints affect network 

properties by utilising the stochastic actor-oriented model (SAOM) for examining the 

co-evolution of social networks and individual behaviours (Snijders 2001, 2005; 

Steglich, Snijders, and Pearson 2010). Examples of processes modelled using the 

SAOM include homophily tendencies (Lazega et. al.  2012), and mechanisms based on 

social capital (Agneessens and Wittek 2012). An additional contribution has been made 

by Koskinen and Edling (2012) who provide a model (based on Snijders 2001) for 

studying bipartite structures and apply it to a longitudinal network of interlocking 

directories.  

The fourth area of research refers to another specific framework and data structure, 

namely the Relational Event Model (REM). This model for analysing longitudinal 

networks likens human actions to a chain of events related to each other through the 

individuals that affect these actions (Butts 2008). The ties are events, and as such they 
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are instantaneous, as opposed to standard social network ties, which are considered 

states.  

Finally, the last area relies upon new visualisation methods for providing a better 

representation of temporal networks. An important contribution comes from Moody, 

Mcfarland, and Bender-demoll (2005). These authors propose to combine an animation 

technique, which shows the heterogeneity between temporally adjacent network slices, 

with summary statistics of network properties that capture the proportion of arcs 

changing from iteration to iteration. Another recent contribution in terms of 

visualisation techniques has been provided by Brandes, Indlekofer, and Mader (2012). 

In the framework of a SAOM, the authors focus on the co-evolution of networks and 

individual behaviours over a sequence of time slices. In particular, they provide 

algorithms to capture the level of homogeneity among individuals and to detect 

individuals with different behaviours, through the visualisation of discrepancies 

between simulated and observed statistics.  

As to the field of covert networks, longitudinal analyses seem to be even more rare. 

Traditionally, in fact, researchers use SNA in a static way (see, inter alia, (Calderoni 

2014; Campana 2015; Cockbain, Brayley, and Laycock 2011; Everton 2012a, 2012b; 

Giménez-Salinas Framis 2011; Harris-Hogan 2012). These authors do not consider the 

evolution and changes in the volume of relationships over time, using static 

representations of networks. In a static representation, all ties are aggregated to one 

point in time, typically the most recent point in time. As a consequence, it is no longer 

possible to distinguish between prior and subsequent relationships, resulting in the loss 

of information pertaining to the richness of temporal dynamics.  

Other authors choose to measure the centrality of individuals over a series of temporally 

ordered tasks (Toth et. al. 2013), or compare the level of stability and prominence 

reached by individuals in several time snapshots (Sharara et al. 2012, 2013). Others 

examine structural changes over time (Helfstein and Wright 2011) and analyse the 

network’s growth from the perspective of the roles played by individuals in order to 

keep the network flexible and balanced between secrecy and efficiency (Bright and 

Delaney 2013). Ozgul and Erdem (2012) focus on the concept of resilience. They argue 

that the proliferation of clusters over time and a high control of the recruitment 

processes by initial leaders helped to ensure the secrecy of the network and, 

consequently, its resilience. Kirby (2007) suggests the presence of a new trend 
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involving the overall terrorism movement as a consequence of adaptation to a new 

context in respect from the past. Similarly, Sageman (2004:137-173) hypothesises that 

the presence of small groups (cliques) within Al Qaeda refers to the tendency of terrorist 

cells to increase their degree of autonomy in planning activities compared to the past. 

Moreover, Cunningham, Everton, and Murphy (2015) use the stochastic actor-oriented 

model (SAOM) to capture the importance of pre-existing ties in a terrorist network. In 

addition, some authors focus on longitudinal studies to reveal how individual positions 

change, over time – by using a block modeling approach (Xu et al. 2004) – and along 

several snapshots (Carley 2005; Stevenson and Crossley 2013). Lastly, criminologists 

have begun to develop a new perspective to analyse the evolution of criminal actions. In 

a sense, the analysis of criminal activities integrates SNA with crime script analysis. A 

criminal action is interpreted as several logical phases, each characterised by specific 

tasks that need to be carried out. Since each actor is then associated with a specific task, 

this technique can reveal the involvement of actors across the various sequential steps, 

highlight the presence of subgroups of offenders, specialised in a specific task 

(Bruinsma and Bernasco 2004), and the role played by each actor for the success of the 

operation (Morselli and Roy 2008).  

The above-mentioned methods for analysing temporal network dynamics present some 

limitations that affect their possible applications in the specific field of covert networks. 

Firstly, a possible limitation concerns the paucity of time data information. Most of the 

time, in fact, researchers in the field of covert networks do not know the exact start and 

end time of a relationship and/or the duration of these interactions (Gerdes 2014), as 

they often have information only about events that have occurred. Secondly, the 

applicability of these approaches is affected by the fact that these methods mostly 

require that you arbitrarily split the total time window into several temporally adjacent 

intervals. Such division into time slices implies another consequent loss of information. 

Time intervals, in fact, tend to fail to take into account the full dynamicity of network 

changes over time, since researchers cannot control what happens in the network 

between one interval and the other. Depending on how the time intervals are identified 

the splitting of time windows into separate snapshots can either underestimate or 

overestimate the connections between actors, resulting in a partial understanding of how 

the given network evolves over time. The risk is thus to gain a false measure of the 

general level of connectivity, without revealing the underlying social processes (Moody 
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2008:6). The main challenge is to analyse covert networks in their temporal dynamics 

without dividing them into several time slices.  

 

 

1.8 A Network Model for Analysing Covert Networks: a Recap 

The rationale of this thesis can be summarised in the three following points.  

1. The formulation of a network model emphasises the nature of covert 

relationships by conceptualising the aspect of people’s collaboration and co-

participation in secret activities. The relevance of this aspect is based on the 

evidence of the individuals’ effective involvement in the execution of criminal 

acts. Considering the aspect of simultaneous collaboration of people acting in 

secrecy implies the identification of three basic types of information that need to 

be conceptualised in network terms, and namely, 1) the individuals involved, 2) 

the actions or events occurred, and 3) the time information referred to the events 

that have taken place. 

2. In SNA, the best methodological way to represent individuals and events entails 

the use of two-mode networks, by which it is possible to link individuals with 

events.  

3. Since actors act simultaneously, time is an important dimension that needs to be 

considered in the network representation. The adoption of a more dynamic 

perspective takes into account the temporal aspect and provides a good sense of 

the individual’s participation in events over time.  

In order to represent the above dynamics, I would suggest using a different way to 

represent network data, one that incorporates time into a two-mode matrix. The 

proposed method is explained in Chapter 3 but is also briefly introduced in the last 

paragraph of this chapter, where I provide an overview of this thesis.  
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1.9 Ethical Considerations 

In general, research involving human beings needs to follow some ethical standards, 

preventing both researchers and respondents from experiencing adverse effects. This 

thesis does not intent to imply any direct operation of data collection, as it is based on 

secondary covert network data, collected by the Mitchell Centre at the University of 

Manchester (Project Grant: RPG-2013-140). However, due to the importance of the 

issue, the University Research Ethics Committee (UREC) was consulted to ensure that 

this research complies with ethical principles.  

As to such principles, please note that the dataset I used in this thesis was publicly 

available, but time information was independently reconstructed and included here for 

the purpose of this work. Although this network refers to crimes, e.g. bombing attacks, 

covert planning meetings and training camps, occurred at the beginning of the twentieth 

century, individuals involved have been anonymised, in compliance with the principle 

of confidentiality. The only exception is Noordin Mohammed Top, who is the only real 

name revealed. Due to his central importance and responsibility in planning and 

organising the bombing attacks analysed in this work, I decided to report his name 

integrally. In addition, the anonymity distances my work from an often ideology-laden 

and muddled popular discourse on ‘terrorism’ and the associated narratives. My hope is 

that this places the focus on the network as an object and dissuades stereotyping and 

prejudices (Das et al. 2009). 

 

 

1.10 Overview of the Thesis 

This dissertation is divided in to three parts and seven chapters. Part I introduces the 

topic of covert networks and presents the possibility of utilising SNA concepts and 

measurements to investigate said networks. Part I includes this Chapter 1, in which I 

introduced the research topic and the research design. In this chapter I also highlighted 

how, in spite of some challenges, SNA can provide new areas of application, such as the 

criminology field. The next Chapter 2, also included in Part I, reviews the current 

literature on covert networks. It examines the emerging controversies in the field and 
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the presence of ambiguous results. The literature was reviewed starting from a 

methodological perspective in order to distinguish both the type of covert relationships 

which authors have actually focused on, and the strategies of data representation they 

have utilised.  

Part II is devoted to the application of a different network model, the bi-dynamic line-

graph (BDLG), for temporal two-mode covert networks. In this part, I will also explore 

some possible uses of this representation. A small explanatory dataset serves as a 

running example throughout the next three chapters. 

The technical details of the BDLG are provided in Chapter 3. In this chapter I will 

define the theoretical framework behind the proposed method, leading to the 

conceptualisation of two properties, and namely temporal proximity and temporal 

sequence, which are modelled through it. I argue that the BDLG simultaneously shows 

temporal proximity, meaning the tendency toward collaboration, and temporal 

sequence, which refers to the involvement in covert activities carried out by individuals. 

Chapter 3 closes with a brief analysis of some of the advantages and disadvantages of 

utilising the BDLG, based on its application in a sample dataset.  

Chapter 4 is aimed at exploring the property of clustering in two-mode networks. Here, 

I will set out to analyse bi-cliques to reveal the presence of cohesive subgroups in the 

data sample. The bi-clique analysis appears to be a useful method to unfold the internal 

network structure, and to keep the focus of the analysis on a dual level by referring to 

both individuals and events. In this chapter I will also discuss the potentials of using the 

BDLG for computing the bi-clique analysis when further automations is introduced. 

Finally, the chapter presents a brief discussion on how the analysis of cohesive 

subgroups has been developed in the field of covert networks, and considers some of the 

untested hypotheses which the application of the proposed method could, perhaps, 

address. 

A different measure of centrality starting from the BDLG representation is introduced in 

Chapter 5. Such measure aims to capture individuals’ centrality with respect to the 

nodes’ position in the flow of information exchanges. It quantifies the amount of 

knowledge and expertise that can be passed on to someone through face-to-face 

interactions in joint events. After defining the theoretical implications for individuals 

and for events, I will describe how the calculation works, by applying it on the sample 
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dataset. Finally, Chapter 5 closes with an analysis of the application of this centrality 

measure on the specific case of covert networks. 

Part III is divided into two chapters. Chapter 6 presents the application of the BDLG 

and the proposed methods on a real-word covert network, the Noordin Top terrorist 

network. Firstly, I will use the BDLG to visualise the criminal careers of operatives and 

represent the evolution of the network. Secondly, I will explore the presence of cohesive 

subgroups by applying the bi-clique analysis. Third, I will use the proposed measure of 

centrality for calculating the individuals’ position in the flow of knowledge 

dissemination. In addition, I will also discuss how, by applying this different measure of 

centrality, this dissertation focuses on the methodological development in extending 

SNA to temporal covert networks. 

Finally, Chapter 7 presents the conclusions of this dissertation. Here, I will outline the 

main results and discuss some possible directions that may be undertaken for future 

developments.  
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Chapter 2 
Critical Review of SNA studies on 
Covert Networks 

 

 

 

2.1 Introduction 

This chapter seeks to answer the following questions: How did researchers investigate 

covert networks by applying SNA? Which are the main SNA contributions in this 

research area? This chapter also highlights some of the emerging theoretical and 

methodological ambiguities. The analysis of the literature concerning covert networks 

brings to light several limitations in the effective use of SNA for these types of 

networks. Notwithstanding the recent progress of the application of SNA to understand 

criminal networks, most studies appear to be anchored at a basic level of analysis, this 

results in a number of contradictory research hypotheses that remain mostly untested. 

Here I review the publications that use SNA for analysing criminal networks using a 

methodological perspective. In addition I explore the direction of the research 

undertaken in the light of these emerging ambiguities in the literature.  
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2.2 Understanding the Nature of Covert Ties: Why Do People 
Interact Under Secrecy? 

Activity in criminal networks can be related to different contexts. Individuals might get 

involved in different types of covert activities, e.g. drug-trafficking, terrorist attacks, 

sexual exploitation, all requiring a certain level secrecy. The kind of covert activities 

defines the nature of covert networks which, in turn, will present different 

characteristics in terms of how, and how often, offenders communicate and interact. For 

example, we might suppose that terrorist group members interact at different times and 

in different ways as compared to individuals involved in alcohol smuggling. The latter 

need to organise transports, locate storage facilities, and organise the illegal sale of 

alcohol. Criminal networks can be also distinguished by considering the type of people 

involved, e.g. drug traffickers, Mafia members, terrorists. Within each network there 

might be different types of ties that bring people together. Ties may refer to pre-existing 

relationships, such as kinship or friendship, or they may rely on people’s motivation to 

achieve their illegal goals.  

SNA theories might provide a useful theoretical background to explain which social 

mechanisms are the basis of the activation and growth of covert networks. As Klerks 

(2001:57) pointed out, investigating illegal networks by using SNA means looking at 

which bonding social mechanism tie people together, and how these mechanisms work. 

The emphasis on network structure can contribute to the understanding of human 

behaviours and social processes under covertness. In other words, SNA theories define 

the possibility of being involved in covert activities by considering the social contexts – 

and constraints – in which individuals are embedded.  

There might be several possible scenarios to take into consideration to understand the 

social conditions in which people are encouraged to interact with one another under 

secrecy. The first scenario considers the individual’s embeddedness in groups as a 

consequence of personal preference. People who are socially and culturally similar tend 

to interact more frequently than individuals who are more different to each other 

(Kalmijn and Flap 2001). Individuals might tend to select their partners and friends on 

the basis of their similarities. This principle, named homophily, assumes that network 

ties such as marriage, friendships, work advice, support, information transfers, 

exchanges, co-membership, and other types of relationships can be homogeneous in 

terms of sociodemographic characteristics such as gender, ethnicity, and behavioural 



40 

 

and intrapersonal attitudes. As such, the homophily mechanism can play an important 

role in reducing the distance among people (McPherson, Smith-lovin, and Cook 2001) 

and triggering connections. Several criminological works that highlighted the 

homophily mechanism in the field of covert networks referred to delinquent groups. 

Carrington (2011) offered an exhaustive review of criminological studies presenting 

evidence of the influence of similar age, experiences and places, ethnicity, as well as 

gender in increasing people’s linkages, although this mechanism seemed to be less 

relevant in the case of female groups of offenders (See Chapter 4, sections 4.8, 4.8.1 for 

a review of studies on co-offending networks).  

The second scenario refers to the idea of geographical proximity (referred to as 

propinquity), according to which being in the same place at the same time reduces the 

distance between offenders. Settings can reduce the physical distances between 

individuals and increase possible face-to-face interactions and collaborations (Felson 

2003; Gopalakrishnan, Halgin, and Borgatti 2013). However, the argument of 

geographical proximity is not always applicable to the case of covert networks, since 

they might not have a restricted spatial location. Consider, for example, an international 

drug-trafficking network. It might require a certain level of collaboration among people 

located in different countries. As such, determining the geographical boundaries of this 

network may be very difficult. 

Other research studies pointed out that the likelihood of interaction between criminals 

not only depends upon sharing a same geographical milieu, but it can also be reinforced 

by the individuals’ opportunities to be involved in same activities. In this third scenario, 

the focus is on how similar routines generate linkages among people. Following this 

line of reasoning, Feld (1981) provided a fundamental contribution. He theorised that 

individuals tend to organise their relationships around a  

‘focus of activities’, defined as ‘a social, psychological, legal, or physical entity 

around which joint activities are organised’ i.e., workplaces, families or 

voluntary organisations (Feld 1981:1016-1017).  

Being absorbed in one or more foci brings people together in clusters and in mutually 

rewarding situations, which encourage the development of a reciprocal sentiment of 

trust. This argument is close in meaning to Homans's theory (1974) according to which 

human activities are conceptualised as the ground on which sentiments and interactions 

develop among people. Similarly, Feld argued that people sharing a same focus tend to 
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generate reciprocal positive sentiments and emotions that encourage individuals into 

making additional ties and so becoming even more connected to each other. Coleman 

(1988) suggested that sharing foci of activities triggers continuous interactions and 

increases the level of trust among people. When individuals coordinate their actions, 

they facilitate the circulation of social capital, e.g. resources in terms of skills, 

knowledge, and common values and visions, which also support them in achieving their 

goals in a contest of reciprocal expectations (Coleman 1988:S101). Since norms, rules, 

and values are shared, a network tends to become densely connected, and the more a 

network is dense, the more cohesive it is. Feld’s and Coleman’s contributions are highly 

useful for understanding covert networks. If we think that the activities of individuals 

are organised around the same centre of interest (focus), we might assume that people 

would presumably be involved in positive interactions, resulting in a sentiment of trust 

and a general presence of social cohesion. The issue of trust is particularly salient in the 

literature of organised crime, and in particular in criminal enterprises, which require 

high standards of cooperation and collaboration between multiple individuals 

(Carrington 2011:246-247). This point will be extensively discussed in Chapter 4.  

Finally, the fourth scenario considers the case in which the distance between people 

drops by virtue of pre-existing ties, e.g. kinship or friendship, that offer some basic 

motivations for people to be part of the same group. Contributions in that sense come 

from studies on collective actions, which suggested that a person who becomes an 

activist within a social organisation is likely to be recruited through previous 

connections (Diani and McAdam 2003; Gould 1993). A similar claim also emerged in 

criminal studies. In this case, covert networks can be the result of pre-existing ties since 

the involvement of people in illicit activities might be a consequence of other types of 

connections. Pre-existing ties tend to be the channel through which the mechanism of  

an individual’s recruitment is activated, starting from the demand for secrecy and 

security to increase (Edwards (2014:206-207), and might lead to cooperative actions 

(Campana and Varese 2013). (See also Erickson 1981; Crossley et al. 2012; Everton 

2012b; Lauchs et al. 2012; Stevenson and Crossley 2013). Similarly, Cockbain and 

colleagues (Cockbain and Brayley 2012, Cockbain, Brayley, and Laycock 2011) 

suggested that child abuse episodes did not occur randomly, but were influenced by the 

presence of other relationships, e.g. acquaintance, friendship or kinship, through which 

offenders were more likely to find their victims.  
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From the above contributions, it transpires that coming to an understanding on why 

people start to interact together is rather challenging, and even more in the case of 

covert networks. Overall, the complexity of social life, which implies the presence of 

simultaneous interacting factors, makes it difficult to define which scenario is more 

likely to occur. Since human beings are normally engaged in varied and multiple types 

of relationships simultaneously, covert networks are a result of these overlapping links. 

Multiple relationships can depend on pre-existing ties, which might (or might not) 

strengthen and renew existing linkages or bring new people together. In addition, other 

incidental factors can be the determinant of people’s relationships. Those factors 

include, homophily, propinquity, or foci of activities. However, the paucity of 

information can play a crucial role in undermining a proper evaluation of these factors.  

 

 

2.3 Understanding the Nature of Covert Ties: How Do People 
Interact Under Secrecy? The Ambiguity in the field 

Starting from the fact that every social network presents specific internal dynamics due 

to the nature of its ties, e.g. a friendship network of monks is different from a network 

of firm directors; we can also assume that every covert network might depict a unique 

pattern of interactions. Those configurations of ties need to be identified, just like for 

every other social network (Asal and Rethemeyer 2008; Crenshaw 2010). In this 

context, SNA is a reliable instrument for understanding how people interact with each 

other, and how they communicate under secrecy. However, a general consensus as to 

which are the formal network properties typically expected in the case of covert 

networks has not so far been reached. How social mechanisms, such as cohesion, an 

individuals’ centrality, and centralisation, result in specific properties of covert network 

structures, is still a controversial issue. To date, research on the field has overestimated 

the constraints characterising covert networks as a consequence of their need to act 

under a certain level of covertness. The idea that acting under secrecy generates specific 

patterns of group formation, splitting, collaboration, growth, decline, cohesion, 

fragmentation, and consolidation, has almost become a mantra. Even though authors 

have suggested that keeping relationships undercover affects the way in which 

individuals communicate and interact, and, consequently, their configuration of ties, 
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scholars are divided in their arguments when they try to define the outcomes of this need 

for secrecy. The following example seeks to clarify this point and highlights the 

controversy in the field. Referring briefly to the idea of centralisation, meaning a 

distribution of ties concentrated only around a few nodes, results are ambiguous. Some 

authors consider covert networks more likely to be centralised than decentralised. In this 

case, the results of the degree centralisation indices to support this hypothesis range 

from 15.5% (e.g. the criminal network ‘Acero’ in Giménez-Salinas Framis 2011) to 

52.6%, as Morselli (Morselli et al. 2007; Morselli 2009) showed for the case of the 

‘Caviar’ drug-trafficking network. In turn, the results of degree centralisation indices 

used by the authors to prove the presence of a decentralised network structure varied 

between 3.3% (e.g. the criminal network ‘Jake’ in Giménez-Salinas Framis 2011), 

14.05% (Crossley et al. 2012), and 30.6% (e.g. Krebs’s terrorist network in Morselli et 

al. 2007). Within this framework, questions like: ‘Do covert networks present a 

centralised structure of ties or vice versa?, Should criminal networks which have a 

centralisation index around 30% be considered centralised (or decentralised)?’, are yet 

to be answered.  

Authors dealt with the problem of the ambiguity present in the literature by assuming 

that covert networks need to be positioned along a continuum, rather than having a 

specific position. Covert networks are likely to shift between two opposite poles on the 

basis of their characteristics, e.g. type of offenders, main purposes, type of crimes, types 

of relationships among them (Crossley et al. 2012; Erickson 1981; Everton 2012b; 

Lampe 2006). In my opinion, by adopting this idea, the comparison of different 

networks might be extremely difficult, if not impossible. Each covert network needs to 

be considered on its own, starting from its specific nature. The problem is that when a 

researcher uses the specific covert network characteristics to determine the network 

position along the continuum, they are implicitly assessing which are the main 

constraints that theoretically affect the network properties. This is an arbitrary decision 

since, by relying on the line of reasoning adopted by the authors, there may actually be 

several contingent factors that are, simultaneously and interdependently, responsible for 

shaping the network. Traditionally, in crime research factors might refer to individuals’ 

motivations and shared purposes. For example, if offenders want to achieve monetary 

results, such as in the case of a criminal enterprise, said offenders have been reasonably 

thought to act quickly and, potentially, efficiently. Conversely, an opposite scenario 

would be the case of a terrorist network. In this case, actors are thought to have strong 
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ideological purposes that might lead, instead, for them to delay their actions (Morselli 

2009; Morselli, Giguere, and Petit 2007). Here, covert networks are thought to assume a 

different position in a continuum axes with two opposite poles referring to either a 

greater tendency to security (as per terrorist networks), or a greater tendency to 

efficiency (criminal networks) (Crossley et al. 2012; Morselli 2009; Morselli et al. 

2007; Raab and Milward 2003)
2
. Essentially, the time hypothesised to be required to 

accomplish a crime and the different individuals’ motivations are the factors utilised to 

explain the different networks properties.  

Together, these ideas indicate that there are different factors, e.g. covert group’s 

intentions (Morselli 2009), risk of incarceration (Erickson 1981), and presence of shared 

trust (Everton 2012b), that theoretically explain what prompts individuals to assume the 

behaviours that shape their networks. Since covert networks might (or might not) 

concern: 1) monetary and/or ideological purposes; 2) tendency towards efficiency or 

security; 3) shared risks of imprisonment, injury and death; and 4) sentiments of 

reciprocal trust, they will probably present different network characteristics. However, 

the existing literature provides a less-than-clear picture on the phenomenon, because 

these factors have been used to explain the same networks properties without 

considering their interdependence. The problem is that it is quite challenging to actually 

define what is generating what. For instance, do covert networks tend to be hierarchical 

and centralised either because of the shared risks, or because of individuals’ intentions? 

Or both? Or neither, due to the fact that, as argued at the end of paragraph 1.4.1, covert 

networks might not actually be the result of a single shared purpose? The above 

speculations have been utilised to give reason to network properties and have been 

related to specific network outcomes. Therefore, these outcomes do not fall into a 

unique category and do not correspond to only one type of covert network, leading to 

the existing ambiguity in the field.  

In order to organise different contributions from the literature on covert networks, and 

to reduce the cited ambiguity, I will adopt a methodological perspective of analysis. The 

questions arising are: what types of covert groups have been analysed? What types of 

relationships did they involve? Which SNA methods have been empirically applied to 

analyse these covert relationships? Starting from the above argument, it was not 

                                                 
2
 The security/efficiency trade-off idea is also discussed in later sections of this chapter.  
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surprising to see that authors focused on different kinds of covert relationships which 

have also been differentially measured. 

 

2.4 Literature Review of the SNA Contributions in the Field of 
Covert Networks 

Starting from how the types of covert relationships have been actually investigated, 

existing research might be clustered in three different groups. The first group consists of 

studies in which the notion of network remains on a theoretical level. It is mainly used 

to conceptualise the idea of people’s collaboration. This research only used the network 

idea metaphorically. The second group focuses on communication exchanges, 

friendship and being classmate relationships. These studies apply SNA and provide 

some empirical results. Authors mainly represented those types of covert relationships 

by adjacency matrices. Finally, the third group of research refers to individuals 

attending covert and, mostly illegal, events. Events refer to several activities such as 

planning meetings, training camps, bombing attacks, drug-trafficking operations and 

violent public protests. Authors represent mathematically these interactions by using 

affiliation matrices (two-mode networks). However, researchers prefer to convert these 

two-mode networks into one-mode networks in order to increase the range of possible 

SNA measures to apply. 

The next figure 2 summarises these three different perspectives.  
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Figure 2   Three groups of research 

 Type of covert ties SNA method 

1
st
 group Ties not specified - SNA not applied None - network as a metaphor 

2
th

 group Communication exchanges, pre-existing 

relationships such as being classmates, 

kinship and friendship 

 

one-mode networks 

3
rd

 group Co-participation in covert events two-mode networks converted 

into 1-mode 

 

In what follows, I report the most important research contributions for each group.  

 

 

2.4.1 SNA as a metaphor 

This research did not measure network properties directly and hypotheses have not been 

necessarily tested. Scholars attempted to explain people’s behaviours in the context of 

secrecy by referring to anthropological and criminological past research. In this section, 

I discuss some of these contributions and emphasise how it has been speculated that 

different circumstances, tensions and constraints correlate with network characteristics.  

 

Hierarchy network-like structure or flexible and decentralised? 

Some authors defined covert networks as highly vulnerable by virtue of the people’s 

risk of being targeted by authorities. Erickson (1981) gave one of the earliest 

contributions in that sense. She discussed how covert networks organise their internal 

structures in order to minimise the risk associated with the conditions in which 

individuals operate. Starting from past anthropological studies, she compared six 

different networks and suggested that covert network structures vary depending on the 

context. For example, the underground organisation in Auschwitz and the White Lotus 

rebellion group were the most hierarchical. The Lupollo group and the San Antonio 
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heroin network were to a lesser extent approximated by a hierarchy. Conversely, far 

from a pure hierarchy, she identified the marijuana-user network in England and the 

Norway underground movement during the German occupation as examples. According 

to her, due to a low redundancy of ties, a rigid hierarchy-oriented network structure can 

be more fragile than other forms of internal organisation. However, it might present 

several advantages. First, it better protects people’s identity and reduces their risks of 

being imprisoned or injured. Second, it keeps a much stronger control of individual’s 

recruitment channels, and, third, it offers a better coordination of individuals by 

maintaining a convenient distance between them. Moreover, Heger, Jung, and Wong 

(2011) argued that terrorist networks with higher level of centralisation carried out 

much more lethal attacks, with a consistent number of deaths and injuries. 

Other authors suggested that hierarchical network-like structures increase individuals’ 

vulnerability rather than reducing it (Eilstrup-Sangiovanni and Jones 2008; Milward and 

Raab 2006; Raab and Milward 2003). Here, the point is that a rigid internal governance 

reduces the flexibility of individuals and their ability to quickly react in different 

situations. For these authors, covert networks tend to generate a flexible and dispersive 

structure of ties. This tendency towards fragmentation allows actors to diversify 

operations and to adopt independent strategies. This is the case of Al Qaeda and the 

Colombian cocaine trafficking network where a decentralised structure seemed to be a 

better option for maintaining those networks efficiently (Milward and Raab 2006).  

A decentralised network-like shape not only generates efficiency, but it could also 

guarantee greater network resilience. The ‘resilience’ of a covert network has been 

considered as the opposite of ‘vulnerability’. If covert networks are not vulnerable, this 

means that they are resilient, providing them with opportunities to develop. This 

research focused on which are the best qualities that covert networks need to possess in 

order to have the best chances to survive. Bouchard (2007), who explored the marijuana 

drug markets in the United States, provided an elegant definition of resilience, starting 

from considering a covert network as an autonomous system. He identified three 

properties that illegal drug markets might have in order to be resilient. The first property 

is the vulnerability, which implies the individual’s danger of being injured and their 

capacity to protect themselves. The second characteristic is the elasticity, meaning the 

possibility of the market to reach a certain state of balance after suffering an external 

shock, and, third, the adaptive capacity, which consists of the ability to modify 

circumstances and individuals’ routines. Starting from this formulation, Bouchard 
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argued that a decentralised network-like structure not only increases drug markets’ 

resilience but it also minimises the consequences deriving from the removal of 

individuals after their arrests. Finally, a decentralised structure implies low barriers for 

individuals willing to join the network and makes the replenishment process less 

complicated. Similarly, the focus on network resilience emerged also in the work of 

Bakker, Raab, and Milward (2012). Those authors defined the network resilience as the 

ability of maintaining their illicit activities, despite individual turnover and the need to 

replace their links, if necessary. By looking at three armed groups – African military 

wing of the African National Congress called Spear of the Nation (MK); the Fuerzas 

Armadas Revolucionarias de Colombia (FARC); and the Liberation Tigers of Tamil 

Eelam (LTTE) in Sri Lanka – the authors pointed out that the network structures of 

those groups favoured their resilience. According to them, higher level of centralisation 

might aggravate the consequences of a shock since important functions, knowledge, and 

access to resources were limited to only a small number of members. If all central 

members are arrested, communication channels are likely to be interrupted. As a 

consequence, individuals posited in the network periphery would potentially have 

difficulties to access information and gather new resources.  

Network positions: centrality and brokerage role  

The centrality of some individuals within a network might be a consequence their 

personal skills and abilities. Bouchard (2007) hypothesised that, in the case of a drug 

market, individuals with greater entrepreneurial spirit tended to assume more central 

roles. Individuals with high centrality in terms of cognitive loads and knowledge were, 

also, good candidates to be targeted by the police and removed from the network 

(Carley, Lee, and Krackhardt 2002). According to Sparrow (1991), an individual’s 

centrality correlates with the idea of an individuals’ visibility. People posited in the 

middle of the network are likely to become more visible and, consequently, more 

vulnerable (Milward and Raab 2006; Raab and Milward 2003). As such, an individual’s 

network centrality has been seen as a negative characteristic. In addition, the removal of 

an individual could have different consequences depending on the shape of the network. 

In a hierarchical-like network structure, the impact of removing the leader would be 

more likely to create a major power vacuum, rather than in a decentralised network 

(Carley et al. 2002). The use of SNA for analysing individuals’ roles of coordination 

(Carley et al. 2002) can be particularly useful for law enforcement in order to identify 

individuals with crucial contacts (Klerks 2001). According to Sparrow (1991) there is 
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the necessity to identify key actors that need to be arrested by the police in order to 

interrupt a criminal organisation’s operations. Enders and Su (2007) argued that 

intercepting and identifying the most central individuals within a terrorist network needs 

to be the main aim of counter-terrorism strategies. 

 

Size, strong and weak ties 

Covert network vulnerability is also related to network size and the type of ties 

involved. Bouchard (2007) highlighted that a small network size and a dispersed 

network configuration were necessary to increase network resilience and minimise the 

possible destabilising external pressures. Small size networks reduced an individual’s 

visibility and vulnerability since they can replace individuals more easily than bigger 

networks.  

In terms of the type of ties, authors mainly refer to the distinction proposed by 

Granovetter (1973) between weak and strong ties. In general, weak ties seemed to be of 

greater value. Sparrow (1991) suggested that the Irish Republican Army terrorist 

network presented a structure composed of small teams of individuals working together. 

To control the communication flow and to direct operations, the command used weak 

ties as channels to pass information among the teams. Similarly, Erickson (1981) 

suggested that weak ties have the advantage of crossing cleavages and linking groups 

that are otherwise poorly connected. However, strong ties were preferred in high risk 

conditions because they provide much higher levels of trust shared by individuals. The 

distinction between weak and strong ties also emerged in Williams (2001:72). He 

related this idea with the presence of a core-periphery structure. By definition, while the 

core of a network is characterised by strong ties, the periphery of a network tend to 

present a high concentration of weak ties. According to Williams, this reflected the 

asymmetry of power and influence within covert networks and the fact that individuals 

posited in the core were more likely to provide direction to the whole network and 

suppress eventual disputes among individuals.  

The focus on the size of communications emerged in the study of Enders and Su (2007). 

According to them, the need to be less penetrable affected the way in which individuals 

belonging to a terrorist network organised their communications. In a condition of low 

risk of infiltration, they tend to increase the number of connections in order to take 
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advantages from acting cooperatively. In the opposite condition of high risk of 

infiltration, people prefer, instead, to reduce the volume of their internal 

communications. The point is that when networks are highly connected, they could 

accomplish complex logistics activities, but, the cost of maintaining high standards in 

the flow of communications generates a less secure network and increases individuals’ 

vulnerability. 

 

2.4.2 Covert communication exchanges 

Network research on covert communication exchanges mainly tried to answer the 

following questions: Do covert networks present high or low density of ties? What, if 

any, is the common structure of the patterns of communication? What are the covert 

network requirements that explain these emerging results? The application of SNA 

revealed the presence of certain structural network properties related to, for example, 

density, distance, centralisation and decentralisation. However, these network 

characteristics have been used to support opposite conclusions. The following paragraph 

develops this discourse by pointing out those discrepancies. Note that, in general, 

authors listed here reconstructed covert networks by utilising police’s wiretapping and 

treated data in the one-mode format. The relationships, in these cases, are who 

interacted with whom by phone. 

 

Density and the security and efficiency trade-off  

The distinction between a more centralised versus a more decentralised structure of 

covert communication exchanges is not clear-cut. Overall, scholars seemed to 

differentiate covert networks by virtue of the type of individuals’ incentives. The idea is 

that some organised crime organisations tend to reach great levels of efficiency, while 

others are more oriented towards individuals’ security. This discourse is consistent with 

the issue of the efficiency-security trade-off. Thinking in terms of this trade-off means 

to distinguish among covert networks which – consciously or unconsciously –prioritise 

the need to coordinate their actions efficiently, and the ones that, in turn, prefer to assure 

the secrecy of individuals’ relationships (Morselli 2009:64). 

Early research suggested that covert networks tended to maximise their secrecy, 

resulting in a decentralised and sparse configuration of ties. Baker and Faulkner (1993) 
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used legal archival data for reconstructing the communication networks involving 

companies and employees related to three conspiracies networks, involving switchgears, 

transformers and steam turbines. The authors suggested that the low density scores for 

switchgears and transformer, respectively 23.3% and 32.4% compare to 35.5% for 

steam turbines, reinforced the idea that illegal networks focus on their secrecy rather 

than efficiency (Baker and Faulkner 1993:838). In addition, a sparse configuration of 

ties becomes particularly appropriate for exchanging only a low amount of information 

and knowledge. Although dense webs would potentially increase the coordination 

among individuals, a sparse structure was thought to offer better protection for 

individuals. (Baker and Faulkner 1993:856). Conversely, following Koschade (2006), a 

decentralised network structure might be characterised, instead, by high density of ties. 

By analysing the communication network of the Jemaah Islamiyah (JI) terrorist cell 

responsible for the terrorist attack in Bali on 2002, he suggested that decentralised 

covert networks might also show high density of ties if they attempt to maximise their 

efficiency. In his study, the high density of the terrorist network (43.38%) increased 

individual collaboration and made the terrorist cell more efficient, even though less 

covert because it amplified the risk of exposing its members. Natarajan (2000, 2006), 

who analysed cocaine and heroin dealings in New York City, found a low rate of ties, 

only varying between 10% for cocaine trafficking and 0.97% for heroin trafficking. The 

author explained those results in terms of the presence of an internal division of labour. 

Since individuals assumed several roles, e.g. sellers, retailers, and brokers, the networks 

became fluid, sparse and loosely organised in small poorly connected sub-groups. 

Similarly, the idea that assumes covert networks minimising their internal 

communication exchanges in order to preserve their secrecy by keeping the density of 

ties low has been reinforced by Demiroz and Kapucu's results (2012). They analysed the 

Ergenekon Terrorist Organisation, a political conspiracy network operating in Turkey 

and found a density of ties lower than 10%.  

 

Centralisation/decentralisation and the security and efficiency trade-off  

Centralisation indices were used to prove (or disprove) the tendencies towards 

centralisation (or decentralisation) of networks starting from the covert network 

tendency toward security or, in turn, efficiency. Baker and Faulkner (1993:851) verified 

three centralisation indices (degree, betweenness and closeness) in their three networks. 
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These scores respectively measured 51.4%, 24.2% and 60.8% for turbine networks, 

41.7%, 21.3% and 39% for switchgears; and 36.1%, 17.6%, and 37.4% for the 

transformer networks. Starting from that, they concluded that two networks – 

switchgears and transformers – were more decentralised than the steam turbine network. 

Conversely, according to Morselli and colleagues (2007) criminal enterprises such as 

drug cartels tended to be centralised so as to maximise their efficiency rather than 

security. In turn, terrorist networks were more likely to present a decentralised structure 

in order to increase their secrecy. This claim was supported by the results of the 

centralisation indices scores (degree and betweenness) of a drug trafficking network, 

e.g. 52.6% and 62.8%, compared to the terrorist network reconstructed by Krebs (2002), 

e.g. 30.6% and 29.6%. Morselli (2009) argued that the low centralisation characterising 

the terrorist network was due to its strong ideological orientation that incentivised actors 

in prolonging their actions and planning attacks slowly. On the other hand, drugs 

networks were thought to follow the motto ‘time is money’ and, as a consequence, 

reach high standards of efficiency for accomplishing their actions in short time. A 

tendency toward centralisation was also found in online covert networks. Keegan and 

colleagues (2011) compared an offline covert network with an online network of game 

players exchanging virtual items. Results supported the hypotheses that online 

transactions were similar to drug-trafficking networks in terms of common risks and 

profit orientation, and that even those types of online networks tended to be centralised.  

 

Core-periphery structure in covert networks 

Another topic emerged in this second group of studies concerned the presence of a 

particular ties’ configuration characterised by a dense core of ties and a more peripheral 

area with only few ties. In SNA the distinction between core and periphery requires the 

presence of a high concentration of ties around a few actors, the core, and all other 

members interacting with the core and not amongst themselves (Borgatti and Everett 

1999). Consequently the network can be divided into two areas: the core, characterised 

by high density, and the periphery, with low density of ties.  

The core-periphery structure idea explains the network configuration in many covert 

networks. Harris-Hogan (2012) investigated the Melbourne Pendennis terrorist cell 

operating in Australia in 2004 and 2005, reconstructed from utilising wiretapping police 

records, court transcripts and newspaper reports. She mapped the structure of those 
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interactions and revealed the presence of an inner circle composed of the spiritual leader 

and two other individuals, a middle tier that comprised individuals responsible for credit 

card scamming and sheep stealing, and the periphery, involving individuals with 

sporadic contacts among them. Demiroz and Kapucu (2012) identified in their network 

a core composed of 12 individuals highly connected with each other (73.48% of density 

of ties ) which mostly were former military officials, web designers, consultants in 

information technologies and chairs of far right organisations (Demiroz and Kapucu 

2012:286). The periphery was, in turn, comprised of 74 nodes organised in two different 

sub-groups sparsely connected (4.41%). They explained the distinction between core 

and periphery as a consequence of the power of élites. Individuals posited in the core 

were untouchable and formed a more efficient structure, but also more risky (Demiroz 

and Kapucu 2012:291). Moreover, Giménez-Salinas Framis (2011), who analysed four 

cocaine smuggling operations in Spain, found some evidence of the core-periphery 

structure in all these groups. The cores were respectively made up of 12%, 46%, 43%, 

and 27% of the members. Finally, core-periphery network structure has also been used 

as an indicator of the differences among terrorists and criminal networks. Some authors 

suggested that the core-periphery configuration was more likely to appear in the case of 

criminal networks, rather than terrorist networks since the former were more likely to be 

built outward from the core (Morselli 2010:386; Morselli, Giguere, et al. 2007:148). 

 

Centrality and vulnerability 

Research on individual centrality concerns the identification of leadership positions 

(Coles 2001:592). The use of SNA in order to identify key actors consists of the 

application of several measures of centrality such as degree and betweenness centrality. 

Here, the idea of centrality is related to an individual’s roles and vulnerability. The 

differences in the centrality scores confirmed the presence of several roles and positions 

assumed by individuals with consequently different tasks and functions. According 

Koschade (2006), higher centrality scores revealed the facilitators who regulated the 

flow of communication. However, being important can also mean being visible. 

Individuals in the middle of communication routes were more likely to be identified by 

law enforcement (Duval, Christensen, and Spaniu 2010; Enders and Jindapon 2010; 

Lindelauf, Borm, and Hamers 2009; Morselli 2009). A valuable contribute is the work 

provided by Morselli (2010). He analysed the communication exchanges among 
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members of a street gang in Quebec, the Hells Angels. He found that the highest 

percentage of arrests corresponded to individuals with high degree centrality scores but 

low betweenness centrality scores. The results also showed that the degree centrality 

seemed to better capture the vulnerability/visibility issue. Individuals with many 

contacts (high degree) were more likely to be found guilty than the individuals which 

assumed peripheral and strategic brokerage positions. Morselli (2009) also 

distinguished between a hierarchy and a partnership model for explaining individual 

positions. In the hierarchy model, leaders present low connectivity in order to reduce 

their visibility whereas subordinates show higher degree centrality. On the other hand, 

the partnership model depicts a situation in which centrality is maintained only by few 

individuals who assume strategical positions, e.g. partners and principal benefactors, 

although these positions place them in a risky situation (Morselli 2009:60).  

Other contributions to the debate analysed the communication exchanges in the milieu 

of the Mafia networks. Based on police conversation records, Varese (2012) noted that 

the Mafia’s contemporary organisations tended to have a polycentric structure, with 

three centres of gravity. In this case, higher degree and betweenness scores 

corresponded to the ‘Boss’ that occupied an authoritative position, as well as other few 

keys nodes which presumably were the businessmen (Varese 2012:8). 

SNA helps in understanding how the network coordination would be affected in terms 

of its efficiency when central nodes are removed (van der Hulst 2009:104). Some 

authors argued that leaders tended to not assume a more central position in order to limit 

their overexposure (Carley et al. 2002; Lauchs, Keast, and Yousefpour 2011). Similar 

implications also emerged in criminal online networks. Westlake and colleagues (2011) 

analysed connections between websites with a high content of child pornography. By 

using a web-crawling tool in order to automate the websites’ searching process, they 

distinguished websites by virtue of different content, e.g. keywords, video and images. 

They found that the most connected websites were not the ones with most harmful 

content. They argued that those websites with limited connection were the ones that 

mainly remained hidden.  
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2.4.3 Co-participation in covert actions 

The last group of research concerns studies that use SNA for analysing individual 

involvement in illicit activities. The reconstruction of these networks is mainly based on 

police documents recording people’s participation in crime activities and events such as 

drug smuggling, bombing attacks, and violent protests. Hence, the best representation of 

this data is an affiliation matrix, which relates individuals to events. However, scholars 

tend to convert this data to an adjacency matrix, notwithstanding the loss of information 

derived from this operation (see paragraph 2.5.1 for a detailed discussion of this 

conversion). In general, studies grouped here tend to refer to co-offending networks 

such as street gangs and co-arrests.  

Note that those studies also referred to the criminological research which analyse co-

offending networks such as street gangs and co-arrests with (or without) SNA. A critical 

review of the criminological literature on co-offending networks is reported at the end 

of Chapter 4. In what follow, I summarise contributions in the field of criminal 

networks from a methodological perspective.  

 

The role of pre-existing ties in covert networks 

One body of research related to this group focuses on the role played by pre-existing 

ties in people collaborating. Krebs (2002) reconstructed the network which preceded the 

9/11 terrorist attack through information published in several major US newspapers. 

Data referred to terrorists present on the same flight, and to previous relationships such 

as being classmates in the past, frequenting the same gym, and having dinner together. 

He argued that previous relationships reduced the distance among individuals, increased 

the density of ties and improved the general level of coordination among individuals. 

Pre-existing ties fell into the category of strong ties (Granovetter 1973). Their solidity 

reinforced the resilience of the network (Krebs 2002:49). Similar conclusions about the 

importance of pre-existing ties have been suggested by Cockbain and colleagues (2011) 

referring to the case of sex child trafficking in UK. They observed that offenders were 

related to each other through pre-existing ties such as being relatives, classmates and 

neighbours, emphasising the role of pre-existing ties as a recruitment channel. In their 

network, in fact, three offenders’ girlfriends were recruiting new victims among their 

social circle of friends (Cockbain et al. 2011:153). Kinship ties were also determinant in 

the case of terrorist networks due to their ability to reinforce common identity and 
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provide an effective source of recruitment (Cunningham et al. 2015; Kahler 

2015:13,21). Magouirk and his team (2008) who analysed the network of Jemaah 

Islamiyah militants in Southeast Asia between 2000 and 2005, considered kinship 

relationships as a sort of glue, holding the network together and connecting different 

groups within organizations and even across organizations (Magouirk et al. 2008:12). 

Similarly, Rodriguez (2004) suggested that current and prior friendship relationships 

were relevant in favouring, engendering and making possible the terrorist attack 

occurred in Madrid the 11
th

 March 2004.  

Conversely, Crossley and colleagues (2012) suggested to limit the importance of pre-

existing ties referring to the UK Suffragette movement. This network, reconstructed 

from the UK Home Office official documents, contains all individuals who appeared in 

court together for having taken part in Suffragette protests during the early Twentieth 

Century. They hypothesised that Suffragettes who attended events in the past were more 

likely to collaborate over time and co-participate in following actions. Findings did not 

entirely confirm this hypothesis since past collaborations appeared to be not so relevant 

along the five temporal windows identified (Crossley et al. 2012:643).  

 

The security-efficiency trade-off: evidence from density and centralisation indices 

A number of studies within this body of work focus on the security-efficiency trade-off. 

Authors use density and centralisation indices for arguing whether the network 

structures of covert networks reflect their inclination to trade efficiency for security or 

vice versa. Based on density scores and average path distances, Krebs (2002) suggested 

that terrorist networks were likely to be sparse because they preferred to safeguard their 

security to the detriment of efficiency. A similar tendency has been argued to be 

exhibited by the UK Suffragette movement (Crossley et al. 2012). Results supported the 

idea that the network depicted a tendency towards decentralisation with the proliferation 

of different components. So that the network become sparse in order to guarantee the 

Suffragette’s secrecy. The importance in keeping individuals undercover has also been 

highlighted by Stevenson and Crossley (2013), who analysed the Provisional Irish 

Republican Army network. They found that the average degree scores displayed similar 

values over the four periods under consideration. They argued that the movement was 

characterised only by a minimal variation in the number of people involved, despite the 

presence of an high turnover of individuals due to imprisonments, promotions, and 
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changes in the internal political dynamics (Stevenson and Crossley 2013:15). These 

authors also noticed an increase of the degree centralisation indices over time and 

argued that it was a consequence of the increasing importance of a few key individuals 

who strengthened their positions by virtue of their experience. In general, these findings 

were mainly interpreted as evidence of the tendency to maintain secrecy rather than 

efficiency.  

The complexity of the debate on the security-efficiency trade-off within covert networks 

was nicely summarised by Crossley and colleagues (2012:635-638). They noted a 

certain ambiguity in the discourse, possibly due to the lack of empirical analyses (see 

also Helfstein and Wright 2011:789-792). They claimed the necessity to re-formulate 

the idea that considered covert networks focusing on their secrecy or, vice versa, on 

their efficiency. They suggested a need to extend the analysis by including other types 

of covert actions in order to reflect more exhaustively on the modus operandi of the 

individuals involved in illicit activities. Everton (2012a; 2012b) gave an additional 

contribution on the debate by relating the security-efficiency trade-off to terrorist 

networks. He analysed the network of Noordin Mohammed Top, a Muslim extremist 

who was the main individual responsible for several bombing attacks in Bali. However, 

his suggestions mainly contributed to an increase of the ambiguity of the security-

efficiency dilemma by arguing that covert networks can vary depending on their 

constraints. The covert network optimal balance consisted in neither being provincial 

(e.g. dense, clustered, with strong ties), nor cosmopolitan (e.g. sparse, not clustered, 

with weak ties), and to avoid being too hierarchical (centralised) or too heterarchical 

(decentralised). In other words, covert networks do not necessarily choose between 

security and efficiency since both are consistent with their operational goals.  

Covert network tendency towards the decentralisation seems to be disproved. Helfstein 

and Wright (2011), who analysed six terrorist networks, showed a growth in the density 

of ties, in particular nearer the point in time of the attack, while the analyses with 

Exponential Random Graph Models suggested some tendencies of clustering. The 

hypothesis that assumes individuals adopting secrecy behaviours and maintaining 

limited links was not supported by their results.  

A possible way to interpret network efficiency is to quantify the lethality of a terrorist 

attack, meaning considering the number of fatalities inflicted. Horowitz and Potter 

(2013) argued that terrorist alliances, strategically orchestrated by leadership, favoured 
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efficiency in terms of organisational capacities and lethality behaviour because they 

provided an easy access to knowledge and capabilities. Moreover, by analysing 

relationships among terrorist organisations, they found a mechanism of preferential 

attachment, responsible for generating a core/periphery network structure. Whereas 

small and weaker terrorist organisations remained in a peripheral position within the 

alliance system, more powerful organisations tended to be highly tied with one another 

at the core of the system (Horowitz and Potter 2013:2). 

 

Identifying Key Players 

Another topic of interest within this third group of research refers to the identification of 

key players. As per the second group, scholars applied several SNA indices in order to 

identify the central actors within the networks. Individuals which scored the highest 

values of centrality have been interpreted as actors playing the role of opinion leaders. 

According to Khadka et al. (2013) the out-degree centrality scores identified the most 

active network members, companies or individuals, involved in supplying legal and 

illegal transactions of nuclear weapons to Iran. Xu and Chen (2003) used the degree 

centrality values to identify individuals which where assuming a leadership position, 

betweenness centrality scores to find gatekeepers, and low closeness centrality scores to 

distinguish outliers. They focused on two co-offending criminal networks, a gang and a 

narcotic network, and found that, while SNA scores of degree centrality did not 

necessarily reveal all the leaders, the results of betweenness centrality seemed to be, in 

turn, more suitable for identify who, within the network, played the important role of 

maintaining well-organized flows of money, drugs and/or illicit goods. Betweenness 

centrality could also be considered as a measure of network vulnerability. Malm and 

Bichler (2011) who analysed co-offending criminal groups and individuals in British 

Columbia and the Yukon Territory from 2004 to 2006, argue that high betweenness 

centrality values corresponded to individuals who played influential roles in drug 

trafficking, e.g. transportation, financial resources management and complex supply 

roles.  

Betweenness centrality has been similarly used by Calderoni (2014) who analysed the 

co-participation in covert meetings by members of the ‘Ndrangheta Mafia network in 

the North of Italy. The network was characterised by a complex socially organised 

structure, based on blood kinship ties and was highly hierarchically oriented, with small 
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satellite cells operating in a minor portion of the territory (Calderoni 2014:31-32). 

Despite some missing data, results of centrality scores confirmed the brokering role 

played by leaders. They not only attended the higher number of meetings, but they were 

also in the position of strategically connecting individuals and coordinating resources 

and information. This result is in line with a previous similar research analysing 

militants and rebels with an active role during the American Revolution in eighteenth-

century. Results suggested that individuals who occupied brokerage positions were the 

ones with a critical role in the collective mobilization process by being an effective 

bridge among network segments (Han 2009).  

The focus on centrality in terms of brokering roles has been used to disprove the 

common understanding regarding rebellion groups in Mali, in West Africa. Walther and 

Christopoulos (2015) investigated co-participation in events between Islamist terrorists 

and Malian rebels, belonging to the Tuareg community. By looking at the differences in 

terms of degree, betweenness and closeness centralities, they identified which 

individuals were assuming central roles in coordinating those groups. Two key 

individuals acted as brokers, suggesting that, differently from what was previously 

thought, the Tuareg community was actually engaged with extremist religious activities. 

A detailed analysis of individual roles within a criminal network has been carried out by 

Campana (2015). He used degree centrality scores to identify the key individuals 

involved in a sexual exploitation human trafficking between Italy and Nigeria. Only 

three individuals were identified as the most central ones, while victims and other 

offenders assumed an outlying position, confirming that they were not constantly 

involved in the operations. The lower level of co-participation in activities and the 

results of a quadratic assignment procedure (QAP) using correlations (Campana 

2015:13) seemed to suggest that coordination is more likely to emerge between 

individuals who had the same role, rather than individuals assuming different roles (e.g. 

who makes decisions, who provides resources such as plane tickets, safe houses and 

forged documents, who escorts victims during the journey and Madams, previous 

prostitutes turned into traffickers). In general, individuals tended to be quite 

independent, in particular during the exploitation stage with respect to the recruitment 

and the transportation stages.  

Finally, it can be noted that the centrality concept has also been widely utilised by 

counterterrorism studies. Keller, Desouza, and Lin (2010) argued that for dismantling 
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terrorist networks it would be necessary to adopt a leader-focused strategy which 

implied the reduction of leaders by targeting and removing the most connected actors.  

 

 

2.5 Critical Review of the Literature: a Recap 

The use of SNA to analyse covert networks is expanding. There is a certain consensus 

about the potential uses of network research for uncovering social mechanisms which 

tie individuals in secret settings. To date, the investigation of social interactions under 

secrecy has been addressed in several ways, and authors focus on different types of 

covert relationships. These studies fell into three main categories of research based on 

the types of ties and different uses of SNA theories and methods.  

The first category relates to studies that investigated covert networks by interpreting 

results obtained from the past anthropological research. Authors did not directly apply 

SNA. The idea of network was, instead, utilised only metaphorically. The second 

category concerned studies that reconstructed covert networks by considering people’s 

communication exchanges under secrecy, or pre-existing relationships such as being 

classmates, kindship and friendship. This data, which normally comes from police 

wiretappings, were represented through adjacency matrices. Finally, the third category 

grouped research that focused on the common participation of individuals in clandestine 

activities. The data representing individuals attending covert and/or illicit events would 

be easily represented through affiliation matrices, but scholars mainly preferred to 

convert the original two-mode into one-mode matrices. Overall, scholars not only 

processed data through different SNA techniques, but they also assumed different 

theoretical assumptions that guided their interpretation of the results. Those assumptions 

mainly derived from adopting three different network interpretations (see paragraph 

1.4.1). Covert networks can be considered as organisations, as groups or as networks. 

SNA contributions to the field of covert networks, as reported in this review, can be 

seen in light of this distinction.  

The research studies falling within the first group adopted either a substantive or a 

conceptual definition. By seeing networks as a form of organisation in itself, authors 
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expect the structure of covert networks to be far from being a hierarchy. They argued 

that those networks do not necessarily have a pure-hierarchical structure (Erickson 

1981), whereas it is likely they present a flexible and decentralised governance 

(Milward and Raab 2006; Raab and Milward 2003), with a low level of connections 

(Enders and Su 2007; Heger et al. 2012). Scholars within this first group of research 

who focused on individual centrality and vulnerability adopted a conceptual definition. 

People with better skills (Bouchard 2007) and prominent roles (Sparrow 1991) were 

thought to be more likely to assume a key position (Enders and Su 2007) within the 

criminal group. However, individuals with the highest centrality can boost their 

visibility (Carley et al. 2002; Klerks 2001; Milward and Raab 2006; Raab and Milward 

2003), resulting in an increase of vulnerability. The idea of network vulnerability has 

also been related to the aspect of resilience, defined as the network’s ability to quickly 

adapt to external constraints (Bouchard 2007). Network resilience is inversely 

proportional to network vulnerability. The more a network is vulnerable, the less is 

resilience. The need to be resilient shapes the network structure (Bakker et al. 2012) by 

reducing the size of the network (Bouchard 2007) and by dividing it in small clusters 

poorly connected together through sporadic, weak ties (Erickson 1981; Sparrow 1991). 

As such, the network is likely to present a decentralised (Eilstrup-Sangiovanni and 

Jones 2008; Milward and Raab 2006; Raab and Milward 2003) or a core-periphery 

structure (Williams 2001). Assuming that covert networks need to enhance their 

resilience leads to the conclusion that they have a clear strategy to do so and that 

individuals are coordinated and differentiated based on their functions and roles. This 

entails adopting a conceptual definition that assumes a-priori the presence of specific 

group dynamics within those networks.  

The second and the third group of research tended to adopt a conceptual approach in the 

way in which researchers looked at networks, although scholars attempted to deduce 

their results from the application of SNA. The relevant literature in this body of research 

mainly consisted of two main strands: first, studies on the security-efficiency trade-off 

and its implications, and second, research on the extent to which individuals assume 

central positions within those networks. The ample research on the determinant of the 

security/efficiency trade-off dilemma fails to provide unanimous evidence regarding 

whether covert networks trade security for efficiency or vice versa. Covert networks are 

equally thought to maximise their security (Baker and Faulkner 1993; Demiroz and 

Kapucu 2012), perhaps, by incentivising an internal labour division (Natarajan 2000, 
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2006) or to promote their efficiency (Keegan et al. 2011; Morselli 2009; Morselli et al. 

2007). The consequences of preferring one or the other have not been identified yet and 

did not necessary result in opposite formal network properties. For example, covert 

networks mostly resulted in a low density and a sparse configuration of ties when 

focusing on secrecy rather than efficiency (Baker and Faulkner 1993; Crossley et al. 

2012; Demiroz and Kapucu 2012; Natarajan 2000, 2006), but not necessarily (Helfstein 

and Wright 2011; Koschade 2006). Moreover, covert networks can present either a 

centralised structure (Helfstein and Wright 2011), or a decentralised configuration of 

ties (Crossley et al. 2012; Krebs 2002; Stevenson and Crossley 2013), as well as a 

core/periphery arrangement (Demiroz and Kapucu 2012; Giménez-Salinas Framis 2011; 

Harris-Hogan 2012; Horowitz and Potter 2013), depending on the context (Everton 

2012a, 2012b). Perhaps, it could be argued that assuming the presence of shared 

motivations and intentions that guide individuals’ behaviours towards secrecy (or 

efficiency) equates to assuming a conceptual definition. In this case, scholars consider 

networks as groups with shared needs and risks, rather than just groups of people, 

potentially disorganised and without a shared sense of belonging (see Chapter 1, 

paragraph 1.4.1).  

The investigation on the centrality of individuals follows, instead, a more instrumental 

definition, as scholars examined the issue by applying several measures of centrality. 

Centralities scores were used to identify leaders and influential positions (Coles 2001; 

Malm and Bichler 2011), to reveal key players (Calderoni 2014; Enders and Jindapon 

2010; Han 2009; Koschade 2006; Morselli 2010; Varese 2012; Walther and 

Christopoulos 2014; Xu and Chen 2003), but also to depict the possible most vulnerable 

individuals (Duval et al. 2010; Enders and Jindapon 2010; Lindelauf et al. 2009; 

Morselli 2009). An opposite claim suggested, instead, that leaders mainly tended to 

remain hidden and not assume a central position (Carley et al. 2002; Lauchs et al. 2011; 

Westlake et al. 2011).  

The lack of empirical cases affected the possibility of clarifying the emerging 

controversies in the field. Therefore, the initial question, ‘which are the main SNA 

contributions in analysing covert networks?’, requires a complex answer. The whole 

picture seems to suggest a certain level of disagreement on covert network functions 

and organisations. Authors picked up different processes – group’s monetary or 

ideological intentions, goal-driven need for efficiency and/or security, shared risks, need 

to be resilient and less vulnerable, as well as the influence of external factors – to 
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explain network characteristics. SNA findings have been used to justify opposite 

positions, resulting in an increasing volume of speculations regarding the functioning of 

covert networks. The following tables 1, 2, and 3 report some of such ambiguities. I 

would argue that this might depend on the use of a substantial or a conceptual network 

definition, rather than just deductive and instrumental. This review of the literature 

seems to suggest the necessity to adopt a deductive approach, where authors let SNA 

results guide their interpretations rather than the opposite. The work undertaken here 

goes in that direction.  

 

 

2.6 Conclusions 

The growing interest in the application of SNA in the field of covert networks has 

generated a proliferation of studies. SNA has emerged as a useful tool to bring to light 

internal dynamics in covert networks and for understanding the different bonding social 

mechanisms that bring people together under secrecy. In this chapter, I highlighted the 

ambiguities emerging in the field as a consequence of how authors investigated covert 

networks. Scholars were distinguished in 1) those who only used SNA as a metaphor, 2) 

those who focused on communication exchanges among criminals and 3) those who 

analysed the common participation in illicit actions. For each group, I have summarised 

the emerging ideas and identified which SNA measures authors utilised. It emerged that 

findings have been used to give reasons to different speculations about network 

properties. The interpretation of network outcomes generated, sometimes, opposite 

explanations, therefore the description of covert social mechanisms is still a 

controversial issue. This ambiguity suggests the need to adopt a deductive perspective 

of analysis. Hence, authors can deduce covert networks properties, without assuming 

any a-priori definition.  
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Table 1   Summary of hypotheses emerging in group 1  

1
st 

group – SNA as a metaphor 

1) Hierarchy Network-Like Structure or Flexible and Decentralised? 

 A hierarchical structure minimises the risk of imprisonment. 

V/S 

A hierarchical structure increase network vulnerability by 

exposing individuals to police surveillance. 

disagreement 

 Covert networks reduce their connections for maintaining 

security although this affects their efficiency. 

agreement 

 Centralised covert networks are more lethal than decentralised. agreement 

 Decentralised networks are more resilient. agreement 

2) Network positions: Centrality and Brokerage role 

 Central individuals have better skills. agreement 

 Central individuals are more vulnerable since are more visible. agreement 

 Central individuals, if removed (arrested) can damage the 

network more if it is centralised. 

agreement 

3) Sizes, strong and weak ties 

 Small covert networks are more resilient. agreement 

 Weak ties reinforce the efficiency of the network. agreement 

 Strong ties are only preferred in case of high risk since they 

comprise higher level of trust. 

agreement 

 If any, strong ties are in the core, whereas weak ties are in the 

periphery. 

agreement 
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Table 2   Summary of hypotheses emerging in group 2  

2
nd

 group – Covert Communication Exchanges (genuine 1-mode networks) 

1) Density and the trade-off security and efficiency 

 Covert networks present low density of ties to maximise their 

secrecy V/S covert networks present high density of ties to 

maximise their efficiency. 

disagreement 

 Low density reflects internal labour division. agreement 

2) Centralisation/decentralisation and the trade-off security and efficiency 

 Covert networks tend to be decentralised for increasing their 

secrecy. V/S Criminal networks are likely to be centralised, in 

particular with respect to terrorist networks. 

disagreement 

 Online covert networks are centralised. agreement 

2) Core-periphery Structure in covert networks 

 Covert networks have a core-periphery structure.  agreement 

 Covert networks are more likely to a have a core-periphery 

structure than terrorist networks. 

agreement 

3) Centrality and Vulnerability 

 Central individuals are the leaders and facilitators of the 

networks V/S Central individuals are not the leaders since they 

try to remain hidden. 

disagreement 

 Central individuals are more exposed. agreement 

 Individuals with high degree are more likely to be arrested than 

individuals with high betweenness. 

agreement 

 Bosses in Mafia networks are in the middle of the 

communication exchanges. 

agreement 
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Table 3   Summary of hypotheses emerging in group 3  

3
rd

 group – Co-participation in Cover Actions  

(2-mode networks transformed in 1-mode networks) 

1) The role of pre-existing ties in covert networks 

 Pre-existing ties increase density of network and reinforce 

common identity, increase network efficiency and offer a 

suitable channel for secure recruitment. V/S Pre-existing ties do 

not incentivise people’s collaboration.  

disagreement 

2) The security-efficiency trade-off: evidence from density and centralisation indices 

 Covert networks prefer to maintain their security than their 

efficiency. V/S Covert networks tend to become centralised and 

clustered. V/S Covert networks have a core-periphery structure 

that increases efficiency and lethality. 

disagreement 

3) Identifying key players 

 Central individuals are the leaders and key players of the 

networks. 

agreement 
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PART II 
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Chapter 3  
The Bi-Dynamic Line-Graph 

 

 

 

3.1 Introduction 

The previous chapter summarised SNA contributions in the field of covert networks and 

highlighted some difficulties in analysing longitudinal two-mode covert networks. In 

this chapter, I introduce the Bi-Dynamic Line-Graph (BDLG) as a possible way to 

approach two-mode temporal networks. The application of the BDLG model considers 

data in the two-mode format, with individuals attending events chronologically ordered. 

This method distinguishes the whole temporal dimension in two temporal aspects: 

proximity – who collaborate with whom –, and temporal sequence – individuals 

attending a sequence of events –. In sections 2 and 3 I provide the conceptual 

framework on the basis of the BDLG representation. In sections 4 and 5 I describe the 

three stages required to build this representation together with an example of it. In 

section 6 I highlight the utility of this data representation by comparing the two-mode 

with the one-mode projection and the bi-dynamic line-graph representation. Finally, 

section 7 suggests how the BDLG conceptual framework fits into the analysis of 

temporal dynamics in criminal networks. The sections 3.6, 3.6.1 and 3.6.2 have been 

adapted from the following article: Broccatelli, Chiara; Everett, Martin and Koskinen, 

Johan "Temporal Dynamics in Covert Networks." Methodological Innovations, 9 

(2016): 1-14 doi: 10.1177/2059799115622766.  
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3.2 The Duality between Individuals and Events 

Social network research has made extensive applications of SNA for analysing two-

mode networks, expanding the existing body of research which directly treats data in 

this format. Two-mode networks often represent an individuals’ membership of a group 

or attendance at an event. This representation generates an individual-by-group or 

individual-by-event matrix of affiliations where individuals are listed in the rows and 

events or groups in columns. Scholars agree about the importance to directly focus on 

ties among individuals and events instead of using the one-mode projection of the two-

mode. The discourse considers the twofold network entities, individuals and events, as 

equally important (Everett and Borgatti 2013). To gain meaningful results, researchers 

need to evaluate not only how individuals establish connections through events, but also 

vice versa, how events trigger possible connections between individuals.  

The dualistic nature of two-mode social relationships was first highlighted by Breiger 

(1974). According to him, analysing individuals’ affiliations leads to a better 

understanding of how individuals construct their identity since they might group 

together by virtue of shared interests or values. With this approach, two levels of 

analysis emerge at the same time. The first level focuses on individuals linked together 

when they belong to a same group, or when participating at the same events. The second 

level concerns the analysis of groups or events related to each other when they have 

individuals in common (see also Diani 2015:82). In summary, the duality between 

individuals and groups or events implies the inclusion of both entities in a network 

model. Researchers need to analyse the interaction dynamics among individuals, and, in 

parallel, include the analytic perspective starting form groups or events.  

The above discourse considers joint memberships in groups and common participation 

in events as similar types of relationships. Both dynamics, respectively ‘memberships’ 

and ‘participation’, can be used to explain the idea of the duality within two-mode 

networks. However, joint membership in groups is different from participation in 

events. These relationships, in fact, have a different nature (See paragraph 3.4.1 for a 

detailed description). While events present a discrete state, affiliation memberships 

might be considered, in turn, as persistent relationships because individuals can ‘be part 

of’ or ‘not part of’ a specific group during the whole time window. As such, joint 

membership to a group implies a continuous relational state, which can be present (or 

absent) over a certain period of time. The common participation in events comprises a 
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series of face-to-face interactions occurring at specific times, although with different 

durations. In this second case, the time dimension can be restricted and referred to the 

exact point in time in which these events took place. Addressing this question is of 

particular importance to define the attendance to events by individuals, characterised by 

a clear time progression. By including the information on time progression of events, 

researchers analyse the sequence in which those events occurred. Moreover, differently 

from the joint membership, taking into account the attendance to events by individuals 

also implies a count of how many times individuals participated together in events. The 

duality of individuals and events in their time progression is apparent in the bi-dynamic 

line-graph in that it describes individuals participating in succeeding events and how 

events allow people to interact with each other.  

The BDLG combines information on the temporal aspect with the network of individual 

interactions and the network of events. The analysis of the network of individuals 

highlights people’s dynamics of interactions over time, whereas, the analysis of the 

network of events is meaningful for understanding how events are interconnected. In the 

following paragraphs I clarify how time information referring to individuals and events 

is conceptualised into the BDLG theoretical framework. 

 

 

3.3 Temporal Proximity and Temporal Sequence Dimensions  

Within the BDLG conceptual framework the aspect of time is distinguished in two 

dimensions: the temporal proximity and the temporal sequence. The temporal proximity 

refers to the idea of collaboration among individuals. The temporal sequence relates 

instead to the sequence of events in which individuals took part. Both aspects of time 

need to be considered in their duality, meaning to include both the individuals’ and 

events’ perspective in each dimension.  
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3.3.1 Temporal proximity 

The aspect of temporal proximity referring to individuals considers who collaborates 

with whom and is expressed by people’s involvement in a specific event in a given 

point in time. Temporal proximity premises that individuals attending a same event 

interact with each other face-to-face. In doing so, people share ideas and experiences, 

increase their reciprocal abilities in performing tasks, and become more integrated, by 

also developing a stronger sense of belonging to the group. Therefore, the network 

becomes more cohesive and one might conclude that individuals present a certain 

tendency to collaborate. For example, consider the case of a charity organisation that 

decides to organise a fundraising event. Individuals involved in the organisation meet 

regularly in order to plan the logistic aspects of the event. During these meetings, they 

discuss many aspects of the evening, e.g. how to present the campaign, how to 

introduce the guest speakers, and how to organise the buffet. One may suppose that 

individuals get to know each other’s abilities and share the responsibility of several 

tasks. Individuals collaborating and working together not only reinforce their personal 

affiliation with the charity organisation and its campaign, but they also increase the 

sense of community and cohesiveness among them. However, the tendency to 

collaborate can be affected by the number of people involved in the accomplishment of 

an action. If many people are involved, not all of them will have direct contacts. It is 

more likely that individuals will directly collaborate with only few people involved. 

Consider, for instance, the case of an environmental organisation hosting a workshop. 

During this event, participants are asked to work separately into small sub-groups to 

identify possible strategies to recycle food waste. Individuals within a same sub-group 

will presumably interact more consistently with each other, rather than with individuals 

in other sub-groups. The point is that, despite having the opportunity to talk to 

everyone, the individuals within the same sub-groups will interact more among 

themselves, rather than with the other participants. The BDLG identifies the temporal 

proximity aspect by representing individuals interacting with each other during each 

event. However, in order to simplify things, it does not consider the implications related 

to the number of people involved in each event since it assumes everyone is interacting 

with each other. 
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3.3.2 Temporal sequence 

The aspect of temporal sequence is based on the idea of growth. For individuals, this 

means to consider the frequency of people’s attendance to events over time. It reveals to 

what extent an individual attended activities and performed tasks. Consider, for 

example, a member of an environmental organisation, genuinely motivated in 

undertaking actions to reduce their individual carbon footprint. They attended a cycle of 

seminars to gain information about how to re-think their lifestyle and moderate their 

climate impact. Suppose that, due to a serious illness, they interrupted their attendance 

to these seminars. Since they did not complete the cycle, the trajectory of the 

individual’s attendance reflects the specific individual history and gives us an idea of 

the extent to which someone took part in events.  

The analysis of the temporal sequence aspect also suggests if people’s involvement in 

events is stable or unstable over a certain period of time. In other words, it reveals 

whether the number of people participating in successive events remains almost the 

same during the whole time window, or if the number of participants decreases (or 

increases) and, if so, when those fluctuations occurred. Consider the case in which an 

environmental organisation gets many people involved in its campaign. If the 

individuals’ participation remains consistent or increases over time, this means the 

organisation is making a successful impact. On the contrary, if people’s participation 

decreases over time this might reflect a loss of individuals’ motivation.  

Starting from the event perspective, the focus on the temporal sequence considers how 

events make individuals interact over time. Returning to the case of a charity 

organisation planning several meetings in preparation for a fundraising event. These 

meetings are all related because they lead up to the final event. Even though the 

fundraising event is last chronologically, it is the most important as it gives purpose to 

all previous meetings. Focusing on the temporal sequence allows us to reflect on the 

importance of events by looking at their temporal distribution. It provides us with an 

opportunity to answer the questions on how events are disposed over the whole time 

window and when they happened. Ideally, we would take into account the length of 

time occurring between two successive events, in order to examine if the events are 

concentrated around a specific portion of time, rather than being equally distributed 

over the whole time window.  
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The temporal sequence can be measured at both the individual and the collective level. 

In the first place, the temporal sequence is measured with respect to a single person and 

it focuses on how many times a specific individual attended a series of activities over 

time. When the temporal sequence aspect is analysed by referring to the collective level, 

it investigates what is the general tendency of people participating in events. The 

researcher, in this case, looks at how the distribution of individuals’ participation in 

events evolves and how the number of people involved in these actions changes over 

time.  

 

 

3.4 Building a Bi-Dynamic Line-Graph  

The BDLG captures the above dynamics of temporal proximity and temporal sequence 

and makes them directly visible in the graph. After recalling some notions from graph 

theory, I formalise the bi-dynamic line-graph data representation and explain the stages 

required to construct it.  

 

3.4.1 Different nodes and different ties 

Based on the mathematical framework of graph theory, SNA utilises a formal language 

to identify concepts and to describe patterns of interactions between individuals. 

Relational information is incorporated in a sociogram by drawing nodes and ties. 

Nodes, also called points or vertices in different nomenclatures, represent individuals or 

collectivities such as families, organisations, groups, firms or nations. Nodes, along 

with attributes such as sex, age and roles, are linked by different types of relationships. 

Ties, also called lines, edges, arcs or links depict the presence of a relationship between 

these nodes. These relationships can be of a variety of different kinds. They can refer to 

relational states or relational events. The first class of relationships (relational states) 

corresponds to relations that continuously last over a certain amount of time such as 

kinship ties or other relationships based on different role positions, e.g. being student of, 

or being friend of. This class also comprises relationships based on affections and 

perceptions, e.g. to like someone, to trust someone, or to know someone, as well as 
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relationships based on similarities and affiliations such as belonging to a same sports 

club and being physically near to someone. The second class of relationships (relational 

events) concerns relationships based on interactions which are observable and countable 

actions as well as flows of information, knowledge, money and other tangible and 

intangible goods (see Borgatti et al. 2013:4 for a detailed discussion of the two classes 

of relationships). For each type of relationship, there is a corresponding network. For 

example, we have a friendship network if the relationship reflects friendship ties, or a 

co-offending network if relationships are based on how many times individuals co-

offended together.  

Another way of representing social networks is by using matrix algebra. In this case, 

relational information is expressed by an nxn adjacency matrix where n is the number of 

nodes. The presence of a line between two nodes i and j is represented by the values ‘1’ 

in the ith row and jth column. Sociograms and sociomatrices can be considered as two 

sides of the same coin since all matrices may be represented as graphs and all graphs 

can be represented as matrices.  

 

3.4.2 Line-graphs 

A possible way to represent sociomatrices is the line-graph data representation. This 

representation was firstly introduced by Harary (1969) but it has not yet been 

extensively applied in the field of SNA. The pioneering work by Moody 2008
3
 

proposed the use of a dynamic line-graph projection for one-mode networks in order to 

analyse the channels of transmission of diseases. According to him: 

‘a standard line-graph L(G) is constructed from any graph G, by creating a 

vertex in L(G) for every edge in G and an edge in L(G) whenever the edges in G 

share a node’ (Moody 2008:13).  

More simply, every interaction between a pair of individuals in the original one-mode 

network is converted into a node and additional directed edges are represented if two 

nodes have in common the same individual. By recoding the duration of relationships as 

attribute for each edge, Moody obtained a specific type of line-graph, namely dynamic 

line-graph TL(G). In this representation, all observed edges are transformed into nodes. 

                                                 
3
 The idea of using line-graphs in SNA came out for the first time at Sunbelt, some years ago (James 

Moody, personal communication). 
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These nodes share a direct link if the corresponding edges in G have an overlapping 

node. The link follows the temporal order since arcs go from the nodes representing the 

earlier edges in G to the later ones. If two edges in G are concurrent, meaning are 

overlapping in time, the directed arc is depicted as reciprocal. (See Moody 2008:13 for 

the description of TL(G)). The dynamic line-graph represents the time progression as a 

continuum and it is meaningful for analysing how the diffusion of infections works 

because it avoids the dissection of the whole time window into time slices. Thinking in 

terms of advantages, Moody highlighted how, in this way, the starting and ending 

nature of relationships is better revealed. This can be particularly useful to analyse 

social mechanisms that lead to flows of transmissions within the network. By linking 

pairs of individuals who have, at least, an individual in common at the same time, the 

dynamic line-graph reveals the possibility that people have to contract the infection by 

indicating who can infect whom and at which time. Therefore, the dynamic line-graph is 

meaningful for ordering sporadic and episodic interactions, e.g. sexual contacts, 

communication exchanges etc. (Moody 2009:17). 

To the best of my knowledge, SNA literature presents only one example of the use of a 

line-graph for analysing two-mode network data. Alexander (2005) briefly used this 

format to represent Australian companies linked by personal ties of directors who sat in 

multiple company boards. The author argued that the line-graph projection provided a 

better understanding of how clusters emerged by virtue of directors’ personal ties and 

their company positions. Although Alexander’s work is directly related to bipartite 

networks, he did not include the temporal aspect of ties. Therefore, I partially referred to 

Moody’s principles in order to incorporate the time dynamics in the line-graph. Starting 

from Moody, I propose a similar dynamic line-graph projection for two-mode networks. 

In the next paragraphs, I explain the necessary steps to create the bi-dynamic line-graph 

representation.  

 

3.4.3 Three steps 

A bi-dynamic line-graph representation for a two-mode network is obtained by 

combining the line-graph projection of the given network with the inclusion of the 

temporal aspect. This representation incorporates time dynamics because nodes 

highlight the sequence of events attended by individuals. The process of constructing 

the BDLG from the original two-mode network is composed of three separate steps, 
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illustrated below. In order to facilitate the description of the step-by-step procedure for 

building a BDLG, a general network serves as a running example. This network is 

composed of 6 nodes corresponding to individuals and 9 nodes corresponding to events. 

Figure 3 shows this two-mode network in a sociogram. Events, represented as blue 

squares follow a temporal order, while individuals, differently coloured, correspond to 

circles.  

 

Figure 3   Example of a two-mode network 

 

 

Step 1 

The first step considers a two-mode network in its formal bipartite structure (Borgatti et 

al. 2013:239). Both rows and columns report individuals and events so as to generate an 

adjacency matrix where ties only still exist between individuals and events and not 

within them. In UCINET (Borgatti, Everett, and Freeman 2002), the two-mode network 

can be recorded as bipartite matrix by using the Net>Transform>Graph 

Theoretic>Bipartite command. The resulting bipartite matrix is showed in figure 4.  
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Figure 4   Example of the bipartite matrix corresponding to the sociogram in figure 3 

  

1 2 3 4 5 6 E1 E2 E3 E4 E5 E6 E7 E8 E9 

 

- - - - - - - - - - - - - - - - 

1 - 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 

2 - 0 0 0 0 0 0 1 1 0 1 1 0 0 0 0 

3 - 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 

4 - 0 0 0 0 0 0 1 0 1 0 1 1 1 1 1 

5 - 0 0 0 0 0 0 0 1 0 1 1 0 1 1 0 

6 - 0 0 0 0 0 0 0 0 1 0 0 1 0 1 1 

E1 - 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 

E2 - 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 

E3 - 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0 

E4 - 1 1 1 0 1 0 0 0 0 0 0 0 0 0 0 

E5 - 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 

E6 - 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0 

E7 - 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 

E8 - 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 

E9 - 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 

 

 

Relational information is expressed by an adjacency matrix where rows and columns are 

both composed of 17 entities, corresponding to 7 individuals and 10 events, while the 

value ‘1’ in a cell (i,j) indicates the presence of a tie connecting i and j. The matrix is 

symmetric, meaning that cell (i,j) is equal to cell (j,i).  

 

Step 2 

The second step generates a line-graph projection starting from the bipartite network. 

With UCINET the bipartite matrix can be transformed into a line-graph by using the 

Net>Transform>Graph Theoretic>Linegraph command. Applying this transformation 

to the example network in figure 4 generates the matrix reported in figure 5.  
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Figure 5   The line-graph matrix obtained by transforming the matrix in figure 4 
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The point of this construction is that whenever an individual attends an event in a specific 

point of time, it is represented by a node. For example, since individual 1 attended three 

events (1, 3 and 6) the line-graph generates three nodes referring to individual 1, e.g. 1,E1, 

1,E3 and 1,E6. The line-graph matrix in figure 5 is graphically represented in figure 6. Here, 

reciprocal ties connect all the nodes representing the same actor joining different events with 

all the nodes representing different individuals taking part in the same event. In other words, 

by construction, a reciprocal arc links all nodes that have the same individual in common 

with all the nodes that include the same event.  

 

Figure 6   Example of the line graph of the two mode network in figure 3  
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Note that reciprocal arcs structure the whole network as a combination of two types of 

clusters. On the one hand, there are clusters of nodes representing the same individual taking 

part in different events over time. On the other hand, there are clusters of nodes representing 

different individuals involved in the same event. To conclude, the line-graph can be 

considered a result of a joint pattern of relationships developed over time among individuals 

and events. However, the temporal information is not well revealed by this representation 

because arcs do not follow any temporal order. 

 

Step 3 

This step develops a strategy to track an individual’s history of participation in events by 

simply adopting a reduction criterion for ties. This criterion implies the exclusion of ties 

providing redundant information, which by construction, emerge in the line-graph. As 

mentioned above, in the line-graph all nodes representing the same individual joining events 

are connected by an edge. For example, the node corresponding to individual 1 attending 

event 1 (1,E1) appears to be reciprocally related to the nodes representing the same individual 

1 attending event 3 (1,E3) and event 6 (1,E6). The criterion of reduction of ties operates by 

maintaining only the edges that connect nodes, representing a same actor by taking into 

account the sequence in which the events occurred. Thus, in this example, I only have a 

directed tie which goes from 1,E1 to 1,E3 and from 1,E3 to 1,E6, whereas the ties 

1,E31,E1; 1,E61,E3; 1,E11,E6; 1,E61,E1 are deleted. The application of the 

reduction criterion of ties constructs the BDLG. Applying this criterion to the line-graph 

matrix from figure 5 generates figure 7 in the following page. 
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Figure 7   Example of the bi-dynamic line-matrix of figure 5 
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The matrix in figure 7 explains how the reduction criterion of ties works. The ‘0’ values 

underlined in red were corresponding to ‘1’ values in the original line-graph matrix (see 

figure 5). The transformation of these ‘1’ values in ‘0’ eliminates the redundant ties. The 

BDLG matrix results in the following sociogram, figure 8. Colours, which match with the 

nodes, help in tracking the individual’s history of participation in events. 

 

Figure 8   The bi-dynamic line-graph for the two-mode network in figure 3 
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3.5 Bi-Dynamic Line-Graph Formal Definition 

First we define a time stamped 2-mode network as G (V∪E, A). Suppose we have two types 

of vertices V as actors and E as events. Let V= {i, j, k….} and E = {E1, E2, … Em}. Then a 

time stamped 2-mode network has the form G (V∪E, A) where A is the set of pairs of the 

form (i,Ek) where i ∈ V and Ek ∈ E. In addition, we assume that in two events Ej, Ek if j<k 

then Ej occurred before Ek. A BDLG has as its vertices iEk where (i, Ek) is an edge in G. It 

has two types of ties: reciprocal ties and directed ties. A reciprocal tie {iEx, jEx} occurs when 

two actors i and j attended the same event Ex. A directed tie (iEx, iEz) when z is the smallest 

z>x such that i attended Ez. The logic is that giving two nodes, iEk and iEz, in BDLG there is 

only a directed arc which goes from the earlier iEk to the latest iEz. Consider, for example, the 

sociogram in figure 8 representing individuals attending several events over time
4
. The figure 

depicts nodes belonging to the same individual with the same colour. To ensure a clear 

identification of participants in events, nodes are labelled by a number and an alphabetic 

letter E followed by a number. The numbers, e.g. 1,2,3..., identify individuals whereas the 

alphabetic letters ‘E’ followed by a number refer to events. If an individual participated in 

succeeding events, there are as many nodes as the number of events in which the individual 

took part and these nodes are sequentially connected by a directed arc. For example, the node 

referring to individual 1 participating at event 1 (1,E1) has an outgoing tie only toward the 

node referring to individual 1 participating at event 3 (1,E3) and from this, only an outgoing 

tie toward the node referring to individual 1 participating at event 6 (1,E6). If individual 1 

was also attending event 7, another outgoing tie starting from 1,E6 and finishing in 1,E7 

would be present. Therefore, each node is only related with its preceding and its following 

event.  

In graph theory two nodes connected by a line are named adjacent to one another. Since in 

the BDLG representation there are two different sets of ties – reciprocal and directed – the 

adjacency concept assumes a slightly different meaning depending upon the case. In the first 

case, two nodes are adjacent if linked by a reciprocal link, representing two individuals 

participating at the same event. In the second case, two nodes are adjacent when a directed 

link (with arrowhead) connects the same actor joining in different events. These links 

generate chains of nodes with different extensions. Directed lines specify the occurred 

sequence of events. Arrows, in fact, head towards a progressive time development, starting 

                                                 
4
 The events are horizontally ordered, from up to down. 
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from the first to the latest event. For reciprocal lines (without arrowheads) the direction of the 

relationships is irrelevant and does not add any meaning to the representation. While 

reciprocal ties capture the extent of the individual’s propensity of collaboration, directed ties 

follow the individual’s participation in events over time. How the BDLG represents the 

aspects of temporal proximity and temporal sequence is explained in the next paragraph. 

 

3.5.1 Temporal proximity and temporal sequence in BDLG 

The BDLG incorporates time into the graph and shows it in a continuous way. Directed ties 

reflect the aspect of temporal sequence by representing when individuals took part in events. 

In this representation, the same actor has as many nodes as events they attended following a 

chronological order. Therefore, by following those ties it is possible to see the trajectories of 

people participation over time. Essentially, the temporal sequence, based on individuals’ 

tracks of participation in events, reflects the individuals’ turnover in succeeding events over 

time. The temporal proximity is captured by reciprocal ties. This aspect is visualised as a tie 

that goes from actor i to actor j, and vice versa, and represents different actors simultaneously 

engaged in activities together. Theoretically speaking, reciprocal ties help in defining the 

people’s tendency to collaborate. To conclude, collaboration dynamics and histories of 

people’s co-participation in events expressed by temporal proximity and temporal sequence 

are anchored to the social mechanisms of social cohesion and collective participation. Table 4 

below summarises the conceptualisation of these temporal aspects on the basis of the BDLG. 

It assumes the dualistic perspective of analysis by including the individuals and the events’ 

perspectives, both at an individual and collective level.  
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Table 4   Temporal proximity and temporal sequence in BDLG 

Collaboration  

 

Growth  

Temporal proximity 

 

● Individuals’ perspective – people 

interacting with each other 

collaborate and become cohesive 

 

● Events’ perspective – events 

incentivise people interactions and 

sharing 

 

Temporal sequence 

 

 Individuals’ perspective – people 

attending activities, and/or 

performing tasks over time 

 

 Events’ perspective – events 

incentivise people collaboration over 

time 

At an individual 

level: 

 

the tendency of 

collaboration related 

to a specific person  

At a collective level: 

 

the tendency of 

collaboration among 

all individuals within 

the network 

At an individual 

level: 

 

how many times a 

specific individual 

attended a series of 

activities and/or 

attended events over 

time 

At a collective level: 

 

how the distribution 

of individuals’ 

participation in 

events evolves 

 

Reciprocal Ties 

 

Directed Ties 

 

 

3.6 Two-Mode, One-Mode and Bi-Dynamic Line-Graph: a Comparison 

An intuitive way to understand the power of a bi-dynamic line-graph representation is to 

compare an original two-mode network with its one-mode projection and its bi-dynamic line-

graph representation. In the two-mode representation, figure 9(a), individuals are depicted as 

points, whereas events are represented through squares. When an individual attended an 

event, a tie connects the individual (point) and the event (square). In the one-mode projection, 

figure 9(b), individuals are linked with each other to the extent that they participate in events 

together. Here, all nodes are individuals (circles) and a tie between a pair of vertices 

represents the fact that these individuals share person-to-person interactions by attending the 

same event. In this visualisation it is impossible to quantify how many times individuals have 

been involved in common activities, although the researcher can change the thickness of the 

edges based on the number of times each pair of individuals took part in common events. By 
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comparison, the BDLG in figure 9(c) better captures the evolution of individual’s 

engagements in the events over time. It reveals who accomplished an activity, or event, with 

whom, how many times, and when it happened. 

 

 

Figure 9   Comparison between two-mode, one-mode and BDLG representation 

  

(a) two-mode  

(b) one-mode  
(c) bi-dynamic line-graph  
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3.7 Why are Bi-Dynamic Line-Graphs really necessary?  

The bi-dynamic line-graph replaces the standard node-as-point representation in favour of a 

node-edge representation. This dynamic representation offers a different way to visualise to 

what extent a network changes and evolves over time. In the next paragraphs I will identify 

some advantages and disadvantages of the use of this representation. 

 

3.7.1 Advantages 

Firstly, the BDLG allows incorporating time dynamics directly into the graph, instead of, for 

example, being added as a property to the edges. In here, the sequence of human interactions 

directly reflects how individuals have been engaged in actions over time. Nodes, representing 

individuals attending events, are added as they appear and straightforwardly can reveal how 

the network evolves during the time.  

Secondly, with the BDLG it is not necessary to divide the whole time window in time 

intervals unlike, for example, with the SAOM method. This representation of the dynamic 

network is also distinct from decay-based approaches (such as e.g., Holme and Saramaki 

2012). The main implication of this is the chance for researchers to avoid making arbitrary 

decisions in identifying time slices. All time steps, corresponding to events, are, in fact, 

directly taken into account, and events, linked together by the common participation of 

individuals, are represented as a chain, in a sort of continuous social process.  

Thirdly, the BDLG makes it possible to evaluate the events’ perspective and capture the 

temporal dynamics among events. Events may happen closely together in time, or they might 

be separated by long periods of inactivity during which nothing has been recorded. By 

considering the intervals in time between events, this representation reveals how these events 

are positioned by considering the whole time window.  

Fourthly, since the BDLG is specifically designed for two-mode networks, another advantage 

refers to the possibility of directly utilising the two-mode network format instead of the one-

mode projection of the two-mode. The use of the original affiliation matrix prevents the loss 

of information that occurs when a two-mode network is transformed in its one-mode 

conversion and considers both events and individuals as equally important entities (Everett 

and Borgatti 2013). 
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Finally, the fifth advantage refers to the fact that the bi-dynamic line-graph opens the door to 

a new meaning of time dynamics. Time, which is something more than just a continuous 

process, and a chain of sequential events, requires a new interpretation to enable the 

possibility to include the salience of the events. This idea of time is probably closer to what 

time is in the human reality. In real life, the story of each individual is not just composed of a 

sequence of equally important experiences, but rather it is characterised by experiences that 

are more important than others because of the meaning that individuals assign to them. There 

could be the case in which some experiences, e.g. meetings, activities, or travelling, become 

more central than others because they give to the individual the possibility of new 

relationships which result in new opportunities. Consider, for example, the case in which an 

employee has a meeting with his boss. If the meeting is the occasion for the boss to offer to 

the employee a new role in the company, this meeting will be of a central importance to the 

employee’s life. By using the BDLG it is possible to identify which are the salient events to 

better understand the whole evolution of the group. In other words, it can be highlighted 

which events increased the opportunity of people belonging to a given network to increase 

their connections. This idea reflects the concept of the duality (Breiger 1974) since it means 

to focus on how individuals link with each other by attending events and how events allow 

people to link with each other. With the BDLG it also becomes possible to focus on the 

identification of which are the most important events by virtue of the whole group. The 

salience of events by considering a collective perspective seems to be the real power of the 

BDLG that overcomes all the past interpretations of the temporal aspect.  

 

3.7.2 Disadvantages 

Beside the advantages, it is also necessary to consider the disadvantages of this 

representation. To begin with, the BDLG does not clearly capture the duration of events.  

At the moment it is only possible to consider the temporal order of the events whereas the 

representation does not yet capture the time in-between events. For convenience, it is 

assumed that any individual can only be in one place at any one point in time. Although there 

is a possibility that two events may happen simultaneously, it is speculated that this 

possibility would be relevant only in very specific cases, and as such, it is not taken into 

account. For example, if individual 1 participated in event 1, this would preclude the same 

individual from participating in any other events taking place at the same time.  
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A second limitation concerns the specific matrix format of the bi-dynamic line graphs. As 

mentioned earlier, the BDLG matrix presents contemporarily two set of ties, reciprocal and 

directed. Due to this format, standard SNA measurements need to be adjusted and/or 

specifically elaborated in order to be utilised. Consequently, at the moment the possibility of 

applying other SNA measures is precluded.  

 

 

3.8 Bi-Dynamic Line-Graph for Covert Networks 

The BDLG represents two temporal aspects. The first aspect, the temporal proximity, focuses 

on who interacts with whom and refers to the mechanism of collaboration. The second aspect, 

the temporal sequence, concerns the chronological order of events attended by individuals 

and refers to the individual co-participation in events. Both characteristics help in 

understanding people’s dynamics of collaboration over time at both an individual and 

collective level. Moreover, the temporal proximity and temporal sequence needs to be 

considered in their duality, meaning it is necessary to define starting them from the 

individuals and the events’ perspective.  

In the specific case of covert networks, the temporal proximity means to consider how 

individuals get involved in criminal activities, communicate and interact with each other. 

Here, the basic social mechanism considered is the tendency towards collaboration. Through 

collaboration dynamics, in fact, individuals coordinate their actions, reinforce their reciprocal 

ties and strengthen their abilities. In criminal networks, communications and interactions may 

be reduced to a minimum. This is due to the fact that a dynamic flow of communication 

increases the visibility of individuals involved and can easily become targeted by the police. 

As reported in the literature review section, authors mainly explained the volume of 

communications present in covert networks as a result of the security-efficiency trade off 

(Baker and Faulkner 1993; Crossley et al. 2012; Krebs 2002; Morselli 2009; Morselli et al. 

2007; Stevenson and Crossley 2013). Scholars suggest that some communication exchanges 

guarantee collaboration and coordination, resulting in a more efficient execution of tasks. 

However, too much communication is unnecessary and dangerous because they could make 

offenders more visible and vulnerable. Individuals’ concerns about being detected by law 
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enforcements keep them motivated to generate the least amount of flows of communication 

and, if any, maintaining these in secrecy. Moreover, the temporal proximity also allow us to 

evaluate which covert events reinforced individuals’ collaboration. The focus on events helps 

in identifying which events have been relevant with respect to the story of the criminal group. 

Events are considered in their central role in enhancing cohesiveness and the accomplishment 

of illicit actions. It is possible, in fact, that in some covert networks, characterised by a lack 

of contacts’ opportunities, some events contribute more than others in consolidating the 

group’s collaboration. In addition, the aspect of temporal proximity at an individual level 

focuses on a specific individual and their tendency towards collaboration. Moreover, the 

temporal proximity aspect analysed at a collective level refers to the general tendency of 

collaboration present among all individuals involved. In this case, the focus of the analysis is 

moved towards the whole structure of the covert network.  

The temporal sequence for criminal networks represents the trajectory of individuals involved 

in criminal activities over time. By considering the individuals’ perspective, it reveals which 

individuals co-participated the most at events and, as a consequence, who gave a more 

important contribution to the accomplishment of the action. In this case, the use of the BDLG 

helps in understanding the careers of criminals since it depicts the time sequence of crimes 

committed by each offender. From the event perspective, in turn, the focus on temporal 

sequence allows us to identify the list of events – and when they occurred – that contributed 

the most to the individuals’ embeddedness process and generated more cohesiveness. At the 

individual level, the temporal sequence focuses on a specific individual and on how their 

criminal career develops over time. In this case, it reveals to what extent an individual has 

been involved in course of action. The temporal sequence applied to the collective level, 

instead, takes into account all the tracks of participation in events belonging to criminals. 

This depicts a general image of the attendance to events over time and gives an idea of how 

people’s engagement in actions linearly grows and/or declines over time. The stability of 

people’s involvement in covert activities over time can also be interpreted in terms of the 

capacity of the given group to perform criminal actions and the ability to survive longer. 

(This is close in meaning to the idea of resilience: (Bouchard 2007; Koschade 2006; Krebs 

2002; Milward and Raab 2006). It is possible to suppose, in fact, that the more a criminal 

organisation operates over time, the more is characterised by a certain capacity of act, ability 

in constantly re-adapting to new situations, and problem-solving attitude.  
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3.9 Conclusions 

This chapter presented a different way to include temporal dynamics in a matrix. The bi-

dynamic line-graph represents edges as nodes and allows for the understanding of how often 

individuals collaborated over time and when these collaborations occurred. This model 

captures temporal dynamics in two ways: reciprocal ties give the idea of temporal proximity 

revealing who collaborates with whom, whereas directed ties capture the aspect of the 

temporal sequence which corresponds to the individual’s trajectories of participation in 

events. After defining the theoretical framework behind the BDLG, I have specified the three 

stages required to build this representation by utilising an example of a two-mode network. 

The comparison between the two-mode, the one-mode projection and the BDLG has brought 

to light the power of this representation that offers an alternative way to represent individuals 

attending events together, how often and at what point in time. In the last part of the chapter, 

I have highlighted a few advantages as well as some limitations of the BDLG. This data 

representation seems to better represent the idea of the duality of individuals and events. The 

focus on event-level outcomes is probably driven to at least some extent by the fact that 

events require to be taken into account as much as individuals. This idea opens the door to a 

new representation of the concept of time that becomes ‘something more’ than just a 

progression of equally important events along a temporal line. The main limitation related to 

the BDLG concerns the presence of two types of ties, reciprocal and directed, that require a 

re-elaboration of SNA standard measures before being applied. In the next two chapters, I 

extend the analysis of two-mode temporal networks in terms of network cohesion and 

individual network centrality, by also referring to the bi-dynamic line-graph representation.  

  



92 

 

Chapter 4  
Cohesion and Cohesive Subgroups in 
Two-mode Temporal Networks 

 

 

 

4.1 Introduction 

The present Chapter 4 describes how to analyse cohesive subgroups in two-mode networks. 

In section 2 and 3 I provide an overview of the concepts of cohesion and cohesive subgroups 

in SNA literature. Section 4 summarises the existing challenges in measuring those network 

characteristics and discusses the motivations and implications for extracting cohesive 

subgroups in genuine bipartite networks. Successively, I describe the strategy I undertook in 

order to detect overlapping cliques in two-mode networks (sections 5 and 6). Finally, sections 

7 and 8 discuss the value of this approach for addressing some yet untested hypotheses in the 

field of criminal co-offending networks.  
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4.2 The Concept of Cohesion in SNA 

The concept of cohesion is a fundamental component of SNA theory and it has been used to 

conceptualise and explain a large array of social mechanisms that define individual 

interactions. Berkman and Kawachi (2000) argued that social cohesion reflects the perception 

of shared trust among network members, the reason why individuals held together. Shared 

trust fits the broader discourse on social capital. According to this idea, trust ties generate 

social cohesion because through them individuals strengthen and share values, norms, and 

reciprocal expectations. Those ties also produce social constraints and incentivise the 

exchange of different resources (see Coleman 1988, 1990; Putnam 1993 for the traditional 

contributions on social capital). Moreover, in Durkheim’s early contribution (1893) social 

cohesion has been strongly associated with solidarity. In his view, the most advanced 

societies are characterised by an ‘organic solidarity’ since their internal social cohesion arises 

from goal-driven cooperation among individuals that become dependent on each other. 

Another key contribution is the theory of weak and strong ties elaborated by Granovetter 

(1973). He emphasised the role of weak ties in generating social cohesion. Weak ties are not 

time consuming and require only limited emotional involvement and intimacy (Granovetter 

1973:1361). However, those ties also act as bridges by connecting people not very close to 

each other and therefore incentivise multiple relationships among individuals and promote 

community integration. Hence, they increase individual’s mobility and the diffusion of 

information. Conversely, according to Wellman (1979) strong ties, such as good friendship 

and kinship, and not weak ones are the main determinant of social cohesion. Strong ties 

provide material and emotional values that individuals are willing to donate and receive. 

Finally, the notion of cohesion has also been utilised to describe the scenario of the lack of 

cohesion. As an example, Forrest and Kearns (2001:2128-2129) argued that absence of 

cohesion generate social conflicts and tensions that lead to low rates of social interactions and 

inequality.  

 

4.2.1 Measuring the network property of cohesion  

According to SNA theory social cohesion is a whole network property that can be measured 

by quantifying the level of connectedness within the entire network (Borgatti et al. 

2013:150). Several measures have been proposed. The basic measure of cohesion is the 
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density of ties, calculated as the ratio between the number of links and the potential total 

number of links due to the number of nodes present in a network. This simple measure can be 

interpreted as the probability of a tie between pairs of individuals (Borgatti et al. 2013:150). 

A useful index of social cohesion is also represented by the average degree, e.g. the average 

number of ties per individual. The average degree is computed as the sum of the total number 

of out-going and in-going ties for each node (degree scores) divided by the total number of 

the nodes (Borgatti et al. 2013:152). Another way of capturing the general level of 

cohesiveness is to measure the size of the main component. A network component can be 

defined as a subset of nodes in which each pair of vertices is reachable through a path but 

there are not links with nodes outside the component (Wasserman and Faust 1994:109). If the 

main component comprises many nodes, the network can be reasonably thought as relatively 

cohesive (Borgatti et al. 2013:153). To further characterise the level of cohesion in a network 

three additional measures have been proposed: connectedness, fragmentation, and 

compactness. Connectedness considers the number of pairs of nodes reachable by paths of 

any length with respect to the whole number of nodes. Fragmentation is the opposite of 

connectedness and gives us the idea of the proportion of nodes that are not part of the same 

component. Compactness, is based on the measure of distances among nodes and looks at 

the length of paths connecting pairs of nodes. (For a more exhaustive description of these 

measures, see Borgatti et al. 2013:150-155). 

 

 

4.3. The Notion of Cohesive Subgroups in SNA 

The mentioned measures of cohesion are sufficient to examine relatively well-distributed 

network ties, but cannot capture different topologies where several highly connected sets of 

individuals coexist within the same network. In these situations different measures must be 

used in order to identify some network areas much denser than others. These additional 

measures give rise to the notion of cohesive subgroups (Wasserman and Faust, 2004:249, 

Robins 2015:27). Scholars identify sub-groups and communities within a network in order to 

quantify the level of cohesion within these groups and between them. For example, one can 

study to what extent an individual belonging to a network sub-group is linked to someone 
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form the same group and to someone else from a different one. The analysis of cohesive sub-

groups allows a deeper understanding of network properties since even if a network presents 

a general low level of cohesion, we cannot exclude the presence of some individuals highly 

embedded in cohesive sub-graphs.  

In SNA theory, the investigation of small groups of well-connected individuals refers to the 

idea that individuals with similar characteristics, e.g. ethnicity background, interests and 

motivations, are likely to be tied. Researchers hypothesise that the high density of ties in 

these sub-regions reflects some internal groups’ processes such as the emergence of 

consensus and uniformity (Wasserman and Faust 1994:250) and incentivise people in 

grouping together. Another form of incentive that leads individuals to become densely tied 

and clustered emerges when individuals share activities. In this case, network local clustering 

is explained starting from joint activities (foci) that guide individuals’ organisation and result 

in them interacting (Feld 1981). Understanding the reasons why individuals are willing to 

bind together is interesting, but it is also substantively relevant to consider the reasons why 

they do not. For example, a high degree of ethnic diversity can lead to network segregation 

and the social cohesion might be considered compromised.  

 

4.3.1 Measuring subgroup cohesion  

How to measure subgroup cohesion? Analysing cohesive subgroups within a network equates 

to identify the distribution of cliques within a network. A clique corresponds to a small 

subgroup in which every node is reciprocally linked to everyone else. It is assumed that 

individuals belonging to these sub-sets of ties are connected through frequent and intense 

reciprocal interactions (Wasserman and Faust 1994:249, 273), for example, a group of 

colleagues who also socialise together. 

The notion of cliques has been considered sometimes too restrictive. An evidence of 

cohesion, in fact, is also present if all individuals are reciprocally connected with the 

exception of only a single person who is, instead, only related to few others (Robins 2015:26, 

184-185). In order to allow the detection of cliques starting from a broader definition, 

additional measures have been proposed. N-cliques, k-core and k-plex measures represent a 

relaxation of the criteria of community detection starting from different node’s properties. N-

cliques identifies the number of sub-graphs in which every node is distant to anyone else 
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through a path of length n or less (Wasserman and Faust 1994:258, Robins 2015:185). 

Similarly, k-core detects sub-graphs where nodes have a fixed degree k or more, meaning 

each node is linked with at least k other nodes (Robins 2015:185). Finally, k-plex is a sub-

graph composed of n nodes that have a missing tie with no more than k nodes within the 

subgraph (Wasserman and Faust 1994:265).  

Measuring the level of network segregation requires a modification of the criteria of the 

detection of sub-sets of nodes such as, for example, increasing the clique size in order to 

reduce the possible number of overlapping cliques (for a more exhaustive explanation of this 

and other techniques, see Borgatti et al. 2013:184). Therefore, the identification of network 

cleavages becomes easier and researchers can more easily identify which channels may 

increase the possibility of individuals to be connected. 

 

 

4.4 Some Challenges of Defining and Measuring Cohesion and 
Cohesive Subgroups 

The concept of cohesion has been used with different theoretical purposes in order to explain 

different social mechanisms. This has generated a certain ambiguity about how cohesion can 

be effectively measured. As mentioned earlier, SNA measures of cohesion as a whole 

network property mainly consider network density, node’s degree and node’s distance. All 

these measures analyse the level of cohesion in a descriptive way, with limited possibilities of 

generalising results and comparing different networks. For example, how many ties are 

necessary to establish if there is (or there is not) a higher level of cohesion within the given 

network? How can we set the threshold of the levels of density which defines a network 

cohesive? What is the minimum path distance between nodes necessary for assuming that a 

network is cohesive? In order to answer those questions, the concept of cohesion needs to be 

systematically conceptualised and represented in network terms. Some research has already 

gone in that direction. 

An example of this research which systematises the concept of cohesion is the work provided 

by Moody and White (2003) that introduced the notion of ‘structural cohesion’. Starting from 
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Durkheim (1893)’s idea of solidarity, they defined the concept of cohesion as the ability of 

the group to hold together and measure it by quantifying the node’s reachability, i.e. the 

ability of a node to reach another node through existing paths of connections. The network 

property of reachability considers the number of alternative paths linking together the 

members of a network and is based on the path distance. Specifically, their proposed 

algorithm identifies the nodes that act as cutsets, i.e. the nodes that, if removed, split 

individuals and increase the number of cliques and components within the network. The more 

individuals are related to each other through multiple independent paths, the more the 

network is cohesive and less vulnerable since individuals tend to not split. Low levels of 

cohesion, in turn, mean that the whole network connectivity is maintained by only few 

individuals.  

Further development in SNA has permitted a more extensive use of this idea of structural 

cohesion. Recent R packages such as igraph (Gabor and Tamas 2006) and network tools such 

as Pajek (Batagelj and Mrvar 1998) have already implemented this measure of cohesion. 

Moving further, a novel approach that identifies overlapping cohesive subsets to predict 

different network topologies of social cohesion has been developed by White and colleagues 

(2004). In addition, another network measure that is similar to the structural cohesion is the 

robustness (Borgatti et. al 2013:155). This measure reports how easily a network remains 

connected when nodes and lines are removed. Similarly, researchers interpret the emerging 

cliques and sub-sets of nodes as an index of low cohesiveness.  

A fast algorithm for community detection was first suggested by Borgatti, Everett and Shirey 

(1990). Among the definitions of cohesive subgroups, the authors introduced the idea of 

lambda sets to formalise the concept of cohesive subgroups and provided an efficient 

algorithm to compute the edge connectivity of the member of a subgroup. In a further work, 

Everett and Borgatti (1998) addressed the problem of reducing overlapping subgroups by 

virtue of their structural importance in order to facilitate the interpretation of subsets of 

subgroups by researchers.  

The analysis of the community detection is also an expanding field of research among 

physicists. (See Freeman 2011 for an exhaustive review of those studies). Girvan and 

Newman (2002) provided one of the earliest contributions in this field whereas Palla et al. 

(2005) introduced a technique for detecting overlapping cliques in large networks. Both 

studies offered new algorithms and tools to unfold the internal structure of networks and 
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reveal their internal communities. Several physical contributions moved on towards the 

direction of uncovering network clusters within longitudinal networks, motivated by the fact 

that real networks are actually time varying (See Freeman 2011 for a review of those 

contributions).  

However, despite this growing body of research, SNA strategies of identifying cohesive sub-

groups which consider data in the two-mode format are not really well-developed yet. As it 

has been discussed in the previous chapters, using genuine two-mode networks is useful to 

avoid the loss of information derived from the conversion of two-mode networks into one-

mode. As a finally note, the network representation of cohesion seems also to require the 

introduction of the information on time since this play a certain role for the understanding of 

cohesive dynamics. In particular, it helps the understanding of when individuals became more 

cohesive, for how long, and how these sub-groups evolved over time. In the next sections, I 

turn to the method for extracting bi-cliques in two-mode networks, and for introducing the 

temporal framework into the analysis.  

 

 

4.5 Proposed Method for Detecting Cohesive Subgroups in Two-Mode 
Networks 

In the case of bipartite graphs, detecting cohesive subgroups means  

‘to focus on ties existing among actors through their joint membership in collectivities 

(Wasserman and Faust 1994:249).  

In this work, the concept of cohesive subgroups defines pairs or more individuals co-

participating in events over time. I suggest that by looking at individuals attending events 

together and how frequently these occurred, it is possible to capture to what extent those 

people were organised around a same focus and their willingness to collaborate. If individual 

A chose B repetitively as a partner to carry out an activity, it means that A and B were willing 

to collaborate. This sort of alliance that lasts over time between A and B can be interpreted as 

an indicator of the presence of a collaborative relationship between A and B. Therefore, it can 

be concluded that those individuals are strongly tied together. Moreover, if A and B who co-
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attended many events are strongly linked with each other, their relationship can be considered 

quite stable over time. Thus, the idea of cohesion also refers to the stability of members’ 

collaboration during events over a certain period of time. Considering the frequency of 

individuals’ interactions as an indicator of the quality of the relationships is not new. 

According to Granovetter (1973) two individuals were strongly related the more they 

repeatedly interacted with one another. This claim is also related to Homans (1961)’s idea 

who argued that individuals with frequent contacts tended to be close to each other and share 

a reciprocal sentiment of friendship. Granovetter argued that the frequency of individuals’ 

contacts involves a certain time commitment by those two (Granovetter 1973:1362). Since 

maintaining these contacts frequently can be costly in terms of time and energy, he concludes 

that the more individuals feel a strong attachment to each other, the more they are 

incentivised to accept those costs.  

To summarise, this work assumes that individuals attending events together over time have a 

reciprocal feeling of belongingness and/or attraction. When individuals participate together in 

succeeding events/activities they are more likely to become intimate and strengthen their 

relationships. As such, the common attendance to events of an individual with a same partner 

is considered as an indicator of the existence of a stable and strong relationship between those 

two. Here the point is that this close and strong relationship can provide individuals with a 

fertile ground for nurturing their reciprocal knowledge and support. Moreover, one can also 

argue that the costs of maintaining this strong relationship are lower than the costs of 

establishing new relationships. The idea of cohesion is systematised by considering how 

frequently individuals interact with each other by participating in events/activities. I assume 

that individuals co-attending events over time generate cohesive subgroups. Therefore, I 

suggest that co-participation represents some dynamics of cohesion within those individuals 

and reflect their tendency to collaborate when carrying out activities. Starting from this 

definition, I am going to explain a possible way to extract cohesive subgroups in bipartite 

graphs. 

 

4.5.1 Measuring cohesion: bi-cliques detection 

Recall the definition of ‘clique’. It refers to a subset of all adjacent nodes and assumes that it 

is not possible to add nodes without increasing the clique’s size (Borgatti et al. 2013:183). 

This definition needs to be re-formalised for two-mode networks because it needs to take into 
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account the features of bipartite graphs (Borgatti and Everett 1997:264). In this case, a clique 

configuration, namely bi-clique, corresponds to a subset of nodes where each node of a set is 

adjacent to all other nodes of the second set (Borgatti and Everett 1997:264; Borgatti et al. 

2013:242).  

Traditionally, the smallest bi-clique is formed by at least two actors of each set (Borgatti and 

Everett 1997:264, Robins and Alexander 2004:76). In the case of individuals and events a bi-

clique will be composed of two individuals attending two events. However, the analysis of bi-

cliques can also correspond to bigger configurations formed by three entities for each set of 

nodes. In the case of individuals and events a bi-clique will be composed of three individuals 

attending three events. These bi-clique definitions can also be utilised for the BDLG 

configuration. However, in this case, the graphical representation of the bi-clique is different 

from the standard one. In figure 10, I report the graphical interpretation of a clique and bi-

clique respectively in the case of a one-mode network (a), a two-mode network (b) and for 

the BDLG (c). The example reports (2,2) and (3,3) bi-cliques.  

 

Figure 10   Comparison of graphical representation of cliques and bi-cliques  

 

 

 
 

1(a) clique 2,2 1(b) bi-clique 2,2 1(c) bi-clique for BDLG 2,2 

 

 

 
2(a) clique 3,3 2(b) bi-clique 3,3 2(c) bi-clique for BDLG 3,3 
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The previous configurations represent an intuitive way to understand the advantages and 

disadvantages of using those formats. Figures 10.1(a) and 10.2(a) represent cliques of size 2 

and size 3 in the case of a one-mode network. Here, only one set of ties – individuals – is 

interacting, while the information about the second set of nodes – events – and the time 

dimension are missing. Figure 10.1(b) represents the basic (2,2) bi-clique configuration. 

Here, two actors, A and B, are co-attending 2 events. Figure 10.2(b) refers to the (3,3) bi-

clique configuration, representing three actors (A, B and C, attending events 1, 2 and 3). This 

(3,3) bi-clique captures the existence of the two set of nodes, individuals and events, but it 

does not take into account the time progression of events, even if they are temporally ordered. 

Finally, figures 10.1(c) and 10.2(c) represent respectively the actors A and B and A, B and C 

attending two events together (1 and 2, up panel) and three events together (1, 2 and 3, down 

panel). Since individuals A, B and C attended together event 1, then event 2, and finally event 

3, it is possible to consider their relationships quite stable over time, as an indicator of their 

cohesiveness. Those dynamics are captured by figures 1(c) and 2(c) more consistently than 

the traditional on-mode version and two-mode representation of bi-cliques. For the bi-

dynamic line-graph, in fact, is easier to visually represent when and among which individuals 

the bi-clique emerged.  

 

4.5.2 Moving beyond simple bi-cliques  

Notably, including information on time expands the analysis towards an understanding of 

how collective dynamics of cohesion develop and shape the network. The focus on the 

distribution and evolution of cohesive subgroups over time allows for the interpretation of the 

collective behaviour. In particular, authors can determine whether or not individuals are 

inclined to increase the number of partners during events over time and how the general flow 

of participation changes.  

Theoretically, two possible and opposite scenarios can occur. (See figure 11 for a 

visualisation of these two possible tendencies). The first scenario reflects chains of points 

coming into a unique bi-clique at the end of the time window. In this case, the network 

reveals a ‘merging tendency’ (a). The second scenario concerns the opposite case, where a 

unique bi-clique splits into two different chains of pairs giving rise to a ‘fractioning tendency’ 

(b). The observation of the presence (or absence) of chains of nodes culminating in a bi-

clique or, in turn, separating from a bi-clique, shows how the collective action flows, and it 
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give insights about the collective behaviour. In the case of a merging tendency, subgroups of 

actors move towards the consolidation of their partnerships. The more individuals attend 

events together, the more they expand and reinforce their sense of belonging to the group. 

Conversely, a fractioning trend could, perhaps, highlight the individuals’ tendency of falling 

apart. They tend to leave the initial cohesive subgroups and act separately. In conclusion, 

these two tendencies reflect how the level of cohesiveness changes over time. Whereas the 

merging trend equates to an increase of the general level of cohesion, the fractioning 

tendency results, in the opposite, a decrease.  

 

Figure 11   Merging and Fractioning tendencies 

 

 

 
(a) merging tendency (b) fractioning tendency 
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4.6 Analysis Bi-cliques: An Example  

In this section I report the step-by-step procedure for detecting (3,3) bi-cliques within a two-

mode network and a bi-dynamic line-graph. I demonstrate this technique on the games data 

reported in Chapter 3. To recall, this two-mode network is composed of 6 individuals and 9 

events.  

 

4.6.1 Detecting bi-cliques in two-mode networks 

The biclique routine provided by the toolkit UCINET (Borgatti et al. 2002) has been used to 

capture the presence of subgroup structures in this network. In this example, I searched for 

bi-cliques (3,3) comprised of 3 actors attending 3 succeeding events. In particular, bi-cliques 

were extracted from the two-mode network by using the command biclique in the Command 

Line Interface in UCINET Version 6.600. The resulting matrix output is displayed in figure 

12. 

Figure 12   Bi-cliques search output 

 

       1 2 3 

       - - - 

 1  1  0 0 0 

 2  2  0 0 1 

 3  3  1 1 1 

 4  4  1 1 0 

 5  5  1 0 1 

 6  6  0 1 0 

 7 E1  0 0 0 

 8 E2  0 0 1 

 9 E3  0 1 0 

10 E4  0 0 1 

11 E5  1 0 1 

12 E6  0 1 0 

13 E7  1 0 0 

14 E8  1 1 0 

15 E9  0 0 0 
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For each individual in rows is reported whether or not he/she is part of the bi-cliques. If 0, it 

means that the corresponding actor in row is not part of the bi-clique, 1 otherwise. In total, it 

can be distinguished three bi-cliques. Bi-clique 1 comprises the set {3, 4, 5, E5, E7, E8}, bi-

clique 2 the set {3, 4, 6, E3, E6, E8}, and bi-clique 3 concerns the set {2, 3, 5, E2, E4, E5}.  

Figure 13 shows the bi-clique matrix visualised as a two-mode network as it is automatically 

produced in NetDraw (Borgatti 2002). The actors and the events belonging to a same bi-

clique are represented by circles and the corresponding bi-clique as squares. First, it can be 

noticed some isolates: individual 1, event 1 and event 9. Second, the figure reveals that bi-

cliques are overlapping because they have either actors or events in common. Bi-clique 1 

overlaps with bi-clique 2 at event 8 due to actor 4 and actor 3 who took part together at event 

8. Bi-clique 1 also overlaps with bi-clique 3 at the time corresponding to event 5 by actors 5 

and 3 attending this event. Moreover, this representation provides additional information 

regarding the activities of individuals. Firstly, actors 4 and 5 are quite connected by attending 

together event 5 and event 8. Secondly, individual 3 (in the middle), who belongs to all the 

three bi-cliques, can be considered the individual with the highest level of embeddedness. 

 

Figure 13   Graphic representation of the matrix in Figure 3  
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4.6.2 Representing bi-cliques with the Bi-Dynamic Line-Graph  

Figure 14 displays the three bi-cliques through the bi-dynamic line-graph representation. 

Recall the three bi-cliques identified by the biclique routine representing at least three actors 

attending at least three events together: {3 4 5 E5 E7 E8}, {2 3 5 E2 E4 E5}, {3 4 6 E3 E6 

E8}. In the figure each bi-clique, corresponding to six nodes representing three individuals 

attending three events, is distinguished by different colours: the first bi-clique is in blue, 

orange for the second and lilac for the third one.   

 

Figure 14   Graphical representation of overlapping bi-cliques in the BDLG format 

 
 

 

 

As per figure 4, it can be seen when bi-cliques overlap due to actors’ common participation in 

events, but in a more intuitive way. The graph depicts the progression in which these bi-

cliques occurred. Note that bi-clique 3 is relatively antecedent with respect to the remaining 

two since it emerges earlier (at event 2) than the other two. Bi-clique 2, instead, starts at event 

3 and finishes at event 8, while bi-clique 1 only appears at event 5 end ends at event 8. If we 

look closely at the time dimension of those bi-cliques, the second one can be considered as 

3
rd

 biclique 

2
nd

 biclique 

1
st
 biclique 
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the more extended one. Bi-clique 1 and 3 only present one missing event after the first one 

(respectively, event 6 and event 3), whereas bi-clique 2 has two missing events after the first 

one (events 4 and 5) and another missing event after the second event reported (event 7).  

Figure 14 represents a possible way to reduce the network dimension. Here, the use of the bi-

dynamic line-graph to represent cohesive sub-groups seems to offer potential results for 

unfolding the internal network structure. This can be particularly useful for exploring internal 

mechanisms of cohesion based on the consistency of individuals’ co-participation in events 

during the time. In the following paragraph I discuss the advantages and disadvantages of 

using this representation in detail.  

 

4.6.3 The importance of the analysis of bi-cliques  

Bi-cliques detection for two-mode networks gives intuitive insights on the pattern of 

interactions among individuals over time. Notably, the analysis provides a valuable result that 

is important by virtue of a double perspective. First, with respect to individuals, the strategy 

provides an understanding of which are the actors more often involved in partnerships of 

collaboration. By assuming that individuals attending consecutively events over time 

strengthen their relationships and become closer, the bi-clique analysis reveals the most 

cohesive pairs of actors. Second, with respect to events, the method reveals in which point in 

time these collaborations occurred. In that sense, different bi-cliques helps in defying which 

events had a central role in increasing the level of embeddedness within the network. This 

discourse is in line with the idea of the duality of individuals and events proposed by Breiger 

(1974) and already mentioned in Chapter 3. The proposed strategy allows the understanding 

of the individuals’ careers in terms of co-participation in events, as well as how events make 

people collaborate with each other. Methodologically speaking, the bi-clique outcomes seem 

to confirm the importance to analyse genuine two-mode networks, and to include the 

temporal dimension.  

The advantages of using the bi-dynamic line-graph for representing bi-cliques appear more 

controversial. On the one hand, it better reveals the starting and ending of bi-cliques, making 

easier to understand the evolution of people collaborative dynamics. On the second hand, it 

requires a manual handling and it closely relies on researcher’s patience and ability. The 

researcher needs to directly manipulate the nodes in order to control for node’s colours and, 
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eventually, node’s shapes. Further developments for computing bi-dynamic line-graph 

visualisations automatically might offer an important development for the optimisation of this 

technique and laying the foundations for the application of cohesive subsets algorithm 

detection.  

 

 

4.7 Cohesion under Covertness 

Criminologists have been well acquainted with the explanation of criminal behaviours. The 

concept of cohesion, or embeddedness, has come to be central in explaining several 

characteristics of human social behaviour. However, this concept has been used quite 

ambiguously and mainly confined to only few types of criminal interactions such as street 

gangs and Mafia networks. Starting from the premise that assumes people’s cohesion within 

covert networks fastened to a special need for secrecy, the ambiguity of using the idea of 

cohesion is due to the fact that criminologists did not actually specify and measure how this 

need affects the presence of cohesive interactions among offenders. Here the questions that 

arise are: how legitimate is to apply the notion of cohesion for analysing covert networks 

which are supposed to be loosely connected by definition? How criminologists have 

traditionally utilised this concept borrowed from SNA? Which networks functions were they 

analysing in this context? 

In some recent studies the idea of cohesion enclosed the concept of multi-plex ties. Bruinsma 

and Bernasco (2004) referred to the idea of cohesion for describing differences among three 

different criminal groups. Following their interpretation, cohesion concerned the presence of 

mutual relationships. Their results highlighted that only two groups out of three, stolen 

vehicles trafficking network and women exploitation trafficking network, were more 

cohesive than the heroin trafficking network. According to them, this was due to the nature of 

the network. Criminal networks emerging in highly financial and criminal risky situations 

were more likely to required stronger reciprocal relationships where everybody knows 

everybody else than drug networks. These close relationships, often less instrumental and 
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supported by pre-existing family ties, offer the necessary mutual trust for carrying out 

activities over time.  

A clear indication that personal ties overlap criminal ties come from Malm, Bichler, and 

Walle (2010). According to them, the multiple ways through which the same set of 

individuals is connected make the crimes possible to organise. They argued that organised 

crime in Quebec is arranged along kinship ties as well as co-offending ties, although the latter 

to a lesser extent. In their study of Al Capone American Mafia boss network, Papachristos 

and Smith (2014) suggested that identifying the multiple ties through which individuals are 

related and how different social circles overlap equals to understand the conditions through 

which crimes are fostered. These works may serve as an example of the use of the cohesion 

concept for explaining how different types of ties, e.g. family and personal ties, co-arrests, 

and business ties, connect individuals belonging to different social circles. From these studies 

it appears that the analysis of the embeddedness of individuals in intersecting social circles 

and overlapping cliques needs to be on the basis of the analysis of organised crime dynamics.  

If we relax the idea of cohesion and broaden it towards the more general dimension of 

collaboration and cooperation among criminals, several others works can be added to this 

review. In particular, Campana and Varese (2013) argued that Mafia groups need trusty 

relationships before activating cross-national collaborations. To incentivise trust, which is on 

the basis of any form of cooperation/cohesiveness, criminal groups tend to exhibit high exit 

barriers such as, for example, allowing several punishments for who misbehaves. Moreover, 

the study also pointed out also the relevance of family ties in strengthening group’s 

cooperation. Through kinship ties the individuals’ disposition in being engaged in actions 

could be reinforced. Intergroup collaboration has also been studied by Horowitz and Potter 

(2013) who pointed out that terrorist groups do not operate in complete isolation. Alliances 

among these groups can foster resource exchanges and increase group’s ability to produce 

more serious collateral damages when performing an attack.  
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4.8 Cohesive Subgroups Under Covertness 

The bulk of criminological research that investigates the dynamics of cohesion in covert 

networks is generally focusing on co-offending networks, and it has mainly bore on street 

gangs and juvenile groups’ offending. The phenomenon of co-offending has been recently 

defined as ‘the act of committing a crime together with one or more accomplices’ (Carrington 

and van Mastrigt 2013:124). Here, the idea of cohesion is related to how often offenders find 

a partner in crime for accomplishing several types of crimes. Taken together, research on co-

offending networks has found associations between the tendency to co-offend and individuals’ 

personal characteristics and roles.  

One of the well-known contributions is the work of Warr (1996). By using data gathered 

from adolescences in the US, he argued that juvenile offenders tended to belong to multiple 

groups over the course of their delinquent careers and were likely to change accomplices 

frequently when they shifted roles between one type of offence to another. For each 

respondent there were reported the number and some characteristics of his accomplices, e.g. 

age, sex, and closeness to the respondent, up to a maximum of three offences for each of 

crime category, e.g. vandalism, theft, burglary, alcohol, drugs, and group fight. Findings are 

consistent with results of previous studies on delinquent careers and showed the low 

probability ‘for offenders to commit more than three or four offences with the same 

accomplice’ (Warr 1996:23). He concluded that the transitory and instable nature of juvenile 

street gangs was, perhaps, a consequence of the need of preserving secrecy since joint 

offending with a same accomplice may increase the individuals’ exposure. This idea is in line 

with Erickson’s claim following which operating in risky conditions provides a good 

motivation to maximise individual’s secrecy (Erickson 1981).  

Some studies reported sex differences and suggest that females seem to be more likely to 

commit a crime with male partners, males, on the other hand, tend to prefer same sex 

accomplices (see Carrington 2011:244- 248; van Mastrigt 2014:560-561). Other studies 

suggested that ethnicity can also play a certain role in the selection of the offenders 

(Pettersson 2003; Sarnecki 2001). Partners in crime tended to be selected on the basis of the 

same ethnic group, although this seemed to be confirmed mainly for the US, with evidence 

less clear for other countries due to a lack of studies (van Mastrigt 2014:562-563, for a 

review of those studies). This research also pointed out the complexity of the relationships 
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between co-offending and ethnicity since other factors, e.g. ethnical residential segregation 

and ethnic group distribution, can play a crucial role in the selection of accomplices. 

The probability of committing crimes with accomplices has also been related to both the age 

and the delinquent career of individuals involved. In the analysis of young co-offenders in 

Canada, Carrington (2009) suggested that juvenile offenders were more active than adults 

and that the tendency of committing crimes together tended to decrease with age, especially 

for individuals with only few recorded offences. These results not only confirmed that co-

offending is prevalent at the onset but also showed that the tendency of committing crimes 

together also might depend on the criminal experiences that offenders had in their careers. 

Referring to that, findings suggested that individuals with less than 8 recorded offences were 

more likely to commit a crime with accomplices at the beginning of their career, presumably 

due to their initial need to learn. Individuals with high records of offences, instead, seemed to 

not show any particular pattern, equally preferring either solo or co-offences (Carrington 

2009:1321). The importance of these results is that they show the relevance of the delinquent 

careers paradigm. Analysing delinquent trajectories across life-course of offenders seems to 

provide a better understanding of the phenomenon of co-offending and effectively explains 

the persistence and modus operandi of delinquents (van Mastrigt 2014:566). 

An alternative approach used to understand the co-offending phenomenon starts form the 

analysis of the structural characteristics of co-offending networks. One of the earlier 

contributions in the criminological domain come from Yablonsky (1959) with regard to street 

gangs. Based on results gathered by interviewing individuals belonging to two American 

street gangs, he defined the main structural characteristics of these collectivities. In his 

definition, street gangs present a ‘near-group’ structure. This implies, among all, internal 

cohesion mainly limited among members posited at the core, unclear role distinction, 

changing memberships, and lack of shared norms (Yablonsky 1959:109). The author 

conceptualised a gang as amorphous, malleable and mainly shaped by the emotional needs of 

its members. The formulation of this definition was supported by the results of the interviews 

of street gang members who were not able to report the correct number of individuals 

belonging to the gang. This result opens up further theoretical implications. If it is likely that 

gang members are not aware of the size of the group, it can also be plausible that neither the 

individuals’ roles nor their different functions can be accurately identified by researchers.  
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The tendency for offenders of switching their roles by taking part in several offences was also 

confirmed by Sarnecki (1990). In this work, he used police information about suspected joint 

participation in offenses in the population of juveniles up to age 20 in the city of Borlänge 

(Sweden) during the years 1975-1977. By looking at the delinquent careers and the tendency 

to co-offend along with others, Sarnecki confirmed the presence of shifting membership 

previously elaborated by Warr (1996). Sarnecki highlighted that  

‘the juveniles enter and leave the gangs very rapidly. They commit offenses together 

for a time and then cease, or start to commit offenses together with others—

occasionally returning later to their former companions’ (Sarnecki 1990:39).  

He concluded that juveniles, who move frequently from one gang to another, might erase the 

boundaries between gangs because they essentially have multiple gang affiliations. This 

seemed also to be in line with the idea formulated by Yablonsky (1959) who defined a co-

offending network as a ‘near-group’ by virtue of its impermanence, lack of cohesion and 

unclear role division (Yablonsky 1959:109). Moreover, Sarnecki’s results also revealed the 

presence of few central individuals, only 5 per cent of all individuals during the first period 

and only 4 per cent during the second period, suspected to be more active in committing 

delinquent acts than others. According to Yablonsky (1959:47), those individuals might offer 

an important contribution in increasing the network cohesion by holding the network together 

at onset and by passing experience to others in order to guaranty the network survival. 

Analysing the number of co-offenders generally involved in violent crimes has been a 

growing interest among criminologists. Authors have been focusing on the size of these 

collectivites, and on the count of offenders selected for accomplishing a crime. In her review 

on co-offending networks, van Mastrigt (2014:565) reported that offences with three or more 

accomplices are more likely to occur during the adolescence, rather than the adult age, albeit 

offences traditionally involve only two offenders. The common occurrence of dyads is also 

suggested by McGloin and Nguyen (2014:17) who also emphasised the importance to know 

the size of a co-offending network for providing better explanation of the collective 

behaviour. Following this perspective, McGloin and Piquero (2009) argued that 

understanding the group nature of the juvenile delinquency might be useful to predict the 

placement of violence during offences. Findings suggested that the more the group dimension 

enlarges, the more individuals seem to be motivated in being violent. 
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A significant portion of the insights gained from this research has benefitted from the 

expanding works on covert networks that seeks to use SNA. In the next paragraph, I briefly 

discuss how, to some extent, SNA helped in increasing the knowledge about the structural 

characteristics of co-offending networks and to move further from a descriptive level of 

analysis.  

 

4.8.1 Examples of SNA contributions in analysing co-offending networks 

SNA research on this area offers considerable advances in the understanding of crimes 

committed in groups by examining variations in rates of how pairs or subgroups of 

individuals carry out offences. As Morselli (2014:2) pointed out, criminologists have started 

to recognise the benefit of using SNA to understand the relationships between offenders, 

rather than just considering the attributes of individuals. Through the combination between 

the criminological repertoire of theories and the new insights provided by SNA research, it 

become possible to give a better insight about how criminal behaviours is related with the 

characteristics of the social network structure. In particular, SNA research brought new 

insight by covering issues such as co-offending patterns and the characteristics of 

accomplices, overlapping membership, ethnicity differences, and structural networks 

characteristics, e.g. network size and density. 

 

Density of co-offending networks 

Papachristos (2013) represented one of the recent attempts to apply SNA theory for 

explaining the gang density of ties. He compared the density scores referring to two Chicago 

street gangs, reconstructed from reporting the incidents of co-arrests. The author argued that 

the difference in density were due to the different level of individuals’ attachment to the 

group. Criminal networks in which individuals show an high feeling of belonging are more 

likely to have a cohesive configuration of ties.  
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Homophily 

Recently, Grund and Densley (2014) sought to explain the gang cohesion by looking at the 

mechanism of homophily and triad closure. Their research revealed that, although sharing the 

same ethnicity can increase the likelihood of having a tie (homophily) among gang members, 

it does not entirely explain the level of gang cohesion. It seems, in fact, that two gang 

members are likely to be related when they have in common the knowledge of another gang 

member (triad closure). 

  

Redundancy of ties 

Research on co-offending networks has also addressed the notion of redundancy of ties. 

Traditionally, this idea came from Burt (1992) who suggested that when an individual is 

related to people who know each other, these ties can be considered redundant. These 

relationships are generally strong, and individuals tend to share similar information and 

reciprocal benefits. Conversely, if an individual links other people otherwise disconnected, he 

assumes a unique position of power and we are in the situation of low redundancy of ties. In 

Morselli and Tremblay (2004) the use of SNA lead to the reconstruction of the individual 

positions with respect to their neighbourhood so as to describe the possible advantages and 

disadvantages that offenders might have due to their positions within the web. The egocentric 

networks were reconstructed from interviewing 284 individuals sentenced for money-

oriented crimes and suspected to be part in these crimes over a 3-year window period. Since 

each respondent also provided information about monthly earnings, authors estimated to what 

extent criminal incomes were correlated with the fact of having or not redundant ties. 

Findings suggested that individuals with a loss of redundant ties seemed to be likely to earn 

more money. In line with Burt’s theory, Morselli and Tremblay argued that when an 

individual serves as a connecting point between other two otherwise disconnected, he 

presents a certain autonomy and power in effectively organising his neighbourhood on the 

base of his advantages.  

Drawing on data from court records for 218 individuals between 10 and 17 years old with an 

offending history in Philadelpia from January 1976 until December 1994, McGloin and 

Piquero (2010) referred to the redundancy aspect of ties for explaining the offender’s 

versatility on the basis of different types of violent crimes, e.g. among all, robbery, assault, 
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auto theft, and drug crimes. By looking at the difference in densities across the reconstructed 

egocentric networks they suggested that non-redundant ties favoured a much high variation in 

the offenders’ criminal repertoire.  

 

Overlapping cliques over time 

Moving on towards measuring cohesion dynamics over time, Tayebi and Glasser (2012), who 

used a big longitudinal crime dataset with 4.4 million records, highlighted the complexity of 

the co-offending phenomenon when time is taken into account. If on the one hand, they 

argued that co-offending networks do not last for long and showed different levels of activity 

during all the five temporal snapshots considered, on the other hand, cliques tended to 

overlap, stressing, in turn, that individuals belonging to different crime groups were likely to 

collaborate. Similar evidence had also emerged in Sarnecki (2001), who analysed delinquent 

youth groups suspected of criminal offences in Stockholm between 1991 and 1995. He 

reported the tendency for small groups to be subsets of larger networks. An existing work 

going in that direction of measuring cohesion dynamics over time can be found in Xu and 

colleagues (2004). They defined cohesion as a proportion of the average strength of ties 

within a given subgroup and the average strength of ties that members of the subgroup have 

with members outside the group. When the resulting value is greater than 1, the subgroup can 

be considered cohesive due to the major concentration of ties among individuals belonging to 

the subgroup, rather than with the outsiders. According to them, cohesion reflects the 

presence of a certain sense of loyalty which decreases the possibility for them to be recruited 

by other groups (Xu et al. 2004:366). Authors analysed two subgroups within a larger drug 

network responsible for several drug offenses. Results showed a decreasing in the cohesion 

dynamics as defined above. Group members tended to have fewer connections with others 

during that time. Finally, Iwanski and Frank (2014) revealed that offenders were effectively 

organised in clusters, which emerged over time as the groups evolved, parallel to the 

recruitment of new people, resulting in an increase of the internal network cohesiveness 

(Iwanski and Frank 2014:70). In general, these studies seemed to suggest a decreasing 

tendency to co-offend over time. This is in line with the idea that sees covert networks 

enlarging in a more and more decentralised network structure over time (Baker and Faulkner 

1993; Crossley et al. 2012; Milward and Raab 2006; Raab and Milward 2003). 
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4.8.2 The major problems  

Taken together, the study of to what extent individuals tend to commit crimes with the same 

accomplice has to this point predominantly been of an explorative and descriptive nature 

(Campana 2016:1; Morselli 2014:3). Although the use of SNA is becoming more extensive, 

unfortunately studies which applied SNA in the field are only few, and, in those, some 

limitations could, perhaps, been highlighted.  

The first limitation concerns the data collection process. Limiting the number of offences up 

to the maximum number of three for each category of crime events as it has been done in 

Warr’s work (1996) could imply an underestimation of the general co-offending patterns 

within those networks. Similarly, studies which only refer to ego-networks (Morselli and 

Trembly 2004, McGloin and Piquro 2010) can lead to an underestimation of the general co-

offending pattern within those networks, resulting in a loss of explanations with regard, for 

example, to power’s distribution and flows of resources and information transfers.  

A second limitation refers to the practice of transforming the genuine two-mode network of 

co-offending into one-mode networks, in order to increase the range of possible SNA 

measures to apply in their analyses. As it has been discussed in Chapter 2, projecting a two-

mode network into a one-mode network results in loss of information, both in terms of 

individual participation in events and overlapping patterns (Borgatti and Everett 1997; 

Hollway and Koskinen 2016; Opsahl 2013).  

A third limitation refers to the lack of studies including the temporal dimension. To the best 

of my knowledge, there are only few examples of studies that include a temporal framework 

for analysing co-offending networks. While Tayebi and Glasser (2012) proposed and 

algorithm for community detection, Iwanski and Frank (2014) focused on the evolution of 

clustering in co-offending drug network. The importance of including information on time for 

analysing co-offending network patterns, processes, and dynamics is started to be generally 

recognised by the authors. Some argued that information on time is important to understand 

how crime groups are shaped by individuals’ criminal pathways (McGloin and Nguyen 2014) 

and untangling the complexity of crime markets (Morselli and Tremblay 2004:790). 

Finally, this research has been traditionally confined to juvenile co-offending networks and 

street gangs, rather than other types of covert networks such as terrorist, Mafia groups and 

drug networks. Analysing people clustering in different types of covert networks can, 
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perhaps, offer a better understanding of how the secrecy dimension affects structural 

properties and evolution trends in those networks. In the next sections, I highlight in which 

direction the present work seeks to provide a contribution to the debate by defining some 

research questions and hypotheses. 

 

 

4.9 The Tendency to Co-offend Under Covertness: Research Questions 
and Hypothesis  

Research on social networks and crime has argued that individuals keep secret their 

relationships for limiting their overexposure and protecting their network from law 

enforcement strategies in dismantling their criminal activities (Everton 2012a, 2012b; Lauchs 

et al. 2012; Sparrow 1991). It is assumed that the risk of incarceration, injury and death 

manifests itself as a both conscious and unconscious need to keep these types of relationships 

hidden (Erickson 1981). This implies that individuals reduce their communications to a 

minimum (Eilstrup-Sangiovanni and Jones 2008; Enders and Jindapon 2010; Enders and Su 

2007; Koschade 2006; Lindelauf et al. 2009; Morselli 2010). Consequently, criminals tend to 

act more autonomously (Kirby 2007; Krebs 2002), and, perhaps, limit their participation in 

activities. As such, the collective behaviour of these individuals leads to a disconnected 

network structure, also characterised by a low level of cohesion (Crossley et al. 2012; 

Milward and Raab 2006; Morselli 2009; Raab and Milward 2003; Stevenson and Crossley 

2013).  

Despite the burgeoning interest among scholars in studying which factors increase the 

individual preference to commit a crime with usual partners, disagreement still exists as to 

what extent co-offending partnerships should be evaluated and assessed. The research by and 

large, in fact, seems to lack an accepted explanation of the structural properties of co-

offending partnerships formation and development.  

The basic premise here is that individuals participating together in successive crime events 

are more likely to become intimate and strengthen their relationships. Acting together, in fact, 

can generate internal cohesion, solidarity and trust (Coleman 1988; Feld 1981; Granovetter 
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1973). While this is considered to be generally true in the case of overt networks, assuming a 

similar tendency within a covert network is far from obvious. Perhaps, close relationships 

among offenders can provide them with a fertile ground for nurturing their abilities and 

improve their performances because they can share their information, knowledge and 

expertise. As such, co-offending partnerships might represent dynamics of cohesion within 

those networks and reflect the tendency for individuals to collaborate when carrying out 

crime offences.  

The research by and large seems to suggest that in co-offending networks the tendency to 

form clusters decrease over time. This is in line with the idea that covert networks present a 

low cohesive network structure and become more and more decentralised over time (Baker 

and Faulkner 1993; Crossley et al. 2012; Milward and Raab 2006; Raab and Milward 2003). 

It is argued that co-offending partnerships do not last for longer while, conversely, they tend 

to have short-life collaborations. Scholars argue that the act of committing a crime with 

always the same accomplices is, eventually, an isolated phenomenon, rather than consistent. 

Together with the need to keep individual’s visibility low, a low presence of stable co-

offending partnerships could also reflect the offender’s need to assume different delinquent 

roles and functions and carrying out different type of crimes. Therefore, it can be concluded 

that consistent co-participation in co-offending networks seems to be a myth. 

Starting from that, the questions that arise are: Do different types of covert networks have 

stable or generally flexible partnerships of collaboration over time? Does the need for secrecy 

lead to an increasing (or decreasing) propensity of collaboration? Is the presence of co-

offending partnerships actually a myth? 

This discourse leads up to the following hypothesis: The tendency to co-offend is rare over 

time. Co-offending partnerships and alliances are unstable because offenders are likely to 

change their accomplices in crime, hoping to reduce their visibility and by virtue of different 

tasks that need to be accomplished. This trend is consistent in all types of covert networks, 

e.g. co-offending networks as well as terrorist two-mode networks. A possible way to test this 

hypothesis is shown in Chapter 6.  
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4.10 Conclusions 

In this chapter I focused on the concept of cohesion and cohesive subgroups, and I provided 

an alternative way to analyse those dynamics in genuine two-mode networks. Cohesion is one 

of the most important topics in SNA. Traditionally, scholars investigate the presence of 

cohesion by considering it as a property of the whole network. A different way to reflect on 

this idea concerns the notion of cohesive subgroups. In this case one refers to the probability 

of a network to be denser in some parts than others on its inside.  

Starting from SNA theoretical contributions on cohesive subgroups I drown the idea of thee 

configurations as it has been intended in this work. In particular, I assumed that individuals 

participating together in events are more likely to become intimate and strengthen their 

relationships. The premise is that those close relationships provide individuals with a fertile 

ground for nurturing their abilities and improve their performances because they can share 

their information, knowledge and expertise. Therefore, common attendance to events might 

represent dynamics of cohesion within the network and reflect the tendency for individuals to 

collaborate when carrying out crime offences.  

I undertook a bi-clique analysis for the network example used in the previous chapter. I 

searched for at least three actors attending at least three events together. Results suggested 

that this technique for extracting cohesive subgroups might potentially allow an 

understanding of individuals and events in their dual importance, revealing which individuals 

where more likely to co-participate in events, but also which events made people 

collaborating the most.  

The chapter ended with some possible research questions and hypothesis related to the 

analysis of co-offending partnerships in criminal networks. In the next chapter, I will focus 

on another internal network process, which concerns the individual centrality in the 

transmission of information and, more generally, the formation of the criminal capital. 
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Chapter 5 
Knowledge Flow Centrality Measure in 
Two-Mode Temporal Networks 

 

 

 

5.1 Introduction 

Chapter 5 focuses on the property of centrality. First, I define the concept of centrality in 

SNA. Second, I offer an overview of some important centrality measures that have been 

utilised for identifying the central position of nodes by also narrowing the focus on flows of 

information exchange and the challenges that still need to be overcome. Third, I introduce 

and describe a possible new way for capturing an individual’s centrality within a network 

with respect to the nodes’ position in the flow of information exchanges
5
. This measure uses 

the BDLG representation as a starting point and then applies an algorithm in order to find all 

possible paths between each pair of nodes through which knowledge can be disseminated. 

The calculation examines individuals’ centrality by quantifying the amount of knowledge and 

expertise diffused and gained through face-to-face interactions over time. The chapter 

describes the proposed method and presents an application of it on an example. Finally, 

Chapter 5 ends with a discussion of the use of the knowledge flow centrality measure on the 

specific case of covert networks.  

 

 

                                                 
5
 The ideas presented in Chapter 5 are the result of ongoing discussions with my two supervisors, Prof Martin 

Everett and Dr Johan Koskinen. Prof Everett deserves credit for formalising the algorithm that I utilised here. 

Prof Steve Borgatti is responsible for having implemented the algorithm in the UCINET software. Richard 

De Mellow deserves credit for writing the tool that I used for running the analysis of knowledge of 

experience centrality flow for the two-mode network example. 
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5.2 The Concept of Centrality in SNA 

Centrality is one of the most utilised concepts in SNA. In real-world network data it is quite 

normal to encounter nodes which are more central than others. The centrality of nodes refers 

to the condition of which these nodes are more involved in relationships compared to other 

nodes (Wasserman and Faust 1994:173, emphasis in the original). However, what this 

actually means, depends on the characteristics of the given network. The structural 

importance of a node can explain several social mechanisms and group network processes 

and, therefore, suggest different reasons of why an individual becomes more central with 

respect to others. Someone can have a dominant position by virtue of his role and 

responsibilities. Someone else might be important because they control the flow of 

communication between network members. Traditionally, authors conceptualised the 

consequences of high centrality in terms of an individual’s qualities. These qualities have 

been expressed in terms of personal power (Bonacich 1987; Cook, Emerson, and Gillmore 

1983), popularity and prestige (Carrington and Scott 2011), prominence and visibility (Knoke 

and Burt 1983; Wasserman and Faust 1994:172-173), leadership and authority (Malinick, 

Tindall, and Diani 2013), influence (Borgatti et al. 2013:164), and, recently, positional 

dominance (Brandes 2016). The high involvement in relationships of certain individuals 

gives them a certain importance and increases an individuals’ visibility. This prominence and 

visibility reinforces an individual’s prestige resulting in the achievement of a certain status 

resulting in highly central actors having increased influence and power.  

However, what having power means, can be interpreted in different ways because a node’s 

centrality can be a consequence of different structural patterns and relationships. First, it 

depends on the nature of the network. For instance, consider a shaman who assumes the role 

of healer and spiritual guide within a rural village and who takes care of all members of the 

community. The central importance of the shaman is different from the relevance that can be 

assumed by the most popular individual in a group of friends. The latter is probably due to 

their personality, e.g. being sociable, feeling confident, and engaging other people in 

activities. All these factors let them assume a leadership position. Both, the shaman and the 

popular individual have a similar structural importance in their respectively networks, but it 

derives from different reasons. Second, the type of relationship analysed can also explain a 

node’s centrality. Consider a network of communication exchanges among company’s 

employees. The chief data officer (CDO) could be highly central due to their structural 
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position in controlling information flow. In a friendship network, where relationship consists 

of ‘who is friend with whom’, holding a central position means having many friends. One 

might look at to what extent having good marks at school is directly affecting the number of 

friends that you can have. Or, we might see if a CDO is more likely to regulate the flow of 

communication when they encourage exchanges, rather than limiting or trying to stop the 

circulation of information. In addition, a node’s centrality can also verify if the most central 

individuals are the ones who are able to minimise the cost of gathering information. See 

Coleman (1988:s104) for a discussion on the costs of acquiring information. These examples 

show that a node’s centrality needs to be explained starting from the nature of the network 

ties. 

 

5.2.1 Measuring centrality 

The introduction of the idea of centrality in SNA is generally assumed to be derived from the 

pioneering work at the Massachussetts Institute of Technology. In the 1950s, some 

researchers analysed the communication patterns emerging within a group by considering it 

as a result of different social processes (Sidney Smith - unpublished data - and Leavitt - PhD 

thesis - in Bavelas 1950). Among 1950s and 1960s, there was a proliferation of formal 

measures of centrality and the idea of centrality started to be applied in a wide range of fields 

such as political integration and urban development, technology innovation, organizations 

and inter-organizational relations (see Scott 2000 for a summary and references).  

The work which represents the first tentative to clarify the set of available measures of 

centrality in graph theory has been provided by Freeman (1977, 1979). He identified three 

most common centrality measures: degree, closeness and betweenness. Degree centrality 

counts the number of adjacent lines for a point, the closeness centrality measures the 

distance among nodes, and the betweenness centrality calculates how many times a nodes is 

in between each other pair of nodes by considering the shortest paths passing through them. 

Another actor-oriented measure that extends the degree centrality is eigenvector centrality 

(Bonacich 1972). This measure calculates a node’s centrality by including the centrality of 

the nodes which are connected to it. In other words, eigenvector centrality weights the 

centrality of a node by also considering the respective values of centralities of its adjacent 

nodes (See also Borgatti et al. 2013:168). An extended version of eigenvector centrality is 

beta centrality, also proposed by Bonacich (1987). This measure considers all possible 
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routes among two nodes, e.g. walks of any length, both directed and undirected by each 

individual (see also Borgatti et al. 2013:170-172). Successively, with the growing of 

computational analyses new faster algorithms have been introduced in order to calculate 

centrality in large networks. An example of this research is represented by the work of 

Brandes (2001). His algorithm speeds up the calculation of betweenness centrality by 

reducing the memory space and re-using calculations in the algorithm. All these measures of 

centrality can be applied starting from different research purposes. Since these measures 

reflect different aspects, choosing one or another mainly depends on the type of network and 

the hypotheses that the researcher seeks to investigate. Degree can capture someone’s 

communication activity and reflect their popularity. Betweennes can indicate the potential of 

an individual in controlling flows of communication. Closeness can suggest the node’s ability 

to interact with all other nodes. Eigenvector can evaluate the centrality of an individual by 

considering how well-connected their neighbours are. Finally, beta centrality can be utilised 

for evaluating to what extent someone influences someone else by also assuming that his 

influence decreases as long as increase the length of paths.  

Measuring centrality is an area of ongoing research and a number of approaches have been 

proposed that specifically deal with quantifying an individual’s centrality using the idea of 

flows (Borgatti 2005). What follows is a recap of some of the most important induced 

centrality measures. Stephenson and Zelen (1989) elaborated an actor-oriented measure of 

centrality called information centrality. This measure calculates the total amount of 

information that a node diffuses within a network by considering all paths among pairs of 

nodes. The basic idea behind this measure is that the information does not necessarily passes 

through geodesic paths since the circulation of information is more realistically embedded in 

many different routes. Similarly, Freeman, Borgatti, and White (1991) proposed flow 

betweenness, a sophisticated version of the standard betweenness centrality that counts all 

paths between all pairs of nodes. Information, in fact, can go from any given nodes directly 

but also by intermediary nodes on paths. This measure differs from the previous information 

centrality in the way in which it defines the information flow. While Stephenson and Zelen 

used a statistical definition of information, e.g. the reciprocal of the variance of the 

observation, Freeman and colleagues assumed that each network has a certain amount of 

information that can be passed. This amount depends on the number of individuals involved 

and the ties among them. They calculated the maximum possible flow of information that 

circulates within a network through all pairs of nodes and then estimated the amount of 
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knowledge that passes through each node. The calculation evaluates the importance of each 

actor by measuring how much information is flowing through the given node. Moreover, 

Newman (2005) introduced random-walk betweenness. This measure captures to what 

extent a node is traversed by a walk connecting a pair of nodes. This measure reflects the idea 

that information flows randomly and that it loses importance as nodes increase their distance 

apart. Together, those measures mainly consider the issue about the routes through which 

information is disseminated. Information can flow along only ‘optimal’ paths, random paths 

or all paths connecting each pair of nodes.  

A different approach articulates another crucial aspect of measuring centrality that refers to 

the type of flows. Borgatti (2005) suggested that some measures are of particular importance 

of the analysis of node’s centrality depending on what flows through the nodes. Some 

centrality measures provide better results than others because they align better with the 

characteristics of the type of flow. The author pointed out that while goods, money, and 

packages can be moved from one point to another, information, gossip, and infections do not 

have an initial and a final target point as easy to identify because they are not physical 

objects. Therefore, the use of Freeman’s centrality, based on shortest paths, appears less 

relevant for analysing node’s centrality within flows of information, gossip and viruses. 

Moreover, Borgatti suggested that walk-based centrality measures need careful consideration. 

They require an additional rule to interrupt the counting of paths over a certain threshold of 

length, after which information loses its importance. The next section suggests other 

challenges of measuring information flows and introduces the direction of the centrality 

measure proposed in this thesis.  

 

5.2.2 Challenges in measuring centrality of flows  

There are several ways of measuring node’s centrality in the context of network flow. Based 

on different approaches, these ways may not be equally applicable because the nature of the 

network might require the use of some more than others. As mentioned in the previous 

section, the application of these centrality measures seems to face several challenges that 

need to be overcome. In the following, I briefly outline those issues.  

The first challenge concerns how researchers conceptualise the idea of centrality. Based on 

the initial assumptions and hypotheses, researchers choose the measure of flow centrality that 
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provides better results. The choice of the best approach to use mainly depends on the 

characteristics of the type of flow since things do not flow in the same manner. The second 

challenge refers to the lack of measures effectively applicable. Again, as Borgatti highlighted, 

new measures need to be developed for analytically estimating flow processes (Borgatti 

2005:70).  

In my opinion, new potential measures of centrality for two-mode temporal data need to 

undertake three directions, which I will briefly define below. The first further development 

concerns measuring centrality on two-mode networks. A relevant contribution in that sense is 

represented by the work of Faust (1997). According to her, the dependence between 

individuals and events makes necessary to focus on both, the centrality of individuals as well 

as the centrality of the events since the former is related to the latter and vice versa. This is in 

line with Breiger (1974) and also Bonacich (1991), as she also reported. The application of 

centrality measures in two-mode networks is further discussed in Borgatti and Everett (1997). 

Here, the authors advised researchers about the problem of normalising Freeman’s centrality 

scores in a standard way when in case of two-mode networks. They proposed a different 

method for normalising centrality results for two-mode networks that improves the 

interpretation of outcomes starting from the fact that the network comprises two different 

entities. The idea of individuals and events dependence also emerged in the study of Everett 

and Borgatti (2013). Here they suggested the dual-projection approach that combines the 

results of the analysis of the projected matrices for individuals and events separately. They 

explored the use of this approach related to the idea of core-periphery and highlighted that the 

dual method performed better than the traditional projection approach since it reduced the 

data loss. Everett (2016) applied the dual-projection approach for node’s centrality. First he 

calculated flow betweenness and beta centrality for the projected matrices of individuals and 

events and, second, combined the centrality results of each measure for the two matrix 

entities. The dual-projection approach provided insightful results, especially for beta 

centrality. Overall, one can conclude that although further research needs to be done, there is 

some agreement about how to measure centrality in two-mode networks.  

The second development concerns the adjustment of the measure of centralities in the context 

of flows by including the role of intermediary points. The idea is that information is not 

something fixed a priori, but it comes through different people’s exchanges, it changes by 

virtue of what actually people add and delete. Consider an individual as the initial point i. The 
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information that goes directly from i to the ending point j is different from the information 

which reaches j by passing through different routes that include intermediary individuals. 

When the information is passing through a chain of many individuals, the initial point 

becomes less important since other individuals can modify the information initially provided. 

In addition, we might also need to consider the fact that intermediary points add new 

information proportionally the extent they have been involved in other channels of 

information. This could be particularly true, for example, in the case of passing experience. If 

an individual gained a certain amount of experience in the past, he would likely include part 

of his previously gained experience when reporting someone else’s information to others.  

Finally, the third consideration of measuring centrality needs to include the time progression. 

Since flows are dynamic and evolve over time, quantifying an individual’s centrality requires 

an adjustment in the sense of taking into account how the flow under examination develops 

during the time. This idea mainly considers information flows as ongoing process similar to 

an electric circuit formed by a conductive pathway made of wires through which electrons 

flow (Newman 2005). The idea of electronic circuit fits perfectly with our ideas and reflects 

how the information circulates. Information starts at an initial point in time but then it goes 

from person to person. Differently from an electronic circuit, the information circuit is more 

complex since not only can information pass through the same individual many times, but 

also the same individual can be involved in different channels of propagation of information 

simultaneously. What it needs to be stressed here is that the individual’s centrality in flows of 

information needs to consider how individuals are posited in the chain of diffusion of 

information under investigation, meaning when they have been actually involved with the 

information flow. By considering when it happened, the individual’s position of centrality 

and the contribution that the individual makes to the spread of the information can have a 

different meaning.  

These new directions in the research to measure flow centrality are the platform for the 

development of the measure of centrality proposed in this chapter. The proposed method of 

calculating the individual’s centrality in the flow of information considers all possible paths 

between pairs of nodes. For each of them it includes the number of intermediaries and the 

amount of information previously accumulated by these intermediaries. This method can 

offer new useful insights not only because it directly concerns two-mode networks, but also 

because it incorporates the role of intermediaries and the effect of time development.  
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5.3 Proposed Method: Measuring the Flow of Experience Transfer  

This section introduces a further contribution of this thesis, a way for quantifying individuals’ 

centrality in the flow of experience transfer. The use of graph theory is in the determination 

of direct and indirect relationships related to the flow process of sharing experience. 

Centrality is treated as a problem of ranking individual’s importance in the act of 

disseminating their acquired experiences through the actions of giving and receiving. The 

method aligns with the representation of network data through the bi-dynamic line-graph 

defined in Chapter 3. In what follows, I describe the implications of measuring individual’s 

centrality in flow of knowledge through individuals attending succeeding events. Here, I 

explain these implications in detail. I start with individuals, followed by events.  

 

5.3.1 Theoretical implications for individuals 

1) The first theoretical implication is that everyone can be involved in actions. Being engaged 

in a particular event does not depend on particular conditionings and all people can get 

involved. In other words, there are no limitations to the number of individuals taking part in 

events. However, the nature of events can reduce the number of people potentially attending 

the event. Consider, for example, a charity organisation that organises a fundraising event in 

order to increase people’s understanding of the problem of social inequality. The charity 

organisation committee tends to invite to the event as many people as possible. As such, there 

are not restrictions to access to the knowledge about the problem of inequality for everyone. 

Conversely, if events are not open to the public, the participation of individuals is restricted 

only to specific groups of people. As an example, consider an IT company organising a 

seminar to train employees about how to use a specific computer program. The access to this 

specific type of knowledge presents some restrictions because only the individuals working 

for the company are invited to attend the seminar. It can be noticed that the number of 

individuals potentially involved in these two events – charity event and IT seminar – varies 

due to the nature of the planned events. These events have different levels of visibility 

because of their specific goal: the first one intends to makes people aware about a social 

problem, while the second one is oriented to raise the knowledge of a defined category of 

people. The proposed centrality measure considers the access to knowledge and experience 

open to everyone. It does not take into account the possible constraints due to the nature of 
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the events and assumes that there are no limitations in the number of individuals that can 

potentially attend the events.  

2) The second implication considers that individuals collaborate with each other to pursue a 

specific aim. In some situations, people can meet together randomly. This is the case of a 

group of friends who just meet for fun. What happens, instead, when people’s meetings are 

determinant to the achievement of several goals? In this case, one thing can happen: 

individuals’ motivations create the conditions that enhance a collective engagement. 

Individuals, with different roles and tasks, coordinate their actions in order to achieve specific 

results. As such, individuals’ behaviours require a certain level of coordination and people 

need to be organised. Intuitively, to reach a certain level of coordination is necessary that 

individuals interact with each other and share their reciprocal knowledge and experiences. 

Going back to the previous example about the IT seminar that the company organised for its 

employees, suppose that the seminar is organised as a workshop where few expert individuals 

teach the others participants about how to use the computer program. Individuals, divided in 

several groups, benefit from the knowledge of experts but also collaborate to each other in 

order to solve problems. Here, the collaboration among individuals is an instrument through 

which individuals increase their capabilities to achieve a general aim. The proposed centrality 

flow measure conceives the individuals’ collaboration as a functional base to activate 

knowledge and experience transfers and, consequently, straighten the individual’s potential. 

3) The third implication considers the importance of past involvement in events. It assumes 

that individuals are more likely to take part in the following ones after attending the first 

event, namely ‘the induction event’. Individual’s motivations in participating in events might 

depend on their personal interest for the goal of the group. Imagine members of an 

environmental organisation that are meeting together to set up their new agenda. During the 

first meeting, they only share some ideas, so they decide to meet again the week after. One 

can assume that the more individuals share common beliefs and values and believe in the 

organisation’s capability to make a change, the more they are motivated in attending further 

later. Similarly, we might consider a charity organisation that wants to organise a fundraising 

event. The charity organisation committee have a first brainstorming in order to plan some 

logistics about the evening. Here, each individual takes the responsibility of a specific task. 

Therefore, those individuals are motivated in participating in following meetings during 

which they monitor each other accomplishment of tasks. These examples underline that 
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individuals are willing to be engaged in events due to their interests in specific aims. People’s 

motivations consciously create the necessity of sharing ideas and of being engaged in actions. 

Although there may be cases where individuals only attend one event, it is assumed that they 

have strong motivations that justify their consistent participation. Individuals’ motivations in 

attending activities can also relate to other personal reasons such as a people’s genuine 

attitude in willing to learn. Consider individuals that attend several meetings over time. They 

benefit from their active participation because they learn something new each time and, as a 

consequence, they expand their abilities and knowledge. Contributions related to the field of 

educational studies argued that individuals learn best if directly involved on the 

accomplishment of a task. This educational approach is known as ‘experiential learning’ or 

‘learning by doing’ (Kolb 1984; Smith 2001). Instinctively, individuals re-elaborate their 

experiences which are then transformed in new knowledge. This knowledge lays the 

foundations for new abilities and skills that individuals might use again in the future for 

accomplishing other tasks. Essentially, learning by doing is a process that helps people 

acquiring specific skills and knowledge to perform better. Consider, for example, individuals 

belonging to an environmental organisation that promote actions in order to reduce 

greenhouse gas emissions. Members of the organisation are particularly worried about global 

warming and, as such, take part in special learning programs to receive tips and useful 

notions about how to recycle food waste. By attending these programs, individuals increase 

their knowledge and experience and learn how effectively reduce pollution, save energy and 

help the environment. Here, it is assumed that individuals recognise the importance to take 

part in activities and interact with others for increasing their knowledge and strengthening 

their capabilities. They desire to learn something new and to use this acquired competences 

on their lives. Moreover, it is implied that individuals benefit from the collaboration with 

other people involved in the same events. In such a situation, individuals consider each other 

as a source of knowledge.  

4) The fourth implication starts from the fact that individuals attending activities learn new 

things each time and consolidate their knowledge. They are motivated to participate in 

actions in order to increase their direct experiences and expand their abilities. Consider the 

case of the environmental organisation organising a cycle of workshops to provide practical 

tips. These workshops focus on several aspects of people’s life-styles about recycling, food 

waste, reducing energy usage, and water pollution. Each seminar relates to a specific topic, 

therefore individuals are willing to attend all of them. These workshops not only increase 
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people’s knowledge about each argument, but they also give them the possibility to get to 

know each other experiences, stories and anecdotes. Going deeper in their reciprocal 

knowledge reinforces the individual’s possibility to learn something new each time about the 

other participants. As a further example, we may go back to the IT Company organising a 

seminar for its employees. The seminar runs over six weeks with one meeting each week. 

Imagine that it is structured with practical activities and tasks to complete. Individuals are 

asked to not miss any classes since the training is structured in the way that reinforces what it 

has been learnt during the previous class before moving to the next level. Here, individuals 

are motivated in attending each class because they do not want to lose the knowledge they 

have already acquired. As such, it is assumed that individuals attend events closely in time in 

order to learn something new and assimilate what they learnt.  

To summarise, this theoretical framework raises important questions about individuals’ 

involvement in actions and their motivations and the extent of their collaboration. Since 

people coordinate their activities by virtue of specific aims, these actions cannot be 

considered entirely independent of each other. As such, a sequence of events can be seen as a 

chain of activities leading up to a final goal. People’s coordination generates a progressive 

enhancement of individual’s abilities which increases the efficiency of their performances. 

While this argument should not be pushed too far, the next section proposes a more detailed 

explanation of the theoretical framework starting from the events’ perspective. 

 

5.3.2 Theoretical implications for events 

1) The theoretical framework starting from the events’ perspective firstly suggests to trait 

events as occurring at a specific point in time without considering their time duration. 

Although events present a different nature and last for different amount of time, this aspect is 

not taken into account. In addition, there is the possibility that events happen simultaneously 

and that their time duration overlaps. This situation is assumed to be relevant only in very 

specific cases and, as such, it is not directly applied in the model. In essence, it is followed 

the convention of relational events and it is implied that any actor can only be in one place at 

any one point in time.  

2) The second point refers to the importance to consider the length in time that distances an 

event from its following one. Events may happen closely in time, or be separated by long 
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periods of inactivity during which nothing has been recorded. The length in time between two 

consecutive events might be influenced by the nature of events. Consider the charity 

organisation organising the fundraising event. Individuals meet regularly every two weeks 

when they start to meet more frequently as the event gets closer. In this case, meetings 

occurred in the past lead up to events in the present. Actions follow a specific order by virtue 

of the main intent to pursue. In addition, in the presented model the exact point in time in 

which these events occurred with respect to the whole time window is accurately reported. 

Despite researchers not always have information about which events lead up to other 

following ones, by focusing on the length in time between events and when these happened 

within the time window, scholars might infer the logic behind these events. The analysis of 

the length in time dividing events is also functional to the understanding of how people 

update, use their knowledge and skills, and apply those skills through the progression of 

events. The more events are closer in time, the more people consolidate their experiences and 

assimilate knowledge. The idea is that individuals participating regularly in events closely in 

time are more likely to reinforce and strengthen the knowledge acquired that, otherwise, can 

easily get lost.  

In general, the theoretical implications for events assume that they are occurring at a specific 

point in time and do not overlap and also consider the length in time that distances these 

events.  

 

 

5.4 Measuring Centrality: Towards an Algorithm 

Through hands-on experiences individuals collaborate, share information, and skills. Here, 

collaboration is intended as a social mechanism that explains how people learn, gain 

experience, and adopt practical knowledge to perform their tasks. By collaborating with each 

other individuals who already possess certain skills and knowledge pass these to other 

participants through face-to-face interactions. In this way, people consolidate their abilities in 

order to better achieve collective outcomes. In addition, individuals gather new practical 

knowledge during each event that can be used again and again in future tasks. From a 

modeling perspective, these social dynamics require a model that captures the importance of 
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past relationships and past attendance to events and simultaneously examines hands-on 

experience and face-to-face interactions as channels of knowledge transmission. Starting 

from the bi-dynamic line-graph representation, the proposed measure of flow centrality 

captures both these mechanisms and quantifies the amount of practical knowledge individuals 

acquire through these two channels. The resulting ranking of centrality scores gives us an 

idea of which are the prominent individuals who mostly benefit from this flow of knowledge 

and who contributed the most to the spread of expertise.  

In the next sections, I briefly recall the assumptions for the individuals and events on the 

basis of this measure. Note that the credit for formalising the algorithm is to Prof Martin 

Everett, while Prof Steve Borgatti made an essential contribution for implementing an 

efficient form of the algorithm in UCINET.  

 

5.4.1 Basic assumptions for individuals and events 

Referring to individuals, it is formally assumed that:  

 All individuals can be engaged in actions. There are no restrictions in the number of 

people potentially involved.  

 Individuals who attended an event are more likely to take part in the succeeding ones, 

especially if these are closer in time. In this way, individuals absorb knowledge and 

develop experience and practical skills. 

 Individuals who attend an event have a unique experience. Individuals attending joint 

activities learn different things based on their previous experience and abilities. 

Conventionally, it is assumed that individuals gain experience equal to 1 by attending 

an event. In this practical example, the amount of practical knowledge and experience 

individuals acquire by attending an event is considered to be equal to 1 unity of 

knowledge and experience. This condition can be relaxed depending on the situation. 

 Individuals share with others same of the experience they previously gained at the 

next event. Individuals who meet others that already possess some experience from 

previous events gain some of their knowledge of experience. Conventionally, it is 

assumed that individuals share with others only half of their previous knowledge. This 

limitation reflects the idea that events only last for a specific length in time and 
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therefore experienced individuals tend to select information that they want/need to 

pass to others. 

 Individuals do not learn the same thing twice. This is equivalent to saying that 

individuals do not pass on the same thing twice. Every time they increase their 

knowledge and expertise by learning something different. It is assumed that 

individuals attending events reinforce and update their previous knowledge by adding 

new information to what they already possess.  

 Individuals which first attend an event do not have any knowledge and experience to 

share. Their initial score is equal to 0. Individuals who attend an event for the first 

time do not have any knowledge and experience to transfer to others. This assumption 

derives from the fact that, at this stage, the algorithm only considers the knowledge 

transfers inside the network and not from outside.  

 Individuals can only attend one event at time. It is assumed that individuals cannot 

attend events simultaneously.  

For events, it is assumed that: 

 Events are chronologically ordered. Events follow the order in which they occurred.  

 Events happen in a specific point in time. The duration of events is not taken into 

account. 

 Events do not overlap in time. Simultaneous events are not considered.   



133 

 

5.4.2 The algorithm 

The algorithm starts by setting K=2, the second event attended for each individuals. Then, it 

considers the practical knowledge of experience for each pair of actors i and j step by step 

throughout all events. For each step, it calculates how much knowledge each individual i at 

the event Ek pass to every other individual j. To do that, the algorithm tracks all possible 

acceptable paths for each pair of vertices iEk, jEk. In SNA, a path is defined as a set of 

adjacent edges from i to j which do not pass through a same node twice (Borgatti et al. 

2013:15). An acceptable path is a sequence of adjacent nodes iEk that starts with an 

undirected link (iEx, jEx) and does not contain adjacent undirected links (iEx, jEx, kEx). The 

length of an acceptable path corresponds to the number of undirected links (iEx, jEx) it 

contains. The following figure 15 may help clarify the meaning of acceptable paths. 

 

 

Figure 15   The definition of acceptable paths 

 

An acceptable path:   

(a) starts with a reciprocal link 

 
(b) does not contain adjacent reciprocal links 

 
(c) terminates as soon as j is reached 

 
 

 

X 

X 

X 
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At this point, the algorithm weights each path with a score representing the amount of 

knowledge i passes to j through the given path. It calculates the total knowledge transferred 

Z, as the knowledge owned by vertex iEk + 1. Then, for each path placed in the list, the 

algorithm counts the total amount of knowledge held by iEz without considering the 

knowledge actor i already passed to j during the previous Ek event and by dividing it by 2 

since conventionally it is assumed that actor i passes only half of its knowledge to someone 

else. Note that, the total amount of knowledge i gives to j decreases as paths are considered. 

In addition, since it is assumed that individuals do not learn a same thing twice, the 

knowledge i passes to j at Ez event does not contain the knowledge i passes to j already 

counted through the previous path Ek. This mechanism is repeated until all acceptable paths 

between all pairs of nodes have been found and all events considered.  

 

In brief, the general form of the algorithm is the following:  

(1) Transform a two-mode network into a bi-dynamic line-graph 

(2) Set k=2 

(3) Calculate experience i acquired at Ek event 

(4) Find next acceptable paths from iEk to any event j attends jEz. If none, go to point 8. 

(5) For Ek < Ez, calculate experience transfer experience Ek/2
s 

where s is number of 

undirected links in path.  

(6) Place path on banned list and reduce knowledge by iEk to j by Z. 

(7) Return to point 4 until all the paths are found. 

(8) Increase k by 1 and clear the banned path list. If possible, return to point 3, otherwise end. 

 

As an example, consider the following bi-dynamic line-graph in figure 16.  
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Figure 16   A simple bi-dynamic line-graph  

 
 

We want to measure how much knowledge actor 2 is passing to actor 3. The acceptable paths 

among actor 2 and 3 are: 1) from (2,e2) to (3,e2) and 2) from (2,e4) to (3,e4). Through path I, 

actor 2, who acquired experience equal to 1 by tacking part at the event at time 1, shares with 

actor 3 part of his knowledge during the second event that both are attending. With path II, 

(2,e4) – (3,e4), actor 2 passes to actor 3 half of his knowledge that he acquired by attending 

two events minus what he already passed to him through the previous path. Figure 17 visually 

represents those paths.  

 

Figure 17   All acceptable paths between actor 2 and actor 3 
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Now, consider actor 2 and actor 5. How much experience actor 2 is passing to actor 5? In this 

case, there are three acceptable paths, as it is shown in the next figure 18 below.  

 

Figure 18   All acceptable paths between actor 2 and actor 5 

 

 

In this case, through path I actor 2 gives to actor 5 0.25 unities of knowledge. This is due to 

the fact that actor 2 is not directly connected to actor 5. Actor 2 is passing his knowledge to 

actor 5 through actor 3. Path II is similar to path I to the extent that actor 2 is giving his 

knowledge to actor 5 through actor 3. In this case, the amount of knowledge shared does not 

consider the knowledge that has been counted with the previous path I. Finally, through path 

III actor 5 receives 0.8125 unities of knowledge from actor 2. This is equal to half of the 

knowledge actor 2 acquired by attending two events, one and two, without considering the 

unities of knowledge that actor 2 already gave to actor 5 through the previous two paths.  

The table 5 below shows all acceptable paths that have been found among each pair of nodes 

in this example.  

  

0.1875 

0.78125 
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Table 5   List of all acceptable paths between each pair of actors 

23 2E2-3E2 (0.5) 

 2E4-3E4 (2-0.5)/2 = 0.75 

24 2E2-3E2>3E3-4E3 (1/4 = 0.25) 

25 2E2-3E2>3E3-5E3 (1/4 = 0.25) 

 2E2-3E2 >3E3-3E4-5E4 (1-0.25)/4=0.1875 

 2E4-5E4 [2-(0.25+0.125)]/2 = 0.78125 

26 2E2-3E2>3E3-6E3 (1/4 = 0.25) 

32 3E3-5E3>5E4-2E4 (1/4=0.25) 

3E4-2E4 (1.75/2 = 0.875) 

34 3E3-4E3 (0.5) 

35 3E3-5E3 (0.5) 

 3E4-5E4 (2-0.5/2) = 0.75 

36 3E3-6E3 (0.5) 

42 4E3-3E3>3E4-2E4 (1/4 = 0.25) 

  4E3-5E3>5E4-2E4 (1-0.25)/4 = 0.1875 

43 4E3-3E3 (0.5) 

4E3-5E3>5E4-3E4 [(1-0.5)/4=0.125)] 

45 4E3-5E3 (0.5) 

4E3-3E3>3E4-5E4 [(1-0.5)/4=0.125)] 

46 4E3-6E3 (0.5) 

52 5E4-2E4 (0.5) 

53 5E4-3E4 (0.5) 

 

 

5.4.3 The learning matrix  

The square matrix in figure 19 presents the essential information that derived from the 

application of the algorithm. The number of rows and columns correspond to the number of 

actors in the dataset. The scores in each matrix cell record information about the total amount 

of knowledge shared between each pair of actors through the acceptable paths. The data 

entries in a given row reflect the total unities of knowledge that the specific actor in row gave 

to each individual (actor in columns). Similarly, the values of a given column report the 

amount of knowledge that the corresponding actor in column received from all other network 
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members (in rows). Thus, the sum of values in columns along the same row – rows sum – is 

the ‘knowledge giving’ and it is proportional to the units of knowledge each actor is giving to 

others, whereas the sum of values in rows along the same column – columns sum – is the 

‘knowledge receiving’ and represents the total amount of knowledge each actor received 

from others. 

 

Figure 19   The learning matrix example 

 1 2 3 4 5 6 Knowledge  

Giving 

1 0 0 0 0 0 0 0 

2 0 0 0.5 + 

0.75 

0.25 0.25 + 

0.1875+0.7813 

0.25 2.9687 

3 0 0.25+0.875 0 0.5 0.5 + 0.75 0.5 3.375 

4 0 0.25 + 

0.1875 

0.5 + 

0.125 

0 0.5  + 0.125 0.5 2.1875 

5 0 0.5 0.5 0 0 0 1 

6 0 0 0 0 0 0 0 

Knowledge 

Receiving 

0 2.0625 2.375 0.75 3.09375 1.25  

 

 

Since it is assumed that knowledge flows through paths, the knowledge giving and 

knowledge receiving scores are seen as indices of the exposure of a node to the network flow. 

By ranking the actors on the basis of those results, we obtained the next table 6.  

Table 6   The ranking results  

Actor 

(Ranking) 

Knowledge 

Receiving 

Actor 

(Ranking) 

Knowledge 

Giving 

5 3.09375 3 3.375 

3 2.375 2 2.9687 

2 2.0625 4 2.1875 

6 1.25 5 1 

4 0.75 1 0 

1 0 6 0 

 

Actor 3, 2 and to a lesser extent actor 4, have the greatest knowledge giving scores, and might 

be identified as the individuals who mainly played the role of mentors and instructors. Actor 
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5 and 6, instead, seemed to be the individuals who mostly benefitted from this flow of 

knowledge. In the next section, I briefly present the knowledge of experience centrality 

results for the BDLG network example I used in Chapters 3 and 4.  

 

 

5.5 Analysing Knowledge Flow Centrality: an example  

The knowledge centrality measure has been applied to the data example used in the previous 

two chapters. The original two-mode network was composed of 6 individuals and 9 events. 

The learning matrix output is shown in figure 20 below. As a side note, the results of 

knowledge centrality have been obtained by utilising a tool developed by a master student in 

Computer Science at University of Manchester. Richard DeMellow provided a useful 

interface that transforms a two-mode network into the corresponding bi-dynamic line-graph 

data representation and runs the algorithm described in the previous section.  

 

Figure 20   The learning matrix for the data example 

 1 2 3 4 5 6 Knowledge 

Giving 

1 0.000 0.7188 0.9656 0.9958 0.9836 0.9993 4.6631 

2 1.2188 0.0000 2.9115 2.9524 2.9490 2.9850 13.0166 

3 1.0000 2.1719 0.0000 5.4601 5.2312 5.4583 19.3215 

4 0.2500 1.2539 4.2214 0.0000 4.2324 5.1184 15.0760 

5 0.5000 1.3125 3.2774 3.4873 0.0000 3.4815 12.0587 

6 0.0000 0.0000 1.3770 2.1995 1.3789 0.0000 4.9554 

Knowledge 

Receiving 

2.968 5.4570 12.7528 15.0951 14.7751 18.0425  

 

Table 7 reports the ranking for the actors and shows to what extent individuals result central 

in the flow of knowledge.  

 



140 

 

Table 7   The Ranking for the actors in the data example 

Actor 

(Ranking) 

Knowledge 

Receiving 

Actor 

(Ranking) 

Knowledge 

Giving 

6 18.0425 3 19.3215 

4 15.0951* 4 15.0760* 

5 14.7751 2 13.0166 

3 12.7528 5 12.0587 

2 5.4570 6 4.9554 

1 2.968 1 4.6631 

* Note high similarity 

 

Actors 6 and 5 present the highest scores in knowledge receiving, while actors 3 and 2 seems 

to have a dominant position in diffusing their knowledge. Interestingly, actor 4 presents 

similar results in both types of knowledge, giving and receiving, although there is a slightly 

higher value in knowledge receiving. In addition, actor 1 results as the person less involved in 

both knowledge giving and receiving. This is in line with the fact that he only attended the 

first event.  

 

 

5.6 Centrality Under Covertness: Flow of Knowledge Transfer 

According to common interpretations in the field of criminal networks, the most central 

individuals are the most active (Khadka et al. 2013), potentially with more abilities 

(Bouchard 2007) and authority (Varese 2012), that tend to assume influential roles (Campana 

2015; Malm and Bichler 2011; Walther and Christopoulos 2014; Xu and Chen 2003). 

Moreover, centralities measures are meaningful for the identification of the individuals with a 

leadership position who most favour communication exchanges (Coles 2001; Koschade 

2006). The idea was quickly expanded by various scholars by including the dark side of 

centrality. Specifically, research have cautioned against being too central in those networks 

since major centrality amplify individuals’ vulnerability (Carley et al. 2002; Milward and 

Raab 2006; Raab and Milward 2003; Sparrow 1991). Authors focused on the effect of being 

in risky conditions that makes individuals adopting secrecy measures in order to protect their 

illicit acitvities. As actors become more central in networks, they face greater pressures by 
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law enforcements and police that want to identify and arrest them. Since the most central 

individuals are the most exposed (Duval et al. 2010; Enders and Jindapon 2010; Lindelauf et 

al. 2009; Morselli 2009), they try to reduce their visibility at minimum.  

Perhaps, even more compelling is the emerging literature on the network flow model 

(Borgatti 2005; Borgatti and Lopez-Kidwell 2009), the theory that largely conceptualised the 

property of centrality based on contextual conditions and the characteristics of the given 

network processes. Aside for the focus on to what extent a node is well-connected, the 

possibility of assuming a central position within a flow can be related to the individual speed 

in receiving and passing what is flowing through the network. In accordance with the 

network flow model, the individual centrality not only depends on how individual are posited 

within the flow, but it also depends on the type of flow itself which can use different channels 

of propagation, e.g. gossip follows different trajectories than money. (See the beginning of 

this chapter for a discussion on flow centrality measures). With respect to the literature 

dedicated to explore flow of information exchanges in the field of criminal networks, some 

works considered how to be embedded in criminal and delinquent networks facilitates the 

spread of information, and supports the learning process of individuals who can then expand 

their criminal repertoires. Acknowledging the nature of criminal networks, if defined as 

‘instances of collective actions rather than other type of social ties’ (McGloin and Nguyen 

2014:15), means focusing on the aspect of committing crimes together. The argument is that 

joint task activities in co-offending networks are based on mechanisms of collaboration. 

These produce tangible benefits in terms of the optimisation of resource exchanges (Bright 

2015) and the transfer of practical knowledge (Kenney 2008). According to McGloin and 

Nguyen (2014) learning processes activated through co-offences have the power to affect 

individual criminal careers positively. On the one hand, individuals strengthen their ability in 

recognising criminal opportunities, whereas, on the other hand, they absorb new deviant 

behaviours and attitudes that consolidate their lifestyles and crime repertoires. Early research 

on criminology made a similar claim. To some extents, authors suggested that assuming a 

central position within a network strengthens gang’s delinquent attitudes (Baron and Tindall 

1993) and makes them more proactive (Sarnecki, 1990, 2001).  

Recent authors’ interest in learning processes within criminal networks extended the 

discussion about knowledge and information transfers by integrating of the concept of – what 

they called – criminal capital. The idea of criminal capital extends to the setting of illicit 
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networks the concept of human capital that is one of the most well-known and utilised 

theories in the economic literature (Becker 1975). As per human capital theory, individuals 

have several knowledge and skills, either innate or acquired, which enhance their 

performances and their productivity. By paraphrasing what Coleman suggested (1988), 

human capital – skills and abilities – provides fairly accessible tangible benefits to 

individuals which are proportional to the volume of their social relationships. Following this 

discourse, McCarthy and Hagan (1995), who firstly used the term criminal capital, argued 

that joint task activity is a channel that allows processing and gathering information. The 

value of being well-engaged in criminal activities is that it provides opportunities in learning 

and diffusing knowledge, expertise, innovations, and abilities that are all necessary elements 

for executing successful performances. Through face-to-face interactions, specific skills and 

competencies are taught and passed on to other members of the group (Forest 2008). Jackson 

(2004) defined this type of information such as unrecorded ‘know-how’ functional 

information, e.g. the use of particular techniques, tactics and capabilities, that helps the 

accomplishment of specific purposes (Gerdes 2015; Gerdes, Ringler, and Autin 2014). 

A typical example of knowledge diffusion through hands-on contacts and collaborations has 

been found in Forest (2008) about the case of Provisional Irish Republican Army (PIRA). 

This terrorist organisation, who was seeking to remove Northern Ireland from the United 

Kingdom, increased the lethality of their terrorist bombing attacks starting from the adoption 

of a new generation of timer, better known as Memo parks. Despite this type of accurate 

timers were invented in Switzerland mainly ad use of motorists, they have been included in 

the equipment for making bombs by the PIRA movement. PIRA acquired a large number of 

these technology devices for innovating the way in which terrorist attacks were led. To be 

used for detonating a bomb, it was necessary to add a little piece of metal on top of these 

gadgets. How to posit the piece of metal was a type of knowledge that was created inside the 

movement and verbally passed among members. Therefore, the use of Memo park timers can 

be seen as an example of how face-to-face interactions are the vehicle through which a 

specific ‘know-how’ knowledge is diffused among group’s members. Overall, this example 

clarifies that acquiring expertise within covert networks mainly happens through two, often 

complementary routes. The first one concerns the process of learning by doing, through 

‘hands-on contacts’, while, the second one refers to the transmission of practical abilities 

from experienced person to new members. Essentially, it assumes that face-to-face 

interactions occurring through joint task activities provided the opportunity to learn from 
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other people experiences. The question arises here is: Who are the individuals which assume 

a mentorship role? The current research offered solid theoretical explanations about the 

transmission of knowledge among criminals but, without essentially quantifying those 

dynamics, the proposed hypotheses mainly remain only on a speculative level. To date this 

research has either implicitly assumed expertise sharing within complementary processes or 

measured it only indirectly, through the use of proxy measurements. For example, it has been 

suggested that older and experienced criminals teach the others, who become then more 

efficient (Shaw 1981; Sutherland 1937) and that criminals which derive greater economic 

benefits from their illicit activities are more likely to have a mentor and instructor (Morselli, 

Tremblay, and McCarthy 2006). The absence of specific instruments for directly measuring 

and quantifying the knowledge dissemination can, perhaps, negatively bias the effective 

knowledge of criminal capital mechanisms of dissemination. Only by reviewing the body of 

research on criminal capital and validating the proposed measure, which examines both 

processes of knowledge dissemination and acquisition, we can untangle the mechanisms 

behind the formation of criminal capital. In the next paragraphs, I discuss the theoretical 

implications for applying the knowledge flow centrality measure in the case of covert 

networks.  

 

 

5.7 Using Knowledge Flow Centrality: Theoretical Implications for 
Covert Networks 

In this work, knowledge flow centrality is used for investigating the processes of knowledge 

transfer in the case of covert networks. Starting from the general theoretical implications for 

individuals and events defined above, I now clarify these with respect to covert networks. 

 

5.7.1 Theoretical implications for individuals in covert networks 

1) The first implication suggested that there are no limitations in the number of people 

potentially involved. In the field of covert networks, this equals to assume that there are not 

restrictions for the number of individuals taking part in criminal activities. Perhaps, the 
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number of people involved depends on how the recruitment process works and how it has 

been activated. Consider, for example, a terrorist group. The recruitment of operatives can 

happen among people attending public events such as the launch of a radical book. Recruiters 

tend to approach who asks the most interesting questions or attends most frequently these 

public events. (This example comes from the Report n.204 2011). This example underlines 

that the recruitment process happens in a casual way and that there are no restrictions in terms 

of individuals who can potentially being involved. Therefore, it is legitimate to premise that 

everyone can be involved in the covert group activities. With respect to knowledge processes 

this implies that anyone have potentially access to the tacit knowledge. 

2) The second implication refers to the individual tendency toward collaboration to 

effectively carry out activities. In SNA traditional theories, authors claimed that individuals’ 

connections facilitate people’s communication and their potential coordination for a 

collective action (Marwell and Oliver 1993). Even for covert networks individuals’ 

collaboration is highly required since it promotes resource exchanges and an optimisation of 

individual skills. For example, a role distinction based on individual capabilities is what it 

might happen within a Mafia network. Consider the case in which Mafia’s members 

participate at an initiation ritual. In this case, the meeting not only increases the general sense 

of loyalty among them, but it also defines the individual position into the Mafia’s pyramidal 

organisation and, necessarily, clarifies individual’s role and tasks. Here, it is implied that 

criminals organise meetings and/or several activities which, explicitly or implicitly, increase 

the level of coordination within the all members. However, before assuming a general 

tendency to collaboration, it is necessary reflect on the type of covert network under 

investigation. As it has been showed earlier in this manuscript, the presence of a general 

sense of belonging to a certain criminal group might not be actually present in the case of 

covert networks. Collaboration can be a result of some contextual aspects, as it has been 

suggested in the case of youth co-offending networks and street gangs. As a result, the 

tendency towards collaboration can actually be less strong that what is actually expected.  

3) The third implication claims that individuals involved in an action are likely to maintain 

their participation in succeeding events. It is assumed that individuals present some 

motivations in be engaged in these actions related to either personal interests or, sometimes, 

group’s general aims. Moreover, it is believed that the attitude of attending events over time 

is reinforced by individuals’ motivation in learning and expanding their abilities, although a 
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similar claim needs to be adjusted case by case. Here, we assume that criminal networks’ 

members are – implicitly or explicitly – willing to learn how to be successful, despite police’s 

efforts to dismantle them (Forest 2008). In such a scenario, practical knowledge not only 

requires to be transferred to new members by mentors but it also needs to be absorbed and 

adapted by individuals. The process of knowledge absorption passes through a practical use 

of this knowledge. By doing activities individuals learn how to effectively manage and 

independently utilise this tacit knowledge. In the case of criminal networks, the mechanism 

of ‘learning by doing’ is an essential vehicle of knowledge transmission. Here, it is 

considered that the more people have an active role in an action, the more they learn and 

acquire specific skills and knowledge. Therefore, there is an implicit – or explicit – individual 

tendency in taking part in covert actions repeatedly for absorbing knowledge and expertise. In 

other words, it is implied that the natural need to gain knowledge and experience leads to a 

strong motivation in attending activities. 

4) The fourth implication argues that for each attended event individuals learn something 

different and/or consolidate their previous knowledge. As it has been pointed out above, the 

practical knowledge criminals need to acquire cannot be derived only from formal channels 

of knowledge transmission. Due to their tacit nature the best way for this kind of knowledge 

to be passed on is through the direct engagement of individuals in actions under the guide of 

more experienced mentors. The acquisition of this hands-on experience is a process which 

happens gradually and criminals must to practise and taking part in actions repeatedly 

(Kenney 2008). By attending covert events, criminals strengthen their capabilities and 

consolidate their practical knowledge to be applied in real situations such as for designing 

operations, making strategic decisions, and identifying potential targets (Forest 2008; Kenney 

2008). The process of consolidation of this knowledge is extremely important since it 

guaranties an update of the general skills of individuals, an improvement of their abilities to 

operate against counter intelligence pressures and an increase of their lethality. Here, it is 

considered that the more individuals attend events, and the more these are closer in time, the 

more they gather practical knowledge which it can be combined with their previous 

experience and put it to a good use.  

In general, the theoretical framework on the basis of the knowledge flow centrality measure 

applied to covert networks from the individual’s perspective assumes that 1) anyone have 

potentially access to the tacit knowledge; 2) communication exchanges, even if minimised for 
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guarantying secrecy, lead to a certain level of collaboration and coordination among 

criminals who then share and transfer practical knowledge; 3) individuals are motivated in 

being engaged consistently in covert actions over time in order to effectively absorb 

knowledge and develop their skills; and 4) the more individuals attend events, and the more 

these are closer in time, the more they reinforce the practical knowledge that they have 

already acquired. 

 

5.7.2 Theoretical implications for events in covert networks 

In this section, I identify the implications starting from the events’ perspective.  

1) The first implication considers events happening in a specific point in time and not 

overlapping, meaning the duration of events is not taken into account. It is implied that any 

actor can only be in one place at any one point in time, although the reality can be different 

and two events might happen simultaneously. Consider a terrorist attack and a training camp 

overlapping in time. In this case, a person attending the training camp cannot participate at 

the violent attack. Here, it is assumed that the nature of covert network data makes the 

scenario of overlapping events relevant in only few specific cases. Most of the time 

researchers are more likely to have information about the occurred events than their exact 

start and end times. As a consequence, the possibility of verifying if events overlap in time is 

precluded. Essentially, we considered that events are chronologically ordered by following 

their specific temporal order that makes these events happen in sequence, with the first event 

following the second one.  

2) The second implication considers the time in-between events. Terrorist attacks, violent 

protests, and secret meetings, could be separated by long periods of inactivity during which 

nothing has been recorded. Focusing on the time-in between events and when they actually 

occurred with respect to the whole time window allows a better understanding of the tactics 

and the general plan of the analysed criminal organisation. An example may help explain the 

issue refers to the study of the Suffragettes movement in UK (Crossley et al. 2012). The 

authors considered the number of co-arrests by distinguishing it in five different time 

intervals, each formed by six month’s time. The explanation of co-arrests’ fluctuation during 

these periods referred to the various phases of the historical Suffragette’s campaign. Low 

numbers of co-arrests were in line with some periods of truces between the Suffragette 
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movement and the government, whereas, high numbers of co-arrests were parallel to the 

aggravation of Suffragette’s protests. In addition, the focus on the length in time separating 

progressive events also brings to light how individuals adapt, use and update their practical 

knowledge. Here, it is considered that individuals participating in events closely in time tend 

to consolidate their acquired experience that, otherwise, could potentially get lost. 

In general, the theoretical implications for events allow us considering occurred events as 

related to a specific point in time and not overlapping. It is also possible to take into account 

when events happened and the time in-between them which probably provides a better 

understanding of the logic behind these events and, more generally, their meanings. 

 

 

5.8 Measuring Knowledge Flow Centrality in Covert Networks: 
Questions 

Individuals involved in illicit and criminal trafficking need to learn. For them it is necessary 

to receive and absorb a certain amount of practical knowledge in order to carry out their 

activities effectively. Therefore, the patterns of knowledge dissemination guarantee the 

accomplishment of tasks successfully. However, covert networks are different in their nature. 

As such, we can reason that the type of practical knowledge that needs to be passed varies 

across groups. For example, a military command planning a bomb attack would make sure 

that all attackers are able to manage explosives safely. A drug cartel, instead, would ensure 

that all group members are aware of possible competitors. In addition, the way in which 

knowledge is transferred from member to member also changes based on the typology of the 

organised joint activity. Consider, for example, members of a Mafia group. They have dinner 

in a restaurant for celebrating the new Boss. Those invited to the banquet are representing 

several satellite groups rather than just themselves (this example comes from the judiciary 

report ‘Infinite operation'). Essentially, the dinner has the function of strengthening 

collaborative ties and trust among those satellite local Mafia groups. Different is the case in 

which members of a revolutionary organisation organise a meeting involving only some 

selected individuals to make the explosive in a good use ready for the next violent attack. 
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These two groups – the Mafia group and the military group – planned meetings due to 

different reasons and, necessarily, they share different types of information. Therefore, it is 

reasonable to think that each group has specific pathways of knowledge transfers that vary 

along group characteristics and the type of knowledge individuals share.  

An estimation of the channels through which knowledge passes from member to member and 

of the main responsible individuals for that are issues that, so far, have been only addressed 

theoretically. Without actually quantifying these flows of knowledge, the explanation of the 

transmission of information in criminal settings mainly remains at a speculative level. Due to 

data restriction and the lack of useful measures of centrality flow, it is particularly 

challenging to predict knowledge transfers. Facing such a challenge, can the use of SNA 

provide insights in the understanding of knowledge and experience dissemination processes? 

Within this context, this thesis seeks to offer a contribution in this direction. The research 

questions to answer are: How do individuals belonging to covert groups acquire enough 

knowledge and experience to carry out their activities? Are there some individuals that more 

than others contribute to raise people’s skills and abilities? Who effectively are those 

individuals which assume the mentorship role? The proposed knowledge flow centrality 

measure seeks to quantify the potential spread of knowledge by considering individuals 

which participate together in events over time and calculate the level of expertise that people 

accumulate through face-to-face interactions. While preliminary, it is expected to see an 

alignment between the ranking of knowledge centrality scores and the background 

knowledge of the individuals composing the network. Essentially, by applying this measure, I 

seek to confirm whether individuals with greater scores were effectively the ones major 

involved in the knowledge transfers starting from the background knowledge of the given 

network. Next chapter is also dedicated to the application of this measure on a real world 

covert network.  
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5.9 Conclusions 

This chapter made a methodological contribution to the measurement of the individual’s 

centrality within flows of information and knowledge transfers. Centrality is treated as a 

problem of ranking individual’s importance in the act of disseminating their experiences 

through the actions of giving and receiving. The current SNA centrality measures present 

some technical limitations which preclude their applications in presence of specific flows, 

such as information and knowledge exchanges, and that struggle in taking into account the 

time proceeding. As a substantive contribution, I attempted to explain how potentially the 

proposed method for measuring centrality can get far better outcomes than what it has been 

reached by previous works in order to capture who are the individuals that mostly benefit 

from and mainly contribute to the knowledge dissemination process. The proposed method 

considers all possible paths between pairs of nodes. For each of them it includes the number 

of intermediaries by also taking into account the information previously accumulated by these 

intermediaries. This calculation can potentially offer a useful way to overcome the existing 

challenges since it directly concerns two-mode networks and it incorporates the role of 

intermediaries together with the idea of time development. The discussion in sections 5.3, 

5.3.1 and 5.3.2 developed the theoretical implications on the basis of the analysis of 

knowledge of experience transfer. Then, in the following paragraphs, I explained how the 

proposed algorithm works. Finally, the last part of the chapter discussed how the knowledge 

flow centrality can reasonably be applied in the case of longitudinal two-mode covert 

networks. With regard to further empirical tests in that sense, next chapter goes in the 

direction of applying this measure on a real world temporal covert network dataset.  
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Part III 
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Chapter 6  
The Noordin Top network 

 

 

 

6.1 Introduction 

The aim of Chapter 6 is to explore the potential use of the BDLG, the bi-clique analysis and 

the knowledge flow centrality for representing and analysing covert network data. I use the 

Noordin Top terrorist network to 1) represent the temporal network evolution through the 

BDLG; 2) explore the structural properties of clustering present in this network, and, 3) 

identify which actors assume a more central position with respect to the flow of knowledge 

transfer. The analysis of subgroup cohesion is based on the presence of subsets of individuals 

repeatedly attending events together. The detection of overlapping bi-cliques reveals the 

individuals that were consistently collaborating over time. Measuring centrality in the flow of 

knowledge dissemination uses the centrality measure proposed in Chapter 5 to quantify the 

amount of practical knowledge individuals gather through hands-on experience by interacting 

with others.  
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6.2 Terrorist Networks 

There has been an increasing number of studies of terrorism in the fields of Sociology and 

Criminology and Criminal Justice (Clarke and Newman 2006, Everton 2012b, Krebs 2002, 

Sageman 2004, to name a few). Yet, a uniform definition of terrorism is still missing. 

According to Van der Hulst (2011), current definitions have stressed out that  

‘terrorist acts involve violent and aggressive methods, deliberately exploited to create 

fear in order to further political or ideological objective’ (van der Hulst 2011:256).  

The author suggested that the current terrorism research generally refers to Islamic terrorist 

movements, such as Al Qaeda, Egyptian Islamic Jihad, and, recently, Islamic State. Offering 

a systematic literature review of the studies that use SNA for analysing the phenomenon of 

terrorism is a subject that goes beyond the scope of this work. However, a brief overview of 

the emerging themes stemming from the application of SNA for analysing terrorist networks 

can prepare the ground for understanding the results reported in this chapter. Therefore, in 

what follows, I briefly refer to the work of Van der Hulst (2011), who offered an apt state-of-

the-art review of terrorism studies that adopt a social network point of view, in summarising 

the knowledge in this research.  

According to Van der Hulst’s summary, the consensus seem to have been that terrorist 

networks are sparse and self-organised into small cells, rather than having a hierarchical 

organisation. These cellular structures are activated ad hoc through informal trust-based 

relationships such as family and friendship ties, and operate semi-autonomously ‘on behalf of’ 

the global terrorist organisation to which they refer, inspired by common beliefs and shared 

ideology. A popular idea is that in order to be manageable, these cells tend to be quite small, 

involving between six or ten individuals at maximum, and can be activated by isolate 

individuals by following a bottom-up approach. In other words, individuals might decide to 

form their own terrorist cell and commit violent crimes without necessarily receiving orders 

from someone else in the organisation. This self-organisation increases the need for 

decentralised structures, albeit there is a growing awareness among scholars that the 

structures of terrorist networks cannot be reduced in only two mutually exclusive categories 

(centralised against decentralised). 

Van der Hulst also pointed out the current problems of the application of SNA in the field of 

terrorism. Amongst other things, he said that terrorist networks required more detailed 
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definitions able to consider different terrorist network governances, the properties of ties (e.g. 

duration, type) as well as individual attributes (e.g. demographical and psychological 

characteristics). These definitions can better link social theory with empirical research and 

offer more comprehensive results. Second, the rationale for choosing between one or another 

SNA metrics in sometime lacking within terrorist studies. Authors tend to simply adopt the 

most common SNA measures. A more theory-driven research and substantial SNA 

applications can lead to a deeper hypotheses testing and understanding of terrorist networks.  

Next two sections specify the way I describe the phenomenon of terrorism and the level of 

the analysis adopted in this work.  

 

 

6.3 Noordin Top Network  

The data set refers to the Noordin Mohammed Top, a well-known Muslim extremist related 

to Al Qaeda responsible for several violent attacks, e.g. the bombing at Marriott Hotel in 

Jakarta in 2003, at the Australian Embassy in 2004 and in Bali in 2005. Information about 

Noordin Top, his inner circle, and the bombing attacks he planned and organised is been 

well-documented in a report produced by the International Crisis Group, an organisation that 

aims to prevent and resolve conflicts around the world
6
 (Report n.114 (Asia) 2006). The 

International Crisis Group provides bulletins, alerts, briefings and reports that strive to help 

the understanding of world conflicts in order to stimulate better policies in response to those 

situations (Strategic Framework 2016). Information mainly derives from analysts based in the 

conflict areas (e.g. former diplomats, journalists, academics and experts in their areas) with 

extensive access to knowledge by being directly engaged with local stakeholders.  

The Asia report n. 114 was released on May 2006, when Noordin Top was still a fugitive (he 

allegedly died in September 2009 following a police raid). The report is based on 

interrogation depositions of Noordin’s associates, arrested by the Indonesian police, court 

documents, and Indonesia press releases. This document provides many details about 

Noordin’s life. For example, it suggests that after being a member of the Jemaah Islamiyah – 

                                                 
6
 https://www.crisisgroup.org/ Access 01 August 2016 
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a militant organisation linked to Al-Qaeda operating in Southeast Asia – Noordin Top might 

have used his personal contacts to lead an autonomous group of militants on his own, without 

referring to the JI central command. Noordin’s relationships are claimed in the report as an 

example of a bottom-up network formation because he followed his own initiative, 

autonomously from the JI. He decided to build his own group when a member of the JI, who 

stored the leftover explosives from the Christmas Eve bombing on 2002, asked Noordin to 

use this material. Then, he might have planned his first bombing attack which took place the 

5
th 

August 2003 at the Marriott Hotel in South Jakarta, Indonesia.  

To carry out the bombing, Noordin recruited friends of friends, ex-classmates, and members 

of separate regional groups related to JI (also called mantiqi). The International Crisis report 

suggests that either accomplices presumably knew each other through common affiliations, or 

they were part of Noordin’s personal network. For instance, it is known that some operatives 

involved in the Australian embassy bombing attack (9 September, 2004) were members of 

the same religious group at the mosque in the city of Surabaya, East Java, or friends of 

friends were often asked to store explosives and offer asylum to Noordin. Another example 

of Noordin using his personal network came from the last phase of the story when he tried to 

involve ex-veterans. To recruit military trained operatives, he used his personal contacts to 

persuade the leaders of Kompak – an Islamic charity organisation of veterans – and Darul 

Islam – a West Java-based faction of old operatives – to involve their followers for his plans.  

In addition, also family and parental ties appeared to be quite relevant. For instance, the son 

of a friend of a friend of Noordin was selected to study electronics with one of the closest 

Noordin’s associate. Another example of the importance of personal ties is represented by 

Noordin’s second wedding (7 July, 2004). At this occasion, Noordin used the marriage to 

pass on explosives and information.  

Finally, a central role in Noordin's operations was played by the recruitment process. The 

high turnover of people due to police arrests led Noordin to face the need to constantly 

replace some of his nearest accomplices. People’s replacement was carried out through 

personal ties as mentioned above, and provided some stability in the number of people 

involved during each phase. As resulted from my analysis, in fact, people involved in each 

attack were never more than ten, in line with the need to keep the cell small and manageable.  
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Another important aspect that needs to be discussed here is the nature of events. The 

International Crisis document reports with great detail the characteristics of the type of 

actions that Noordin arranged, making it easier to classify these events on the basis of their 

importance. For example, prior to the Marriott bombing (5 August, 2003), Noordin organised 

several secret meetings. In January 2003, he met the suicide bomber with other accomplices. 

Close in time, other meetings were planned to discuss the details of the attack and prepare the 

explosives. The following month, in February, some operations such as getting the explosive 

from Dubai and securing detonators were accomplished. For these actions, other individuals 

got involved in the team. In late April 2003, another insurgent joined the command with the 

task of transporting the explosives. In May, a robbery was organised for raising funds for the 

bombing attack and money laundering activities were carried out. In June, several meetings 

were arranged with the aim of putting together the final team, which was, at that time, 

composed of five individuals. They secretly met in a hotel on the 7
th

 of June. The bombing 

took place the 5 August, 2003. In this example, all meetings and actions lead up the bombing 

in August because they were extremely instrumental with the goal of accomplishing the 

bombing attack. We might hypothesise that the distance in time between those events is 

closer than it would have the events been totally unrelated, we want to analyse the network 

looking at the dynamics of individuals’ as well as events’. This is an instantiation of how the 

duality of events and individuals is interlaced in time.  

Overall, the benefit of using Noordin Top network in this study can be summarised in the 

following list. Firstly, this network exemplifies the need to use longitudinal data in the two-

mode network format. Secondly, the International Crisis report provides the detailed 

knowledge of Noordin’s network that allows a substantial understanding of who were the 

most involved individuals and which roles and tasks they played. In addition, information 

present in the report also makes us aware of the missingness related to the reconstruction of 

this network. For instance, in the report there are a few examples of missing information that 

are clearly indicated (e.g. missing actors). Thirdly, information about events allows 

considering the network in its duality, by also including the perspective of the events.  
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6.3.1 The dataset 

The Noordin Top network is based on a dataset accumulated over 6 years, from 1999 to 2005, 

involving 79 individuals who attended in total 50 events classified as either meetings, training 

camps or operations such as bombing attacks and robberies. The data set was first 

reconstructed from Sean Everton and his colleagues Nancy Roberts and Daniel Cunningham 

from the International Crisis Group report
7

. The data set is publicly available and 

downloadable from Everton’s website
8
. For the purposes of this chapter, I used the two-mode 

networks reconstructed by Everton (2012b). In particular, I collapsed and aggregated three 

separated two-mode matrices. The first one referred to 79 individuals attending 20 meetings, 

the second matrix referred to the same 79 individuals participating in 16 training camps and 

the third one comprised these 79 individuals carrying out 14 violent attacks. The resulting 

two-mode matrix is formed by 79 individuals and 50 events. In addition, for each event I 

reported the exact time at which the event took place. This information was found in the 

International Crisis Group report, or, when absent, in online journal articles
9
. Due to the 

media coverage of Noordin Top activities, some events were also reported in the news, 

making it easy to identify the exact date of the event when time information was missing in 

the original report. However, for some events I only found the month and the year in which 

they occurred rather than the precise day. Successively, events have been ordered by 

following their dates
10

.  

 

 

6.4 Comparing Two-Mode, One-Mode and BDLG Representations 

As demonstrated in Chapter 3, an intuitive way to understand the advantages of using the 

BDLG representation is to compare the original two-mode network with the one-mode 

projection and with the BDLG representation. Here, I explore the power of this different data 

                                                 
7
 The narratives about Noordin’s network and activities presented in this thesis are not based on Everton’s 

book (2012b). Mainly, I refer to the original International Crisis Group Report. Using International Crisis 

reports for academic purposes is not new. An example comes from Sageman (2004) who similarly interpreted 

his results on the light of the information reported in one of the International Crisis Group documents.  
8
 https://sites.google.com/site/sfeverton18/ 

9
 References provided on requests. 

10
 Table 2 and table 3 in the Appendix report the list of individuals and events with their respective ID 

number. 
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representation by applying it to the Noordin Top network. In general, the BDLG gives a 

better image of the rate of individuals’ turnover participating in events over time. Without 

arbitrarily distinguishing the whole time window in adjacent temporal intervals, the BDLG 

offers new insights about the pattern of interactions among offenders over time and the flow 

of individuals’ participation in covert activities. By looking at who joined the actions, at 

which point in time, and with whom, researchers may track individuals’ careers and be 

provides information about the hidden organisation and its structural dynamics. Note that the 

following visualisations were constructed by using VISONE Software for Visual Social 

Network Analysis
11

. 

Conventionally in the two-mode representation, individuals are depicted as points, whereas 

events are represented through squares. When an individual attends an event, a tie connects 

the individual (point) with the event (square). Blue squares correspond to events, whereas 

nodes with a round shape in red refer to individuals. The labels indicate the individual and the 

event IDs.  

Figure 21 depicts the Noordin Top two-mode network. In the network there are 14 

individuals who have not been related to any event, and one event which has not been related 

to any individual. The layout algorithm utilised for obtaining this visualisation is the well-

known stress minimization (Brandes et al. 2012:292).   

                                                 
11

 Visone software, version 2.16. Available at: http://visone.info/html/download.html. Last access: 13 August 

2016. 
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Figure 21   Noordin Top two-mode network representation 

 

 

 

A more stable group of individuals is discernible at the left side. Actors posited in this area 

were co-participating in few events, whereas peripheral events, e.g. E1, at the extreme right 

middle, and E13 at the central lower side, engaged individuals otherwise disconnected 

because they mainly attended only one event. Overall, the graph only provides a rough view 

of the relative importance of events and actors. Consider now the one-mode projection 

showed in Figure 22. Although this representation adds clarity, it comes at the price of a loss 

of information. The figure corresponds to the one-mode projection of the corresponding 

affiliation matrix graphically represented in Figure 21. In Figure 22, all vertices are 

individuals and a tie between a pair of vertices represents individual’s interactions through 

the common participation in events. The visualisation is obtained through a centrality-based 
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layout. Here, the colour and the shape of nodes reflect the individual’s centrality: Darker and 

bigger nodes are the most central. The centrality is based on the degree measure in the one-

mode network. Individuals with high degree correspond to individuals which have been 

engaged in covert meetings with many of other participants. In addition, the thickness and the 

colour of links reflect the strength of the tie. Intuitively, thicker and darker links connect 

individuals who have been repeatedly engaged together in events. Finally, since isolates do 

not add any extra information, they have been omitted from the picture.  

This visualisation facilitates the representation of clusters of individuals. Actor (59) and actor 

(23) together with actor (45) appear to be quite central, presumably reflecting their crucial 

roles. Actor (59) is Noordin Mohammed Top, who is in the centre of the network, actor (23) 

and actor (45), instead, represent the individuals who played, respectively, the crucial roles of 

master bomb-maker technician and military training instructor.  
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Figure 22   Noordin Top one-mode network representation 

 

 
 

Neither the two-mode representation nor the one-mode projection consider the temporal 

evolution of the network. Conversely, the BDLG better captures the flow of individual’s 

engagement in the events over time. Figure 23 depicts the BDLG of Noordin Top network. In 

this representation, events are displayed from left to right, following a horizontal progression. 

The numbers reported on top of each cluster represents the ID of the event. In the next 

paragraph I discuss this representation.  
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Figure 23   Noordin Top Bi-Dynamic Line-Graph representation 
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The BDLG represents the temporal progression of individuals’ engagement in covert actions. 

Starting from left to right, each group of nodes represents an event and the corresponding 

individuals attending it. The type of events is indicated by the shape of nodes: Training 

camps are represented as squares, meetings as triangles, and bombing and other general 

violent actions such as robbery are represented as circles. These events follow the temporal 

order, and the number on top of each cluster reveals the ID of the event. Note that event (9) is 

missing. This is due to fact that no one had been identified as attending this particular event. 

Similarly, the fourteen individuals who have not been associated with any event have been 

omitted from the graph. The removal of isolates is automatically produced by the BDLG 

representation because to transform the edges in the original two-mode into nodes it requires 

an individual linked with an event to be represented as a node.  

Specifically, the figure reports the real date for the main bombing attacks occurred during the 

whole temporal window (12 October, 1999 - 1 October, 2005). The trajectories in red, green 

and sky blue refer to the most central individuals, in line with the one-mode degree centrality 

results. The criminal career of Noordin Top is the line in red. The other two lines – green and 

blue – represent the criminal career of, respectively, actor (23) and actor (45) who, as 

mentioned before, were the closest accomplices of Noordin’s due to their role of technician 

and trainer, respectively. Finally, the black dots, clearly noticeable in the representation, 

indicate the exact event in which these individuals become suicide bombers. Due to missing 

information, not all suicide bombers have been identified. However, this type of information 

is useful since it makes clear that for them any other event would have been precluded.  
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6.4.1 Noordin Top bi-dynamic line-graph: discussion of the results 

I now shift focus to what additional insights the graph can provide with reference to what we 

know about Noordin Top and his network. What follows is a narrative description of 

Noordin’s behaviour by combining the information reported in the International Crisis Group 

document with what can be inferable from the graph. In this way, I seek to highlight the 

advantages of using the BDLG by arguing what, differently to other visualisations, can be 

better revealed.  

Overall, the graph provides a visual idea of Noordin’s tactic story. Since the temporal 

representation is not divided into time slices, it is possible to see in a whole static picture the 

dynamic evolution of individual’s engagement. The different accomplices who joined 

Noordin’s network point to his efforts in recruiting new operatives before each attack. The 

turnover of individuals is not visible in the two-mode and the one-mode representation of 

Noordin’s network, while the BDLG reveals the changes of individual participation during 

the temporal progression. The visualisation depicts the presence of three distinct phases 

starting immediately before and during each attack. In each case, Noordin needed to 

differentiate his strategy of recruitment in order to find suicide bombers and operatives. From 

the report, we know that Noordin used different personal networks for finding accomplices 

for the bombing at the Marriott Hotel on 2003, at the Australian Embassy on 2004 and, on 

2005, in two popular tourist areas in Bali.  

In order to carry out the bombing attack at the Marriott Hotel, Noordin managed to involve 

well-known JI militants, some of whom also participated in the previous bombing in Bali in 

2002 (Noordin did not organised this attack). In the graph, the lines corresponding to 

individuals’ careers linking the first Bali bombing attack with the Marriott bombing clearly 

represent that connection. Noordin probably knew all attackers due to their regular attendance 

at the Lukman Al-Hakiem School in Malesia, founded by the JI, where Noordin assumed the 

role of teacher and, since 1998, of director. Note that for undertaking this attack, Noordin 

relied on the JI command. As reported in the International Crisis report, the operatives that 

took part at the operation were, in fact, all member of the JI movement.  

After the Marriott attack, other events lead up to the Australian embassy bombing. In this 

phase, Noordin mainly uses his friends, and his friends of friends to recruit new accomplices. 

Two people played a fundamental role: it is through them that all other individuals have been 

recruited and engaged in planning and executing the bombing. The importance of these two 
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people can be seen in the graph in connection to the event 22 and followings. Event 22 was a 

meeting that occurred on the 18
th

 November 2003 in the city of Mojoagung. Although the 

intent of the meeting is not specified in the report, its central importance is deducible by the 

fact that after it, two individuals who attended the meeting with Noordin and actor (23) 

mobilised other people. These two individuals belonged to the East Java JI group. By using 

their personal contacts, Noordin’s network expanded by linking individuals related to the 

Universitas an-Nur in the city of Solo, in Central Java. Through these university students 

Noordin reached other individuals related to an offshoot of the old Darul Islam organisation 

present in West Java. In the graph, the connection with the Darul Islam is visible through 

actor (45), the training instructors rendered in sky blue.  

The third phase concerns the period after the Australian embassy bombing, where Noordin 

needed to hire new resources. This time, he tried to engage the leaders of the KOMPAK 

Islamic charity organisation and the non-violent faction of the Darul Islam. Both had 

significant numbers of militarily-trained followers, almost all attendants of past training 

camps. In the BDLG, the connection with veterans is clearly represented by the links on top 

of the graph were there are individuals attending training events at the beginning of the time 

window who are also related to some meetings near the end of the graph. These meetings 

represent Noordin’s efforts in involving those militants. However, as is reported in the 

document, those leaders refused to help Noordin. This is also visible through the graph since 

none of those veterans were actually engaged in the last bombing attack in Bali. To carry out 

the bombing, Noordin relied again on his inner circle, and in particular on actor (27), a 

former actor (23)’s student who was, in turn, teacher at the JI school in Darusysyahada, and 

who also recruited one of his student, actor (64). Through actor 64 Noordin found the other 

suicide bombers.  

Different from the report that pointed out how that the Noordin’s general tactic was to 

gradually move on his own path, rather than operating inside the JI central command, the 

BDLG suggests that Noordin was still related to the JI movement because attackers were 

posited only one step away from, if not directly linked to, the JI movement. In addition, the 

BDLG provides a picture of the typical pathway Noordin undertook for each attack. Before 

each attack, he used to organise meetings, mainly operational and for planning, which were 

generally followed by strategic trainings. 
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6.5 Detecting Bi-cliques in Noordin Network  

What follows reports the results of the bi-cliques analysis applied to the Noordin Top 

network by following the strategy explained in Chapter 4.  

 

6.5.1 Detecting (3,3) bi-cliques in two-mode Noordin network 

The (3,3) bi-cliques routine for searching for at least three actors attending at least three 

events together, reveals the presence of only two (3,3) bi-cliques. The first one comprises the 

set {actor 23, actor 33, actor 51, actor 72, E6, E13, E19}, and the second one the set {actor 19, 

actor 37, actor 45, actor 74, E18, E32, E38}. Those bi-cliques are overlapping neither in time, 

nor with respect to individuals. The matrix output is displayed in Table 4 in the appendix.  

The representation of the matrix output with NetDraw (Borgatti 2002) toolkit is showed in 

the figure 24. Note that I omit the isolates nodes, and I change the shape of events – coloured 

in grey – by following the distinguishing criterion utilised for the BDLG, e.g. circles for 

operations, triangles for meetings and squares for training camps. Actors are represented by 

round red nodes.  

 

Figure 24   Graphic representation of the the bi-clique (3,3) matrix output for Noordin Top 

network 
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Figure 24 shows four individuals, repetitively engaged together in three successive (albeit not 

contiguous) events, during the first half of the time window and other set of three actors that 

started to actively collaborate immediately after, during the second half of the time window. 

Individuals belonging to the first bi-clique were all well-known operatives belonging to the JI 

organisation. They took part together in three bombing attacks, the Christmas Eve bombing 

in December 2000 (event 6), the bombing in Bali in October 2002 (event 13), and the 

Marriott bombing attack in August 2003 (event 19). The members of the first bi-clique were 

the master bomb technician (23), who offered his technical knowledge, and the explosive 

transporter (51). Both operatives were, together with actor (72), affiliated with a small team 

of operatives with actor (33) as a leader. The second bi-clique concerns different actors and 

different types of events. Individuals belonging to this bi-clique were the two suicide bomber 

candidates, (19) and (37), together with actor (45), the military trainer instructor, and (74), 

who, instead, provided those candidates with religious support. Actors (45) and (74) were 

affiliated to the same group: the extremist Darul Islam division. Also, events are related 

because they concerned two training camps (event 18 and event 32) which led up to the 

Austrian Embassy bombing attack in September 2004 (event 38). Interestingly, Noordin Top 

(59) does not appear as part of those bi-cliques. Moreover, the fact that those bi-cliques are 

not overlapping either through individuals or events can, perhaps, be explained by Noordin’s 

strategy. As the International Crisis document pointed out, after the Marriott bombing (bi-

clique 1), he suffered from a lack of monetary and follower’s resources. As such, he recruited 

new people to plan and carry out the Australian embassy bombing (bi-clique 2).  

 

6.5.2 Detecting (2,3) bi-cliques for two-mode Noordin network 

As outlined in Chapter 4, the literature on co-offending partnerships suggested that there 

might be a high incidence of dyads, rather than triads in the one-mode projection (McGloin 

and Nguyen 2014). For this reason, I replicate the analysis of bi-cliques by searching for (2,3) 

bi-cliques configurations, meaning to identify every instance of at least two actors who have 

been engaged at least in three events. A different scenario presents itself when I look at the 

(2,3) bi-cliques. The routine reveals twenty bi-cliques
12

, which I list below:  

 

                                                 
12

 The matrix output resulting from the searching of (2,3) bi-cliques is reported in table 5 in the appendix. 
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1: {actor 23, actor 59, E17, E19, E20, E22, E38, E40, E45, E50} 

2: {actor 59, actor 60, E29, E42, E44} 

3: {actor 59, actor 61, E2, E17, E20} 

4: {actor 8, actor 59, E27, E29, E38} 

5: {actor 59, actor 77, E27, E36, E38} 

6: {actor 45, actor 59, E28, E36, E38, E40} 

7: {actor 13, actor 59, E39, E40, E42, E44} 

8: {actor 50, actor 59, E47, E48, E50} 

9: {actor 4, actor 53, E1, E23, E37} 

10: {actor 4, actor 21, E1, E8, E37} 

11: {actor 43, actor 45, E3, E14, E38} 

12: {actor 45, actor 66, E3, E32, E36} 

13: {actor 23, actor 33, actor 51, actor 72, E6, E13, E19} 

14: {actor 37, actor 45, E14, E18, E32, E38} 

15: {actor 19, actor 37, actor 45, actor 74, E18, E32, E38} 

16: {actor 23, actor 38, E25, E33, E38} 

17: {actor 45, actor 77, E30, E31, E32, E36, E38} 

18: {actor 73, actor 77, E27, E32, E38} 

19: {actor 23, actor 46, E33, E35, E40, E50} 

20: {actor 13, actor 60, E41, E42, E44} 

 

 

Figure 25 visually displays those bi-cliques, in brown. Events are represented in blue, 

whereas individuals are the dots in yellow. The size of nodes reflects the degree of each node 

which I have calculated by utilising the routine for undirected network in VISONE. By 

applying the degree measure, which counts the total number of ties that each node has, it is 

possible to identify: 1) which bi-cliques contain the highest number of individuals and events, 

2) which individuals belong to several bi-cliques, and 3) which are the events contained in 

different bi-cliques. Note that isolates nodes have been omitted from the representation.  
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Figure 25   Graphical representation of the (2,3) bi-clique matrix output for Noordin Top 

network according to the degree 

 
 

 

The presence of (2,3) bi-cliques is more consistent than the (3,3) bi-cliques. Figure 25 depicts 

many overlapping bi-cliques due to individuals as well as events. Bi-clique number (1) is the 

most consistent and refers to Noordin who together with actor (23) attended eight events. 

Those events, meetings (E17, E20, E22, E40, E45) and bombing operations (E19, E38, E50), 

reveal the strong relationship between Noordin and his partner (23) in carrying out all attacks. 

By looking at the other emerging bi-cliques we can identify other crucial partnerships. Bi-

clique number 17 demonstrates the relation between actor (45) and actor (77), who was 

responsible for encouraging actor (45) in helping Noordin (59) for the Australian Embassy 

bombing attack (event 38). Following that, there are other two important bi-cliques, number 

(13) and (15). They refer to four actors co-participating in three events. Those bi-cliques also 
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appeared when I have searched for (3,3) bi-cliques. Moving further, other four bi-cliques 

concern two actors doing four events. These are the bi-clique number (6), (7), (14), and (19). 

Bi-clique 6 confirms the relationships among Noordin (59) with another central figure, the 

military instructor (45). Bi-clique 7, instead, reveals Noordin’s connection with actor (13). He 

was a JI member who knew Noordin from the past and, from early October 2004, became 

Noordin’s assistant and managed several other subordinates. Noordin relied on actor (13)’s 

personal network in order to find safe places to hide himself, collect donations, report 

messages, and pick up weapons. Bi-clique 14 depicts the collaboration between the teacher, 

actor (45) and his trainee, actor (37), who became one of the martyrs for the Australian 

embassy bombing attack (E38). Finally, bi-clique 19 highlights the liaison between the bomb 

maker expert, actor (23), and actor (46) who was his apprentice. The remaining bi-cliques 

concern two actors doing three events together. Some of these report other of Noordin’s 

accomplices, whereas, most interestingly, some others enlighten different partnerships into 

the picture. For example, consider bi-clique 18 which refers to actor (73) and (77), both 

classmates at an-Nur University in Solo. They knew each other from the past and had a 

similar career. Recruited by their teacher, they attended a meeting (E27), a training camp  

followed (E32), and they then took part in the Australian Embassy bombing (E38) together. 
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6.5.3 Representing bi-cliques by using the Noordin’s BDLG 

The next figure 26 and figure 27 depict, respectively, the BDLG configurations of the (3,3) 

and (2,3) bi-cliques extracted. The representations have been computed by adopting the status 

visualisation layout (Brandes et al. 2001) in VISONE.  

Although these configurations cannot be immediately interpreted, they might offer a novel 

approach to visualising cohesive subgroups. While the (3,3) bi-cliques representation reveal 

the presence of two disconnected subgroups of people carrying out activities, the (2,3) depicts 

a fairly coordinated scenario, resulting in one component. It can be observed that bi-cliques 

overlap, but not only through Noordin Top (in red), although he has been considered the 

principal author of the attacks. One can further see that Noordin and his major collaborators 

(in green and blue) actually started to take part together in actions later in time. However, 

those configurations are difficult to interpret. This is probably due to the high number of bi-

cliques extracted, especially for (2,3) bi-cliques, which increases the difficulties in 

representing the strongest partnerships within the network through the BDLG. Such a 

limitation may be overcome in the future when developments of visualisation techniques 

have be proposed and cohesive subgroups algorithm detection implemented.  

 

Figure 26   Graphical representation of the (3,3) bi-cliques with BDLG  
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Figure 27   Graphical representation of the (2,3) bi-cliques with BDLG  
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6.5.4 Discussion 

The bi-clique analysis captures to what extend individuals tend to collaborate repeatedly with 

the same partner. Following what was argued in Chapter 4, I suggest that individuals who 

have co-participated in successive events are close to each other and, the bi-clique analysis 

can be viewed as an index of individuals’ cohesiveness. In addition, the bi-clique analysis 

also helps the identification of which events individuals tended to be clustered around, when 

they occurred and for how long these partnerships lasted. This is a particularly important 

aspect since it distinguishes between individuals and events in their duality (Breiger, 1974). 

For example, consider the (2,3) bi-clique analysis for Noordin Top. He maintained few stable 

partnerships along the entire time window, but he also changed accomplices depending on the 

tasks and the bombing attacks he was planning. The analysis also revealed that even 

Noordin’s closer accomplices tended, in turn, to rely on a same co-offender during the time. 

Starting from the event perspective, the bi-clique analysis highlights the importance of the 

Austrian Embassy bombing (E38). This event is contained in several bi-cliques as the last one 

intersection of several pairs of individuals, who previously attended meetings and trainings in 

preparation for this attack. Therefore, it can be concluded that the need to carry out this attack 

incentivised individual’s collaboration more than other events. 

Another issue concerns the difference of the results for the (3,3) and the (2,3) search for bi-

cliques. The question arises here is if there are any theoretical explanations for this gap. 

Criminologists related the tendency to co-offend to individuals’ roles and personal 

characteristics such as gender, age, and ethnicity (Carrington 2011; van Mastrigt 2014; 

Pettersson 2003; Sarnecki 2001), and suggested that co-offending partnerships do not last for 

long (Tayebi and Glasser 2012), also concluding that committing a crime with the same 

accomplices over time is eventually an isolated phenomenon rather than consistent (Warr 

1996). The low incidence of partnerships composed of three individuals doing three events 

seems to provide substantial evidence in that direction, stressing the fact that operatives 

tended to change partner (Yablonsky 1959), rather than co-offend with a same person 

consistently over time. However, the high number of two individuals doing at least three 

events together can, perhaps, offer new insights.  

On the one hand, we might have thought that the number of (3,3) bi-cliques ought to be a 

little lower because it stems mostly from overlapping (2,3) bi-cliques. On the other hand, we 

may also argue that the presence of (2,3) bi-cliques suggests that individuals tend to co-
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offend and strengthen links, notwithstanding the individual’s turnover. By following this 

second perspective, (2,3) bi-cliques indicate different stories of alliances. Through these 

strong relationships individuals become aware of the reciprocal skills and abilities that they 

can offer. This runs contrary to what has been suggested previously, namely that individuals 

tend to maximise their secrecy by reducing communication and avoiding consistent 

participation in events. Individuals preserve their secrecy and reduce their risks by relying on 

the same persons over time. One can suggests that stable partnerships of collaboration 

compensate the costs of changing accomplice and establishing new trust relationships. 

Therefore, the initial hypothesis is not entirely confirmed. Individuals do strengthen alliances 

over time and do not necessarily change their accomplices in order to reduce their visibility. 

To conclude, while preliminary, this work extends the idea of examining co-offending 

partnerships over time in two-mode networks. Results seem to confirm the necessity of 

analysing two-mode networks in their duality and of including the time dimension in order to 

reflect the individuals’ criminal careers. In addition, the pioneering application of the bi-

clique analysis on a terrorist network might, perhaps, incentivise new research in that field.  
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6.6 Knowledge Flow Centrality in Noordin Top Network 

The section focuses on the application of the method for capturing an individual’s 

prominence in the flow of knowledge dissemination proposed in Chapter 5 for Noordin Top 

network. 

 

6.6.1 The rankings of individuals  

The results of the individual rankings are displayed in table 8 for the knowledge giving and in 

table 9 for the knowledge receiving. Actors, identified by their ID, are listed following a 

descending order. For ease of interpretation, for each actor I only highlight the largest value 

of the two knowledge, giving and receiving values, and the lower one has been greyed out. 

These scores indicate how individuals are positioned with respect to the flow of knowledge 

dissemination by considering the amount of knowledge they passed (acquired) to (from) 

someone else. Actors with higher scores in knowledge giving are the most active in passing 

their knowledge to others, whereas individuals with higher scores in knowledge receiving 

correspond to militants who mainly benefitted from this knowledge transfer. If table 8 

identifies which individuals assumed a mentorship role, table 9 lists the ones who, in turn, 

absorbed most of this knowledge. I also provide context to these results in order to offer 

further interpretation by referring to the description of the individual’s roles present in the 

International Crisis report, some of which is summarised in the column ‘Role’ in Tables 8 

and 9.  

 

 
Table 8   The ranking of individuals for knowledge giving  

Role ID Knowledge 

GIVING  

Noordin Top, network's main leader 59 339.624 

Master bomb-maker technician 23 294.187 

Main military training instructor 45 293.108 

Courier for Noordin 77 129.65 

Operative in the Marriot bombing, he gave to Noordin the leftover 

explosive from the Chrismas Eve bombing. Robber 
72 103.599 
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Instructor, with planning and logistic expertise 61 101.373 

Suicide bomber candidate in the Australian embassy bombing 37 77.076 

JI well-known bomber, leader of a small local team 33 75.03 

Explosive transporter 51 74.916 

University teacher, expert in training 8 74.041 

23's student, helped assemble Austrialn Embassy bombing 38 66.422 

Leader of Kompak organisation 4 61.151 

Preacher for the Darussalam Foundation 70 58.847 

Helped 45 in a military training, member of the Darul Islam 66 49.241 

 53 47.676 

 13 47.589 

 19 47.269 

 73 47.173 

 74 47.14 

 43 46.165 

 68 44.042 

Robber for Noordin 2 43.205 

Well-known bomber in Bali I 40 42.87 

 60 40.613 

 21 38.405 

 46 29.407 

Operative in the Marriot bombing, helped to hide Noordin and as 

personal chauffer 
44 29.017 

Secretary of the central command for Marriot bombing. Teacher at 

Luqmanul Hakiem school 
7 25.06 

 26 24.101 

 24 22.08 

 35 19.534 

 10 18.772 

Bali I bomber, helped to provide weapons, Afghan alumno with 

extensive experience 
75 16.442 

Darum Islam trainee 65 16.34 

Explosive provider 34 16.291 

Well-known Bali bomber I, Afghan alumno with extensive 

experience 
28 16.29 

 36 16.143 

 29 16.046 

 78 12.99 

 50 9.248 

 69 7 

 18 3.5 

 64 3.5 
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 16 0.5 

 1 0 

 3 0 

 5 0 

 6 0 

 9 0 

 11 0 

 12 0 

 14 0 

 15 0 

 17 0 

 20 0 

 22 0 

 25 0 

 27 0 

 30 0 

 31 0 

 32 0 

 39 0 

 41 0 

 42 0 

 47 0 

 48 0 

 49 0 

 52 0 

 54 0 

 55 0 

 56 0 

 57 0 

 58 0 

 62 0 

 63 0 

 67 0 

 71 0 

 76 0 

 79 0 
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Table 9   The ranking of individuals for knowledge receiving  

Role ID Knowledge 

RECEIVING  

Suicide bomber candidate in Bali bombing II 64 103.515 

Trainee and trainer of suicide bombers for Bali bombing II 18 103.457 

Suicide bomber candidate in Bali bombing II 50 103.142 

Provided religious instructions and support to martyrs, operative in 

the Australian embassy bombing 
24 102.561 

23's bomb-maker student and recruiter 46 101.654 

Courier for Noordin 69 100.999 

 23 94.043 

 59 90.089 

Courier for Noordin 13 88.427 

Broker between Noordin and Abdullah Sunata, leader of Kompak 60 87.854 

Helped to hide Noordin 47 80.04 

KOMPAK member, helped in organising the Sunata-Noordin 

meeting 
53 74.278 

23's bomb-maker student for Bali bombing II 26 71.504 

Helped to hide Noordin and 23 39 70.105 

Helped to hide Noordin, also worked as recruiter for the Australian 

embassy bombing 
35 68.761 

 45 67.206 

Operative in the Australian embassy bombing. Recruited by 45. Also, 

helped to hide Noordin 
12 63.152 

Involved in moving the detonating cord used in the Austrialian 

embassy bombing 
42 63.152 

Recruited as possible suicide bomber for the Marriott bombing, also 

helped to hide Noordin 
25 63.132 

Operative in the Australian embassy bombing. Recruited by 45. Also 

helped to hide Noordin 
10 62.999 

Courier for Noordin 73 62.088 

Suicide bomber candidate in Australian embassy bombing 19 62.065 

Darul Islam member, and military veteran 74 62.056 

Helped to hide Noordin and 23 68 62.039 

 38 61.919 

45's student 43 61.82 

 8 61.192 

 37 61.037 

 77 59.951 

Head of Kompak office from 2004 in a local area  21 43.444 

 66 39.901 

Darul Islam leader 16 38.889 
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 70 31.107 

 4 17.67 

Leader of a local commander in Kayamanya 36 17.435 

Member of the Abu Bakar Battalion, arranged a training  in 

Mindanao 
29 17.421 

Head of JI’s East Java office, helped to protect Noordin after 

Marriott bombing 
78 13.93 

 7 13.019 

 61 11.219 

 44 10.968 

Helped at early stages of Marriott bombing 52 10.909 

Helped for the Marriott bombing by renting a house for Noordin, 

buying the vehicles and moving explosives  
71 10.898 

JI member, helped to store the explosive and opened a bank account 

for Noordin 
67 10.872 

Suicide bomber candidate for Marriott bombing 22 10.869 

 51 9.923 

 33 9.908 

 72 9.418 

Head of Mantiqi I, became a member of the JI central command 11 7.48 

 28 7.009 

 75 7.009 

Operative for the Atrium Mall bombing on 2001 49 6.396 

 34 5.878 

 65 5.864 

JI leader, Afghan veteran, Bali bomber and prolific writer of jihadist 

literature 
17 3 

Suicide bomber candidate in Bali I 41 3 

 2 3 

 40 2.5 

 1 0 

 3 0 

 5 0 

 6 0 

 9 0 

 14 0 

 15 0 

 20 0 

 27 0 

 30 0 

 31 0 

 32 0 

 48 0 
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 54 0 

 55 0 

 56 0 

 57 0 

 58 0 

 62 0 

 63 0 

 76 0 

 79 0 

 

 

Noordin is top on knowledge giving (339.624) whereas he is ranked 8 on knowledge 

receiving (90.089). This result is not surprising since Noordin Top was the principal 

organiser of all the bombing attacks. Actor (23) and actor (45) are ranked, respectively, 2 and 

3 on knowledge giving with (294.187) for the former, and (293.108) for the latter. Both 

operatives helped Noordin by providing their knowledge as master-bomb technician and 

suicide recruiter. Next, moving down the scores, we find (77) (72) and (61). Actor (77) 

helped Noordin in involving actor (45) for the Australian embassy bombing operation on 

2004. It was through actor (77) that actor (45) got involved in the Noordin-led Australian 

embassy bombing operation in 2004. Actor (77) frequented an-Nur Universitas and he 

presumably met the famous military instructor (45) when he came to this University in order 

to enrol his brother (Report n.114 2006:8). Actor (77) was also really close to Noordin with 

whom he was engaged in long discussions about the necessity to fight with the U.S. and its 

allies in Indonesia. The importance of actor (72) is due to his participation at the Christmas 

Eve bombing on 2000. He asked Noordin to use the leftover explosives for carrying out 

another bombing attack. Actor (72) can be considered a person experienced in moving 

explosives since he also was responsible for ‘getting the explosive from Dumai to Bengkulu 

via Pekanbaru, safely as unaccompanied baggage on an ordinary intercity bus’ (Report 

n.114:4). Actor (61) was an instructor, with planning and logistic expertise, but his relations 

with other operatives is not well-documented in the International Crisis report. Another 

interesting result from this list is related to actor (8) ranked 10 on knowledge giving. He was 

a well-known JI East Java member and lecturer at an-Nur Universitas, in Solo. Actor (8) was 

instrumental for Noordin’s plans not only for recruiting operatives among his students, but 
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also as a ‘mentor of several of Noordin’s young Central Java followers’ (Report n.114 

2006:14).  

Results in Table 9 reveal that actor (64), (18), and (50) are on top on knowledge receiving. 

These three individuals were all directly related. Actor (18) was originally asked to be the 

fourth suicide bomber, ‘but he was an Ambon veteran, and actor (23) reportedly decided that 

he was needed to train others’ (Report n.114:18). Actors (64), (50) and another operative (not 

been included in this network) become the suicide bombers in Bali bombing II. Due to actor 

(45)’s arrest on November 2004, all those suicide bombers were subsequently trained directly 

by Noordin ‘on the second floor of the ‘Selera’ restaurant in Semarang’ (Report n.114:18). 

(Note that this event is showed in the BDLG as the training event number 48). Moving on, 

actor (24), ranked 4, was a close associate of Noordin and received instruction directly by 

him in order to provide additional religious support to the suicide bomber candidates for the 

Australian embassy bombing on 2004. Actor (46) has also a high score in knowledge 

receiving (he is ranked 5). He was a direct student of actor (23), the bomb-maker instructor.  

Overall, there is a great deal of similarity between knowledge giving/receiving scores and the 

information about the individual’s roles and positions reported in the International Crisis 

document. Tasks and responsibilities played by individuals seem to explain and quite well 

justify the ranking positions. Essentially, scores tend to reflect what operatives were actually 

able to give and/or receive. It might not be a coincidence that the top positions in the 

knowledge giving ranking are occupied by actor (23), the master bomber technician, and 

actor (45), the suicide bombers’ instructor. Following these, there are university teachers, 

well-known bombers who took part in the first Bali bombing attack in 2002, leaders of small 

autonomous commands, and those responsible for moving and securing the explosives, all of 

which resulting in high knowledge of experience giving scores. Top positions in the 

knowledge receiving are, in turn, occupied by individuals with other types of responsibilities. 

For example, almost all suicide bombers appear in this table as well as actor (23) and (45)’s 

students. In addition, the list comprises also the operatives who primarily helped to hide 

Noordin and his closer accomplices, and Noordin’s information couriers.  
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6.6.2 Knowledge flow centrality following time evolution 

How are individuals with high scores in knowledge giving and knowledge receiving 

positioned within the BDLG configuration? Figure 28 and 29 visualise their positions in the 

distribution of centrality scores jointly with their position in the BDLG. The colour of a node 

reflects its knowledge giving (in red) or knowledge receiving (in green) score for each 

individual. All nodes related to the same individual have a unique colour. In other words, 

every actor maintains the same colour along the entire individual trajectory, rather than 

reflecting his progressive acquisition of knowledge over time. Finally, white colours indicate 

individuals who have a score of knowledge equal to 0 in both rankings. 

From the two visualisations it can be seen that individuals with the highest scores in 

knowledge giving are present along the whole temporal progression. Conversely, people with 

the highest scores in knowledge receiving tend to be more present at the end of the time 

window. These pictures give a visual idea of the whole knowledge transfer processes over 

time. On the one hand, students are posited on the right side of the graph (Figure 29), 

meaning they are more present at the end of the time window. This result is a consequence of 

the process of sharing information and reflects the progressive entrance into the picture of 

new operatives that absorb knowledge from the mentors. On the other hand, mentors are 

mainly placed on the left side of the graph (Figure 28), meaning at the beginning of the time 

window. Overall, the graphs illustrate the balance between giving and receiving knowledge 

through the interactions between mentors and apprentices through joint participation in 

actions.  
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Figure 28   The distribution of mentors over time by knowledge giving 
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Figure 29   The distribution of apprentices over time by knowledge receiving 



6.6.3 Discussion  

Knowledge giving and knowledge receiving scores are consistent with the hypotheses 

for individual’s centrality in covert network stated in the literature. In line with the 

hypotheses, individuals with the highest scores in the knowledge giving, e.g. Noordin 

Top, actor (23) and actor (45), were actually the most actives (Khadka et al. 2013), with 

important skills – bomb technician, military trainer, bomb disposal experts – (Bouchard 

2007), and authority – university lectureships – (Varese 2012), who also had influential 

roles within the network (Campana 2015; Malm and Bichler 2011; Walther and 

Christopoulos 2014; Xu and Chen 2003). The high centrality of those individuals also 

emerged as a problematic aspect since their high visibility resulted in their major 

vulnerability. Similarly to what argued in the literature, the International Crisis report 

suggests that individuals with highest centrality need to amplify their efforts in order to 

remain hidden and maximise their security (Carley et al. 2002; Milward and Raab 2006; 

Raab and Milward 2003; Sparrow 1991). Interestingly, this dark side of individual 

centrality clearly appeared by looking at the individual task distribution listed in the 

knowledge receiving scores. It might not be a coincidence, in fact, that many of those 

individuals are reported to having hid Noordin and his closer accomplices to reducing 

their risks of being arrested by the police. 

In accordance with the literature on centrality flow (Borgatti 2005; Borgatti and Lopez-

Kidwell 2009), these results provide empirical evidence that individuals assume a 

central position by virtue of what they receive and pass on through the network by 

interacting with others. In particular, knowledge receiving scores seem to suggest that 

the more individuals acquire knowledge from the mentors, the likelier those individuals 

become central within the network. The exchanges among mentors and apprentices all 

throughout the time window seem to confirm the importance of mentors in providing a 

fundamental contribution to the individual criminal career development (Sutherland 

1937; Shaw 1981; Morselli et al. 2006).  

In addition, these results appear to be in accordance with what argued in SNA literature 

on network flow following which individual centrality not only depends on how 

individuals are positioned within the flow, but it also depends on the type of flow itself 

that uses specific channels of propagation (Borgatti 2005). We may note that individuals 

who become suicide bombers, bomb makers and information couriers were the ones 

who received the most crucial knowledge, differently from the actors who provide 

Noordin with minor helps, and that, presumably, only had a limited access to 
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information. In this case, tactical knowledge, military skills, commitment to the jihad 

were all different types of expertise able to reinforce the individual criminal careers. 

These results seem to lend support to the theoretical hypotheses following which 

learning mechanisms activated by joint tasks not only favour the optimisation of 

resource (Bright 2015), but they also positively affect the individual criminal career by 

consolidating their criminal repertoire (McGloin and Nguyen 2014). Therefore, the idea 

of criminal capital seems to fit here perfectly (McCarthy and Hagan 1995). Joint 

activities are the optimal channels that provide opportunities to individuals to enhance 

their roles as operatives (Baron and Tindall 1993), becoming proactive (Sarnecki 1990, 

2001) and gaining the necessary ‘know-how’ expertise and practical capabilities to 

carry out violent attacks (Forest 2008; Gerdes et al. 2014; Kenney 2008). In other 

words, it seems that the type of information, such as functional abilities (making a 

bomb), knowledge of the internal hierarchy, or assuming a role (becoming suicide 

bomber) affects the mechanisms of criminal capital dissemination, and the individuals’ 

possibilities to assume central roles in this process dissemination. 
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6.7 Conclusions 

In Chapter 6, I firstly explored the potential use of the BDLG by applying it to a real 

longitudinal covert network, the Noordin Top network. After comparing the genuine 

two-mode network with the one-mode projection of it, I provided some narrative 

explanations of individuals’ turnover on the basis of what reported in the International 

Crisis document. The BDLG offered a better understanding of when individuals started 

to act differently, resulting in a noticeable change in the patterning of social 

interactions. Secondly, the analysis of cohesive subgroups explored the presence of 

overlapping bi-cliques by recalling the ideas in the previous Chapter 4. The bi-clique 

analysis resulted in a better image of who individuals consistently collaborated over 

time and when these collaborations occurred. Thirdly, measuring centrality applied the 

method proposed in Chapter 5 for quantifying the amount of practical knowledge 

individuals gather through hands-on experience and by interacting with others. Results 

seemed to be consistent with the hypotheses present in the literature. Starting with these 

results, in the next chapter, I discuss some further methodological implications for the 

analysis of temporal networks.  
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Chapter 7  
Conclusions and Future steps 

 

 

 

7.1 Introduction 

This chapter provides a critical review of the methodological SNA developments 

suggested in this thesis. I discuss the main outcomes in the light of the potential 

advances made for the analysis of two-mode temporal networks, with a particular focus 

on covert networks. In addition, I highlight the directions of further potential analyses, 

before arriving at the conclusion of this thesis. 
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7.2 Summary of the Methodological SNA approaches 

7.2.1 The bi-dynamic line-graph representation 

The BDLG allows us to embed the time dimension in the network data representation. 

Based on graph theory, the proposed method combines the line-graph projection of a 

bipartite network with the temporal dimension of events. The BDLG configuration is 

characterised by two sets of ties, reciprocal and unidirectional. Reciprocal arcs connect 

adjacent nodes and depict individuals participating at the same event. Directed arcs, in 

turn, link nodes referring to a same actor attending different events over time. These 

nodes are sequentially ordered and linked by an arc that directly connects the previous 

node to the following one. Therefore, one can see every individual as characterised by a 

chain of nodes. Whereas reciprocal ties capture the extent of the individual’s propensity 

to collaborate, directed ties follow the individual’s participation in events over time. 

Moreover, the BDLG allows the representation of two time dimensions: the temporal 

proximity and the temporal sequence. The temporal proximity is based on the idea of 

collaboration. It shows who attended an event with whom and it assumes that during 

these goal-oriented face-to-face interactions individuals collaborate to each other. The 

temporal sequence relates to, instead, the sequence of events in which individuals took 

part. Based on the idea of growth, the temporal sequence highlights the consistency of 

people’s involvement in events over time. In other words, this time dimension illustrates 

if individuals’ co-participation is stable (or instable) over a certain period of time.  

By comparing the BDLG configuration for an example dataset with its two-mode 

representation and its one-mode projection, I propose that the BDLG offers some 

advantages. This data representation better reveals the evolution of individuals’ 

engagement in events because it clearly displays who acted, with whom, when it 

happened, and for how many times. Conversely, the static two-mode network 

representation omits temporal information and the binary one-mode projection does not 

capture the extent to which individuals attended events together. The BDLG represents 

the evolution of the given network as it develops without dividing the whole time period 

into cross-sectional snapshots, an operation that requires the researcher making an 

arbitrary decision.  

The BDLG representation is also relevant when accounting for the duality between 

individuals and events. As outlined in Chapter 3, social scientists have become more 
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concerned with considering individuals and events as equally important than in the past. 

Since with the BDLG it is possible to get an idea of the progression of events and to 

consider when those events occurred, the focus on the event level is consistent with the 

network visualisation in itself. In addition, this representation seems also to extend the 

concept of time in a wider conceptualisation. By highlighting which are the events that 

trigger people collaboration more than others, the BDLG would take on new meanings 

to those events so as to consider them more important than others. This additional 

meaning to some events with respect to others expands the concept of time because it 

results in something more than just a progression of equally important events along a 

temporal line. 

At this point, further work is needed to fully leverage the benefits of the BDLG. 

Standard SNA measures are not necessarily meaningfully defined on the BDLG. In 

Chapter 5 I have demonstrated one example of how one standard measure, centrality, 

may be redefined for the BDLG from first principles. Furthermore, efficient graph-

drawing algorithms, similar to those available in current SNA packages, need to be 

developed. These visualisation techniques need to respect both the temporal proximity 

as well as the temporal sequencing
13

. 

In order to evaluate the BDLG, I applied this representation to a real-world covert 

network. Composed of 79 individuals attending 50 events, including planning meetings, 

bombing attacks and training camps, this network relates to Noordin Mohammed Top, 

who was responsible for several bombing attacks in Indonesia, and his inner circle. 

Here, the property of temporal proximity represents individuals’ collaboration under 

secrecy, whereas the temporal sequence concerns with the temporal progression of 

individuals’ engagement in illicit activities. Despite that the one-mode projection brings 

to light some formal properties, e.g. Noordin’s centrality and the presence of clusters 

within the network, Noordin’s BDLG offers a greater improvement when representing 

the delinquent careers of militants. Moreover, this graph returns a visual idea of 

Noordin’s tactic by following the discourse of the duality between individuals and 

events. In particular, it reveals the accomplices who helped Noordin more than others 

and gives us an idea of his efforts in recruiting and putting together the appropriate team 

before each attack. Despite the individuals’ turnover, the BDLG identifies three 

different phases, each related to a specific bombing event. In each case, Noordin 

                                                 
13

 Skye Bender-deMoll has developed a prototype R-package for visualizing the BDLG follow our 

discussions at Sunbelt XXXVI (Bender-deMoll 2016) 
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strengthen ad hoc alliances with specific sub-groups of people. For example, for the first 

attack, Noordin relied on individuals belonging to the JI command. Subsequently, for 

the other two attacks, he altered his strategy by recruiting friends of friends through his 

personal network. Some individuals were likely to be connected either because they 

knew one another from past experiences, or because they were only one step removed 

from, if not directly linked to Noordin. In addition, the focus on the event’s level 

provides information about the typical path that Noordin took in each phase, mapping 

out three different facets of his trajectory. Before an attack, he used to organise 

meetings, mainly operational, which were generally followed by strategic trainings. 

 

7.2.2 Bi-clique analysis for two-mode networks 

From a methodological point of view, SNA studies have measured cohesion in terms of 

density of ties, the degrees and the distances of nodes, either with respect to the whole 

network, or to small portions of it such as communities and sub-groups. Detecting 

communities within a network is a different way to represent the idea of cohesion. In 

this case, scholars analysed whether or not the given network presents dense areas of 

ties. To capture the presence of cohesive subgroups there are several SNA measures, 

e.g. n-cliques, k-core and k-plex, mainly based on node distances and node degrees. The 

present work offers a contribution in terms of the way it considers the presence of 

cohesive sub-groups for two-mode temporal networks. 

Here, the concept of cohesive subgroups is conceptualised by referring to the frequency 

of individuals’ interactions. I hypothesise that individuals attending events together are 

more likely to become friends and strengthen their relationships. Considering the 

frequency of interactions as a possible index of the quality of the relationships is not 

new. Granovetter’s most famous work (1973) suggested that two individuals have 

strong ties if they repeatedly interact with each other. Similarly, I suggest that the more 

individuals co-participate in events, the more likely they are to get closer and, perhaps, 

share a certain feeling of belongingness and reciprocal attraction, from which they may 

have mutually chosen as accomplices on purpose.  

Although we cannot probably generalise that intimate ties necessarily emerge from 

repeatedly interactions (Freeman 1992: 163), there are cases in which individuals are 

not subjected to evident constraints. In these cases, it might be reasonable to think that 



191 

 

data can effectively capture patterns of voluntary interactions and to consider interaction 

frequencies as a valid index of social affiliation (Freeman 1992). Therefore, individuals’ 

co-attendance to events can reflect a sort of cohesiveness and feelings of mutual 

attraction that lead individuals coordinate their actions (Feld 1981). As such, co-

participation in events can also be interpreted as an index of the existence of stable 

relationships among individuals. In addition, those close relationships provide a fertile 

ground for nurturing individuals’ abilities and performances because through face-to-

face interactions people share information, knowledge and expertise (Coleman 1988). 

Thus, we conclude that cohesive subgroups can represent people’s tendency to 

coordinate their actions and their willingness to collaborate. 

In order to evaluate to what extent a two-mode network is characterised by close and 

stable partnerships, I analyse the presence of overlapping bi-cliques by searching for at 

least three actors attending at least three events (3,3). The bi-clique analysis applied to 

the example dataset results in a list of overlapping bi-cliques. These configurations 

reveal which individuals were the most collaborative and the point in time in which 

these collaborations occurred. By highlighting which individuals were present in many 

bi-cliques, the technique seems to capture the pattern of individuals’ collaboration over 

time and identify the most stable partnerships. In addition, since the analysis also 

reported which were the most shared events, it is possible to identify the events that 

assumed a central role. This result is of importance to capture the duality of the two 

entities composing the network, in line with Breiger's (1974) assertions. Searching for 

bi-cliques guide researchers to considering both individuals and events as equally 

important.  

The application of the proposed method for extracting bi-cliques to Noordin Top 

network followed the review of the literature on the property of cohesion and cohesive 

subgroups in the field of covert networks. This review highlighted some ambiguities in 

defining the property of cohesion, perhaps, due to the fact that authors did not actually 

specify how the level of cohesion is affected by the individuals’ need to remain in 

secrecy. In general, the bulk of criminological research in the field mainly referred to 

co-offending networks. By relating the tendency to co-offend to individuals’ roles and 

personal characteristics such as gender, age, and ethnicity (Carrington 2011; Mastrigt 

2014; Pettersson 2003; Sarnecki 2001), criminologists suggested that co-offending 

partnerships do not last for long (Tayebi and Glasser 2012), and that the act of 

committing crimes with similar accomplices is an isolated phenomenon rather than a 
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systematic principle (Yablonsky 1959, Warr 1996). This research appeared restricted to 

the use of one-mode data representation, limited in the data collection strategies and, to 

some extent, characterised by the lack of temporal information. Here, I employ the bi-

clique analysis strategy previously discussed in order to understand how local clustering 

works under covertness and whether or not covert networks maintain stable (or flexible) 

partnerships of collaboration.  

The idea of cohesion is related to how often individuals act with their usual partners in 

crime to accomplish several activities. I consider individuals who have participated 

together in consecutive crime events close to each other. By following the literature, my 

hypothesis is that covert networks would only manifest a low incidence of co-offending 

partnerships. Individuals are more likely to have different accomplices in order to 

reduce their visibility. If individuals do not co-offend with the same accomplices, I 

expect to find a low concentration of bi-cliques, and, if any, they only comprise few 

individuals and few events.  

The analysis of the presence of cohesive subgroups in the Noordin Top network is 

conflicting with the above hypothesis. Despite that the low concentration of (3,3) bi-

cliques might be consistent with the claim of a low co-offending tendency, the picture 

changes completely when I look at (2,3) bi-cliques. Actors that were previously engaged 

in training camps were more likely to collaborate and attend planning meetings later in 

time. Noordin Top maintained few stable partnerships along the entire time window, 

although he changed partners depending on the tasks and the bombing attacks that he 

was planning. Moreover, the (2,3) bi-cliques analysis reveals the importance of the 

Australian Embassy bombing attack as a goal-driven action that justifies individuals’ 

co-participation in previous events. This bombing event is contained in several bi-

cliques as one of the last events that a number of pairs of individuals attended after other 

previous meetings and trainings leading up this attack. As such, it can be concluded that 

the Australian Embassy bombing incentivised people’s collaboration more than other 

event.  

The resulting higher incidence of two individuals doing at least three events together 

rather than three individuals doing three events can, perhaps, offer new insights. Not 

only does it confirm the more common occurrence of dyads than triads (McGloin and 

Nguyen 2014), but it also suggests that individuals might tend to rely on the same 

partners during the period. Previous relationships appear to activate the mechanism of 
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recruitment since two individuals are more likely to collaborate if they have already 

collaborated in the past. These collaborations incentivise the reciprocal trust and it is on 

this basis that individuals negotiate their reciprocal roles and their contributions to carry 

out the action. Different from the idea that considers individuals maximising their 

secrecy by reducing communications and avoiding consistent co-participation in events, 

it seems that, in turn, individuals maintain their secrecy and reduce their risks by relying 

on the same persons over time. Perhaps, stable partnerships of collaboration 

compensated the costs of changing accomplice and of establishing new trusty 

relationships.  

 

7.2.3 Knowledge of experience centrality measure 

Centrality is a common concept in SNA. Authors have typically attributed the centrality 

of individuals to their personal prestige, visibility, leaderships, and authority. 

Traditionally, centrality takes on different meanings depending on the context. From a 

methodological point of view, the range of available centrality measures is extensive 

and different measures are used to test different hypotheses. Measuring centrality is a 

growing stream of research and there have been several contributions in order to 

quantify the prominence of individuals involved in flows of material and non-material 

things. As outlined in Chapter 5, despite several attempts in providing better induced 

centrality measures, there still exist several issues to be addressed that require an 

adjustment of these measures.  

Firstly, as suggested by Borgatti (2005), the available centrality flow measures do not 

always take into account the nature of flows. The rationale is that things do not flow in 

the same manner, e.g. books, or money are exchanged differently from information or 

gossip, and, as such, the application of one measure may be inappropriate in another 

case. This is because either some measures do not have an initial and final target point 

as easy to identify, require an initial and a final target, or those measures are based on 

shortest paths, but, as per information flowing, not always the flow follows optimal 

paths. Secondly, these measures do not take into account intermediary positions, 

especially in the case of information flows. Here, the point is that individuals posited 

along the chain change the information received before to pass it on to someone else. 

Intermediaries need to be included in the measurement either by considering the number 

of people in the chain, meaning the length of the path, or by quantifying how 
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intermediary individuals affect the flow. Thirdly, measuring centrality in two-mode 

networks is fraught with challenges. Despite the idea of dependency between 

individuals and events has been recognised as an issue (Faust 1997) and that attempts 

have been made to account for this (Everett 2016; Everett and Borgatti 2013), further 

research is needed to effectively assess the application of standard centrality measures 

for two-mode networks. Finally, the last issue considers the lack of approaches for 

measuring centrality in longitudinal networks. By adding time information it would be 

possible to consider also when individuals have actually been involved in those flows.  

Chapter 5 proposes a new measure of centrality designed to quantify individuals’ 

prominence in the flow of knowledge dissemination. This measure is designed to tackle 

some of the issues mentioned above. The measure assumes that individuals attending 

events over time acquire knowledge that can, potentially, be passed on other individuals 

through the processes of giving and receiving information activated by face-to-face 

interactions. Starting from the BDLG configuration, the calculation considers all 

possible paths between pairs of vertices for each event by following reciprocal ties. In 

essence, this measure of centrality asks how much knowledge gained from past 

experiences an individual will pass to someone else during an event. The calculation 

results in two different rankings: the first indicates which individuals are central by 

considering the process of giving information to someone else, whereas the second one 

represents individual’s position of centrality with respect to the process of receiving 

information from others. The application of this knowledge flow centrality to the 

example data set provides the ranking distribution of vertices, and gives us an idea of 

which nodes mostly benefitted from flow of knowledge and which one, in turn, mainly 

contributed to the spread of information.  

Referring to the specific case of covert networks, the present work offers a contribution 

to the understanding of how the mechanisms of tacit knowledge transfers work within 

these networks. Research on social networks and crime suggests that the process for the 

acquisition of skills and competencies by individuals involved in criminal groups 

happens through two, often complementary, routes. The first one concerns the process 

of learning by doing, through ‘hands-on contacts’, while, the second one refers to the 

transmission of practical abilities from some experienced people who act as mentors and 

pass their knowledge to new members. Specifically, this discourse refers to the issue of 

the diffusion of criminal capital, consisting of specific skills and competences that need 

to be passed on and that have the potential for enhancing the delinquent career of 
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individuals (Bright 2015; Forest 2008; McCarthy and Hagan 1995; McGloin and 

Nguyen 2014). It is suggested that face-to-face interactions occurring through joint task 

activities provide the opportunity to learn from other people’s experiences and 

strengthen people’s abilities in accomplishing their intents (Gerdes et al. 2014). In 

general, this research offered solid theoretical explanations for the transmission of 

knowledge among criminals but, without looking closely at those dynamics, it leaves 

unsolved the problem of quantifying how it is that delinquents share information and 

abilities to effectively carry out illicit actions. To date, this research has either implicitly 

assumed expertise sharing within complementary processes (e.g. co-offending 

partnerships) or measured it only indirectly by assuming that criminals economically 

advantaged by their illicit activities were more likely to have a mentor and instructor. 

The absence of specific instruments for quantifying the knowledge sharing can, perhaps, 

negatively bias the effective knowledge of the mechanism of criminal capital 

dissemination. Only by reviewing the body of research on criminal capital and 

examining both processes of knowledge dissemination and acquisition, we can untangle 

the mechanisms behind the formation of criminal capital.  

In order to align the conceptual framework of the knowledge flow centrality measure to 

the specific case of covert networks, I first assume that any delinquent could potentially 

acquire this knowledge since there are not any access barriers that limit the participation 

of individuals. Second, I suggest that face-to-face interactions occurring during joint 

criminal activities trigger individual’s collaboration. Third, I consider these actors 

highly motivated in absorbing this tacit knowledge in order to develop their skills and, 

finally, since it is assumed that individuals do not learn a same thing twice, I also 

suggest that the more individuals participate in joint tasks, the more they learn. Events, 

in turn, are considered not overlapping in time and it is also assumed that an actor is 

only able to be in one place at any one point in time.  

The consistency of this measure is explored through its application on a real-world data. 

The proposed knowledge centrality flow applied to Noordin Top network resulted in 

two rankings of individuals whose positions not only were in line with the background 

knowledge of the network, but they seemed also going to the direction of supporting the 

main hypotheses in the literature. By looking at individuals’ roles, the understanding of 

the ranked results of knowledge receiving appeared clear. Knowledge giving scores 

correspond to individuals with strong abilities and skills that also assumed influential 

roles. Knowledge receiving results provide substantial evidence that expert individuals 
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offer a fundamental contribution to the improvement of the actors’ criminal careers 

because the mentors provide to apprentices the necessary ‘know-how’ practical 

knowledge. The most important individuals in knowledge giving were Noordin Top and 

his closest operatives. They made consistent contributions to the execution of the 

bombing attacks by virtue of their knowledge in bomb making and in training suicide 

candidates. Similarly, the most central individuals in knowledge receiving were the ones 

who absorbed the most critical knowledge and became suicide bombers, bomb makers 

and, to less extent, information couriers. This outcome confirms the importance of the 

type of information shared in determining individual’s centrality. In essence, it seems 

that the type of information, e.g. functional abilities (making a bomb), knowledge of the 

internal hierarchy, or assuming a status (becoming suicide bomber) can affect the 

mechanisms of criminal capital dissemination. 

 

 

7.3 Future Steps 

In this section I discuss some possible future research that could be undertaken. The 

first section refers to issues of comparing centrality measures, whereas the second 

paragraph expands on a tentative approach to elaborate the bi-clique analysis by using 

conditional uniform distributions.  

 

7.3.1 Comparing centrality measures 

The aim of this research agenda is to detail the difference between the proposed 

measure of knowledge flow centrality and the traditional, well-known, Freeman’s 

betweenness centrality (1979). The proposed measure gives us an idea of which actors 

are central in the flow of knowledge dissemination essentially by looking at the paths 

among vertices. I consider betweenness centrality as the closest parent to the knowledge 

flow centrality.  

The idea of comparing ranking outputs of centrality measures is not new. An example 

of this type of research is the work of statisticians in which scholars compared the 
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centrality of a given network to that of simulated graphs. These studies focused on 

determining the heterogeneity of the points in a graph by looking at the variance of their 

degree centrality distribution (Snijders 1981) by using random graphs with the purpose 

of defining the benefits of using one or another test of centrality (Tallberg 2000, 

Hagberg 2000).  

Other attempts present in the literature went, instead, in the direction of comparing 

different centrality measure distributions given the same graph. A classic example is 

represented by the work of Stephenson and Zelen (1989). Here, the authors compared 

the ranking distributions of what they called information centrality with the traditional 

degree, betweenness and closeness centralities. Successively, Newman (2005) did a 

more sophisticated assessment in that sense. He compared the betweenness values 

calculated using shortest paths with flow centrality and his proposed random-walk 

centrality measure by approaching the issue in a more statistical way, meaning 

evaluating if those measures were statistically correlated. The correlation tests adopted 

here refer to Pearson and Spearman’s correlation coefficients that measure the statistical 

association between the two variables under investigation. These standard procedures 

are used in the sense to assess whether there is a significant relationship between the 

two centrality distributions.  

In the present research agenda, firstly, I compare the ranking distributions of Freeman’s 

betweenness, with knowledge giving and knowledge receiving results of Noordin Top 

network. Secondly, I calculate the correlation coefficients among those measures. In 

what follows, I report the results, after specifying how I actually calculated the 

betweenness centrality.  

In order to have comparable results, the betweenness needed to be computed starting 

from the BDLG representation or the line-graph of Noordin Top network.  

By construction, the line-graph presents more geodesics than the BDLG that reduces 

ties among vertices in order to keep the temporal progression. The betweenness score 

calculated for the line-graph configuration results in a reduction of the final scores for 

each vertex. Thus, I decided to compute the betweenness centrality starting from the 

BDLG configuration. Then, the values obtained for each node referring to the same 

actor have been added together in order to have a unique score for each actor. 
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By looking at the ranking distributions and the correlations, it seems that those 

centrality measures effectively provided different diagnostics of individual’s centrality. 

The rankings of the Freeman’s betweenness, knowledge giving and knowledge 

receiving exhibit some discrepancies, as can be noticed in table 10. Noordin Top (59) is 

the top vertex for knowledge giving and betweenness, but not for knowledge receiving. 

For lower ranking individuals, the rankings seem to be different, suggesting that the 

three measures actually report different results. With the exception of actor (23), who 

similar to Noordin has high knowledge giving and betweenness, the principal 

discrepancy is that the vertices with higher betweenness are only placed after the first 

dozen in the other two rankings. Overall, it seems difficult to identify any patterns that 

explain the different distributions of rankings because either actors who have high 

scores in betweenness centrality assume a lower position in the remaining distributions, 

or, vice versa, actors with low betweenness scores have lower positions within 

knowledge giving and knowledge receiving distributions, e.g. (18), (77), (73), (68).  

 

Table 10   Comparison of centrality measures  

 

ID Knowledge 

GIVING  

 ID Knowledge 

RECEIVING  

 ID Betweenness 

BDLG 

59 339.624  64 103.515  59 14207 

23 294.187  18 103.457  23 9093 

45 293.108  50 103.142  53 4055 

77 129.65  24 102.561  70 2787 

72 103.599  46 101.654  35 2761 

61 101.373  69 100.999  28 2449 

37 77.076  23 94.043  75 2285 

33 75.03  59 90.089  45 1775 

51 74.916  13 88.427  4 1577 

8 74.041  60 87.854  8 1420 

38 66.422  47 80.04  13 1287 

4 61.151  53 74.278  68 1152 

70 58.847  26 71.504  24 1102 

66 49.241  39 70.105  43 1102 

53 47.676  35 68.761  21 1085 

13 47.589  45 67.206  29 947 

19 47.269  12 63.152  60 944 

73 47.173  42 63.152  33 891 
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74 47.14  25 63.132  51 891 

43 46.165  10 62.999  72 841 

68 44.042  73 62.088  34 778 

2 43.205  19 62.065  65 756 

40 42.87  74 62.056  38 708 

60 40.613  68 62.039  46 645 

21 38.405  38 61.919  66 556 

46 29.407  43 61.82  19 489 

44 29.017  8 61.192  37 375 

7 25.06  37 61.037  73 375 

26 24.101  77 59.951  74 350 

24 22.08  21 43.444  77 253 

35 19.534  66 39.901  44 223 

10 18.772  16 38.889  40 219 

75 16.442  70 31.107  26 144 

65 16.34  4 17.67  61 143 

34 16.291  36 17.435  1 134 

28 16.29  29 17.421  2 108 

36 16.143  78 13.93  3 63 

29 16.046  7 13.019  5 56 

78 12.99  61 11.219  6 52 

50 9.248  44 10.968  7 52 

69 7  52 10.909  9 22 

18 3.5  71 10.898  10 9 

64 3.5  67 10.872  11 9 

16 0.5  22 10.869  12 1 

1 0  51 9.923  14 0 

3 0  33 9.908  15 0 

5 0  72 9.418  16 0 

6 0  11 7.48  17 0 

9 0  28 7.009  18 0 

11 0  75 7.009  20 0 

12 0  49 6.396  22 0 

14 0  34 5.878  25 0 

15 0  65 5.864  27 0 

17 0  17 3  30 0 

20 0  41 3  31 0 

22 0  2 3  32 0 

25 0  40 2.5  36 0 

27 0  1 0  39 0 

30 0  3 0  41 0 

31 0  5 0  42 0 

32 0  6 0  47 0 
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39 0  9 0  48 0 

41 0  14 0  49 0 

42 0  15 0  50 0 

47 0  20 0  52 0 

48 0  27 0  54 0 

49 0  30 0  55 0 

52 0  31 0  56 0 

54 0  32 0  57 0 

55 0  48 0  58 0 

56 0  54 0  62 0 

57 0  55 0  63 0 

58 0  56 0  64 0 

62 0  57 0  67 0 

63 0  58 0  69 0 

67 0  62 0  71 0 

71 0  63 0  76 0 

76 0  76 0  78 0 

79 0  79 0  79 0 
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Moving on, the results of Pearson (r) and Spearman (rho) correlation tests are reported 

in the next figure below. If betweenness highly correlates with knowledge giving and 

knowledge receiving scores, all these measures can be considered similar. This 

reasonably means that the well-known Freeman’s betweenness and the knowledge flow 

centrality measure capture analogous social mechanisms. In figure 30, I show the scatter 

plots of betweenness versus knowledge giving (a) and versus knowledge receiving (b) 

for Noordin Top network. The figure reveals that whereas knowledge giving highly 

correlates with betweenness (r = 0.78 and rho = 0.81), the knowledge receiving, on the 

contrary, is only moderately correlated with it (r = 0.33 and rho = 0.41). Thus, in 

general, nodes with low betweenness tend to have also low knowledge giving, but, 

potentially, they might have high knowledge receiving. It seems that betweenness fails 

to give high scores to vertices with higher, but not the highest, knowledge receiving 

results. This reflects the intuition that the knowledge flow centrality measure captures 

different relational activities compared to the Freeman’s betweenness.  

 

 

Figure 300   Scatter plots of the Knowledge giving against Betweenness (left) and 

knowledge receiving against Betweenness (right). The red lines indicate the best linear fits 

in each case, and the Pearson and Spearman’s correlation coefficients, respectively (r) and 

(rho), are indicated on top of each figure.  
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The possible conclusion is that, on the one hand, knowledge giving could, perhaps, be 

considered as a measure of centrality similar to the betweenness. On the other, 

knowledge receiving is potentially quantifying something different, thus justifying the 

utility of this measure.  

These results appear quite promising. However there are a few issues that future studies 

may address. First, knowledge receiving and knowledge giving could be compared to 

other centrality measures, also relatives of betweenness, such as, for example, beta 

centrality, random-walk measure and dual-projection flow betweenness (Everett 2016). 

Additionally, a second line of reasoning could involve the use of the positional 

approach proposed by Brandes (2016), in order to consider knowledge giving and 

knowledge receiving two different dimensions simultaneously taken into account. 

Finally, it remains to see how well knowledge giving and knowledge receiving perform 

in terms of robustness to random errors and sensitivity variations among different 

networks, as Costenbader and Valente did in their study (2003).  

 

7.3.2 Further statistical analyses 

In what follows, I seek to examine some bipartite relational data structures of the 

Noordin Top network. More specifically, the present research agenda aims to examine 

counts of (2,2) and (2,3) bi-clique configurations in the Noordin Top two-mode network 

by applying a more statistical approach, asking whether some patterns of linkages can 

effectively be considered internal properties of the given network. (Refer to section 

4.3.2 for a description of bi-cliques).  

Bi-cliques (2,2) and (2,3) indicate the extent to which individuals tended to co-offend 

two or three times
14

. This research strategy implies the comparison between the results 

observed in the real network against the results obtained when random networks with 

similar characteristics to the given one are simulated. Examples of the use of this 

approach include Moreno and Jennings (1938), Pattison et al. (2000), Watts (1999), to 

name a few, for one-mode networks and, more recently, Robins and Alexander (2004) 

for bipartite graphs. Similar to what Robins and Alexander did in their work, by 

                                                 
14

 This analysis counts the multiplicities (UCINET did not) wherefore the numerical values of (2,3) bi-

cliques differ from the previous analysis. 
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comparing the given network against the simulations, I examine the statistical 

significance for the pattern of co-offending within the observed networks.  

In particular, the simulation strategy adopted here corresponds to the conditional 

uniform distribution that simultaneously conditions on the indegree and the outdegree of 

the graph (see Wasserman 1977; Wasserman and Faust 1994:550, for a more formal 

description of this approach). Since we have two different sets of ties, individuals and 

events, the application of this conditional uniform distribution allows controlling for the 

degree of each vertex for both entities to be equal to the observed bipartite graph before 

generating random graphs
15

. Broadly, the process simulates a distribution of random 

graphs conditional on the constraint that the degrees of all nodes are the same, here with 

the aim of testing if the tendency to co-offend in the observed graphs is statistically 

significant, through assessing whether the observed count of co-offending partnerships 

are likely to occur by chance.  

I examine either if the number of bi-cliques in the observed graph is higher than the 

corresponding number obtained by calculating those configurations in the random 

simulations or, if the number of bi-cliques in the real networks is lower than the 

simulations. In these cases, the analysis of bi-cliques is statistically significant and both 

findings would support the idea that joint task activities with same accomplices reflect 

some sort of internal mechanisms that might require further investigations. I report the 

standardised z-scores for the observed statistics based on the mean and the standard 

deviation from the simulated distributions for each given graph. If the z-scores are 

positive, it indicates the presence of high clustering within the observed graph. 

Conversely, negative z-scores mean a low clustering tendency.  

High clustering depicts the presence of collaboration mechanisms among individuals 

and suggests that they do tend to co-offend due to several reasons, e.g. role’s division, 

trust, or, perhaps, a common shared aim. A significant number of co-offending 

partnerships might also mean that individuals do have the tendency to collaborate when 

carrying out crime offences over time because the costs of co-offending with the same 

accomplice is lower than the costs of establishing new trust relationships. Low 

clustering, in turn, supports the hypothesis that co-offences less likely to occur than solo 

                                                 
15

 The strategy simulated 10,000 networks given the constraints for the real graph. The algorithm is 

based on Roberts (2000) Markov chain Monte Carlo scheme with a thinning designed to reduce 

correlation between sample points. Here every 2000
th

 graph was used. Dr Johan Koskinen deserves 

credits for writing the command line for detecting bi-cliques configuration in R program. 
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offences and it might reflect the presence of different best practices among individuals. 

Finally, when the number of bi-cliques is close to the simulations (z-scores close to 0), 

it means that the bi-cliques present in the given graph are actually similar to what it 

would happen completely random, meaning the importance of bi-clique configurations 

for actually explaining the structural properties of the given network can be reduced. 

Figure 31 shows where the observed (2,2) and (2,3) bi-clique statistics are posited (red 

points) compared to the simulated distributions. Table 11 reports the observed 

distributions of (2,2) and (2,3) bi-cliques for Noordin network and reports the 

standardised z-scores for the observed values of bi-cliques based on the mean and the 

standard deviation from the simulated distributions. 

 

 

Figure 311   Noordin Top (2,2) bi-cliques distribution (right panel) and (2,3) bi-clique 

distribution (left panel), compared to conditional random graph distribution. The red dots 

corresponds to the values for the given network 
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Table 11   Graph statistics for Noordin networks. (Counts of configurations in the 

observed networks, means and standard deviations for the simulations: standardised z-

score for the observed values) 

 Statistics Observed Simulated 

distribution 

Z-score 

Noordin Mohammed Top 

terrorist network 

(2,2) bi-cliques 

 

184  117.4 (19) +3.59 

 (2,3) bi-cliques 

 

105  53 (25) +2.09 

 

 

Table 11 suggests that the Noordin Top network differs from the conditional random 

distributions since z-scores are statistically significant. In particular, this appears 

especially true for the (2,2) bi-clique configurations, where, in turn, (2,3) are lower. It 

seems that the observed bi-cliques are not only due to the constraints adopted by the 

simulation strategy, but they reflect other social processes. Since there are many more 

(2,2) and (2,3) bi-cliques than expected from the simulated graph distributions, we 

might infer that, at the global level, individuals tend to have accomplices more than 

what would occur by chance, given the popularity of events and activity of actors.  

The significant number of partnerships composed of two individuals attending three 

events together seems to provide substantial evidence in that direction, stressing the fact 

that individuals tend to co-offend with the same person consistently over time, rather 

than changing partner. This result may offer new insights. It seems to suggest that 

offenders tend to co-offend with the same accomplice no matter the possible 

consequences. These findings might reinforce the idea that actors tend to collaborate 

over time and be engaged in actions with someone that they already know.  

Perhaps, this is in contrast to previous research in which authors speculated about which 

the effective consequences of the need for secrecy are. While it has been suggested that 

individuals tend to maximise their secrecy by reducing communication and avoiding 

consistent participation in events, here there is the opposite trend. Individuals reduce 

their risks by relying on the same persons through time because maintaining stable 

partnerships of collaboration over time compensates the costs of changing accomplices 



206 

 

and activating new ties. These findings suggest that individuals do strengthen alliances 

over time and collaboration dynamics and co-offending partnerships are not extremely 

rare and changeable as it was expected.  

The main limitation of this study is in that it leveraged data from only one network, 

whereas the analysis could be applicable to a broader range of covert networks, of 

which results can be compared among them. I tend to believe that including events of 

different natures, e.g. covert meetings and episodes of violence, might affect the 

resulting presence of co-offending partnerships. For example, two-mode covert 

networks in which events not only refer to illegal activities and violent acts but also 

include meetings and planning activities present stronger cohesive dynamics than 

networks which only consider one type of events. This is because events as operational 

meetings might, perhaps, capture other internal network processes, regarding, for 

example, the transmission of information and tacit knowledge. Further analyses might 

go in that direction.  

 

 

7.4 Final Thoughts 

This thesis aimed to offer some methodological advances for analysing covert networks 

by applying SNA. The analysis of two-mode covert graphs revealed interesting features 

and properties of individuals’ affiliations under covertness and provided insights on 

how both individuals and events were influencing the network structure. The inclusion 

of the temporal dimension offered the possibility of adopting a more comprehensive 

theoretical framework in order to consider individual and event’s affiliations 

interdependent over time.  

This thesis expanded the analysis of bipartite covert networks by adopting several 

avenues to explore in this regard. The use of the BDLG started from the line-graph 

representation in order to incorporate time in a matrix and represent the temporal 

evolution of insurgent’s careers. Based on the affiliation matrices, the analysis of 

clustering through the bi-clique configurations offered an attempt to analyse the 

mechanisms of selection of criminal accomplices, while taking into account time. 
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Moreover, the knowledge flow centrality measure opened up a new way to quantify the 

transmission of information and investigate the formation of the criminal capital.  

There are several possible directions to further extend the proposed approaches. First, 

the BDLG data representation and the bi-clique analysis can be applied to other types of 

two-mode temporal criminal networks such as, for example, drug-cartels, co-arrests or 

Mafia networks. This could help in generalising the outcomes while controlling for 

different criminal contexts, and better specifying the role of secrecy in affecting people 

behaviours. Second, the analytical possibilities of BDLG representations are extensive 

but they are not fully exploited. Graph-drawing algorithms and SNA metrics need to be 

implemented for the specific use of this new representation. These developments might 

provide new insights for understanding of covert networks even further, by moving 

from an exploratory data analysis stage to a more substantial level of analysis. Third, 

the knowledge flow centrality measure presents opportunities for future hypothesis 

testing and theory’s development, enhancing the potential understanding of how crucial 

covert network properties interact with criminal capital diffusion. For example, it would 

be possible to evaluate how reciprocity – my mentor tends to share his knowledge with 

me as much as I am willing to learn from him –, and transitivity – the mentor of my 

fried is also my mentor –, affect the criminal capital diffusion. Finally, this thesis also 

illustrates the versatility of the proposed approaches in a broader range of settings as it 

could be, for instance, the collaborative partnerships in the academic community. To 

conclude, the proposed methodological advances seem to push innovative progress in 

the field of Criminology and open the way for further potential SNA research.   
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Appendix 

Table 1   From Network Questions to SNA indicators 

SNA Questions Concept Dimension 
(individual 

v/s whole 

network) 

property SNA indicators 

Who are the most 

central individuals 

within the network? 

centrality node’s 

position  
node’s 

centrality 
degree centrality 
betweenness 

centrality 
closeness 

centrality 
eigenvector 

centrality 
beta centrality (+/-) 
k-step reach 

centrality 
beta reach 

centrality 

To what extent the 

network is dominated 

by only few prominent 

individuals? 

centralisation structural/ 
whole 

network 

centralisation  degree 

centralisation 
betweenness 

centralisation 
closeness 

centralisation 

To what extent the 

network is 

characterised by a 

dense central core and 

a sparse periphery? 

core-

periphery  
structural/ 
whole 

network 

core-periphery 

structure 

configuration 

core-periphery 

model 

Is there any node 

acting as a bridge and 

connecting different 

part of the network 

otherwise 

disconnected? 

special 

positions, 

power, 

prestige, 

flows, social 

capital 

node’s 

position 
structural 

holes 
structural holes 

How nodes take 

advantages from 

occupying a certain 

position? 

special 

positions, 

power, 

prestige, 

flows 

node’s 

position 
brokerage G&F brokerage 

roles 

Are nodes occupying 

same structural roles 

and positions? 

nodes’s roles 

equivalence 
node’s 

position 
node’s 

similarity and 

substitutability 

structural 

equivalence 
blockmodeling 
regular 

equivalence 
REGE 

Is the network 

cohesive or 

fragmented?  

cohesion structural/ 
whole 

network 

density density 
average degree 
E-I index 

structural/ 
whole 

fragmentation size of the main 

component 
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network component ratio 
connectedness 

(fragmentation) 
compactness 
robustness 

To what extent 

relationships are 

reciprocal? 

reciprocity 
AB, BA 

as a self-

organisation 

process 

structural/ 
whole 

network 

reciprocity reciprocity 

To what extent nodes 

within the network 

are interrelated and 

the network is 

clumpy? 

transitivity 
AB, BC, 

AC 

structural/ 
whole 

network 

transitivity transitivity  
clustering 

coefficient 

(individual, 

overall) 
weighted overall 

clustering 

coefficient 

To what extent 

individuals within the 

network tend to 

operate in small 

groups? 

closure structural/ 
whole 

network 

triads triads census 

Is there within the 

network any groups of 

actors highly related 

to each other that 

could be considered as 

separated entities? 

cohesive 

subgroups 
structural/ 
whole 

network 

cliques 

overlapping, 

clustering 

cliques 
components 
factions 
 

 

The table summarises the most common network questions. For each question, it has 

been reported the corresponding network concept under investigation and the dimension 

of analysis. This dimension can be related to the individual or to the whole network’s 

perspective. For each concept and dimension of analysis I have also described the 

corresponding network property and, finally, the SNA indicators generally used to 

measure the given property.  
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Table 2   The ID of individuals in Noordin Top network 

ID Name ID Name ID Name 

1 Abdul Malik 28 Dulmatin 55 Munfiatun 

2 Abdul Rauf 29 Enceng Kurnia 56 Mus'ab Sahidi 

3 Abdul Rohim 30 Engkos Kosasih 57 Muzayin Abdul Wahab 

4 Abdullah Sunata 31 Fathurrahman al-Ghozi 58 Nasir Abas 

5 Abdullah Sungkar 32 Fathurrochman 59 Noordin Mohammed 

Top 

6 Abu Bakar Ba'asyir 33 Hambali 60 Purnama Putra 

7 Abu Dujanah 34 Hari Kuncoro 61 Qotadah 

8 Abu Fida 35 Harun 62 Rosihin Noor 

9 Aceng Kurnia 36 Hence Malewa 63 Said Sungkar 

10 Achmad Hasan 37 Heri Golun 64 Salik Firdaus 

11 Adung 38 Heri Sigu Samboja 65 Salman 

12 Agus Ahmad 39 Imam Bukhori 66 Saptono 

13 Ahmad Rofiq Ridho 40 Imam Samudra 67 Sardona Siliwangi 

14 Ahmad Sayid 

Maulana 

41 Iqbal  68 Son Hadi 

15 Ajengan Masduki 42 Iqbal Huseini 69 Subur Sugiarto 

16 Akram 43 Irun Hidayat 70 Suramto 

17 Ali Ghufron 44 Ismail 71 Tohir 

18 Anif Solchanudin 45 Iwan Dharmawan 72 Toni Togar 

19 Apuy 46 Jabir 73 Ubeid 

20 Aris Munandar 47 Joko Triharmanto 74 Umar 

21 Asep Jaja 48 Joni Achmad Fauzan 75 Umar Patek 

22 Asmar Latin Sani 49 Marwan 76 Umar Wayan  

23 Azhari Husin 50 Misno 77 Urwah 

24 Baharudin Soleh 51 Mohamed Ihsan 78 Usman bin Sef 

25 Chandra 52 Mohamed Rais 79 Zulkarnaen 

26 Cholily 53 Mohamed Saifuddin (alias 

Faiz) 

  

27 Dani Chandra 54 Muchtar   
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Table 3   The ID of events in Noordin Top network 

E1 October 1999 - Waimurat, Buru Training  

E2 October 1999 - Solo Course  

E3 from late 1999 until February 2000 - Mindanao Training 

E4 January 2000 - Mosque Bombing in Yogyakarta  

E5 01/08/2000 - Bombing Attack on Philippine Ambassador in Jakarta  

E6 24/12/2000 - Christmas Eve Bombings 

E7 30/12/2000 - Rizal Day Bombing (Dec 00) 

E8 May 2001 - Lobbying meeting. Loc; Air Kuning 

E9 01/08/2001 - Atrium Mall Bombing (Aug 01) 

E10 from August 2001 to September 2001 - Training  

E11 late 2001- early 2002 Ujung Kulon Training 

E12 August 2002 - Robbery To Raise Funds For Bali I 

E13 12/10/2002 - Bali I 

E14 from June 2002 to February 2003 - 03 Rois Training 

E15 early 2003 - Post-Bali Mil Refresh Training 

E16 06/05/2003 - Robbery of Medan Bank (May 03) 

E17 07/06/2003 - Noordin met the secretary of the central command in a hotel 

E18 from 03/07/2003 - Australian Embassy Religious Training 

E19 05/08/2003 - Marriott  

E20 late 08/2003 after Marriot bombing - 'Talked late into the evening in Bandung 

E21 September 2009 - Robbery of Mobile Phone Store in Pekalongan  

E22 18/11/2003 - At a prearranged spot in the city Mojoagung 

E23 2003 Mindanao Training 

E24 January 2004 Meeting to discuss electronics training, in Solo, Indonesia 

E25 from January 2004 to February 2004 Bomb Making training 

E26 After February 2004 'Meeting in Solo to discuss the protection of Azhari and Noordin 

E27 March 2004 'Region; Surabaya Location at a house owned by Abu Fida to develop 

concept for construction of a new Islamic boarding school 
E28 unkown - but possibly on 2004'Noodin met Rois in Ambon or Mindanao 

E29 April 2004 Meeting to request det cord, RP 500K and find possible suicide bombers. 

Loc; Surabaya 
E30 early May 2004'Urwah (has been) ordered to reestablish contact with Rois and 

determine his willingness to take part in Jihad - meeting with Rois 
E31 May 2004 - but after the meeting n.8' Delivery of a letter at Mosque in Solo 

E32 May 04 - Training 

E33 'from 05/2004 - Azhari Apprenticeship 

E34 26/05/2004 - Murder Of Palu Prosecutor Fery Silalahi (May 04) 

E35 from middle June 2004 to the 05/07/2004 - Bomb Making 

E36 22/06/2004 - 'In Surabaya. Discussion of readiness of three suicide bombers by Noordin 

E37 July 2004 West Ceram 

E38 09/09/2004 - Australian Embassy (Sep 04) 

E39 early 10/2004 - 'In Pekalongan Central Java, Noodin was tasking to lobby for a revolver 

E40 October 2004 - 'Arrangement of lodging for Noodin. Loc; Pekalongan 

E41 10/2004 - but after the meeting n.14 - 'Arrangement for a meeting between Noordin and 

Sunata. Loc; Pekalongan 
E42 no longer after mid-October 2004 - 'Discussion for a program of cooperation with 

KOMPAK. Loc; Pekalongan 
E43 10/2004 - but after the meetings n. 14,15,16 -'Set up a meeting between Noordin and 
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Sunata. Loc; Yogyakarta 

E44 early January 2005 - 'KOMPAK meeting - The big one. Loc; Kartosuro at Joko's House 

E45 May 2005 -'Recruitment of university student. Loc; Solo 

E46 16/05/2005 - Attack on Brimob Post in West Ceram (May 05) 

E47 June or July 2005 - 'Discussion to develop a computer networking cite. Loc; Pekalongan 

E48 September 2005Training for BALI II in "Selera" restaurant 

E49 October 2005 Course, Slopes of Mt Ungaran 

E50 01/10/2005 - Bali II 
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Table 4   Biclique (3,3) search output for Noordin Top Network 

       1 2 

       - - 

       1 2 

       - - 

       1 2 

       - - 

 1   1  0 0 

 2   2  0 0 

 3   3  0 0 

 4   4  0 0 

 5   5  0 0 

 6   6  0 0 

 7   7  0 0 

 8   8  0 0 

 9   9  0 0 

10  10  0 0 

11  11  0 0 

12  12  0 0 

13  13  0 0 

14  14  0 0 

15  15  0 0 

16  16  0 0 

17  17  0 0 

18  18  0 0 

19  19  0 1 

20  20  0 0 

21  21  0 0 

22  22  0 0 

23  23  1 0 

24  24  0 0 

25  25  0 0 

26  26  0 0 

27  27  0 0 

28  28  0 0 

29  29  0 0 

30  30  0 0 

31  31  0 0 

32  32  0 0 

33  33  1 0 

34  34  0 0 

35  35  0 0 

36  36  0 0 

37  37  0 1 

38  38  0 0 

39  39  0 0 

40  40  0 0 

41  41  0 0 

42  42  0 0 

43  43  0 0 

44  44  0 0 

45  45  0 1 

46  46  0 0 

 

47  47  0 0 

48  48  0 0 

49  49  0 0 

50  50  0 0 

51  51  1 0 

52  52  0 0 

53  53  0 0 

54  54  0 0 

55  55  0 0 

56  56  0 0 

57  57  0 0 

58  58  0 0 

59  59  0 0 

60  60  0 0 

61  61  0 0 

62  62  0 0 

63  63  0 0 

64  64  0 0 

65  65  0 0 

66  66  0 0 

67  67  0 0 

68  68  0 0 

69  69  0 0 

70  70  0 0 

71  71  0 0 

72  72  1 0 

73  73  0 0 

74  74  0 1 

75  75  0 0 

76  76  0 0 

77  77  0 0 

78  78  0 0 

79  79  0 0 

80  E1  0 0 

81  E2  0 0 

82  E3  0 0 

83  E4  0 0 

84  E5  0 0 

85  E6  1 0 

86  E7  0 0 

87  E8  0 0 

88  E9  0 0 

89 E10  0 0 

90 E11  0 0 

91 E12  0 0 

92 E13  1 0 

 

 93 E14  0 0 

 94 E15  0 0 

 95 E16  0 0 

 96 E17  0 0 

 97 E18  0 1 

 98 E19  1 0 

 99 E20  0 0 

100 E21  0 0 

101 E22  0 0 

102 E23  0 0 

103 E24  0 0 

104 E25  0 0 

105 E26  0 0 

106 E27  0 0 

107 E28  0 0 

108 E29  0 0 

109 E30  0 0 

110 E31  0 0 

111 E32  0 1 

112 E33  0 0 

113 E34  0 0 

114 E35  0 0 

115 E36  0 0 

116 E37  0 0 

117 E38  0 1 

118 E39  0 0 

119 E40  0 0 

120 E41  0 0 

121 E42  0 0 

122 E43  0 0 

123 E44  0 0 

124 E45  0 0 

125 E46  0 0 

126 E47  0 0 

127 E48  0 0 

128 E49  0 0 

129 E50  0 0 
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Table 5    Biclique (2,3) search output for Noordin Top Network 

        1  2  3  4  5  6  7  8  9 10 11 12 13 14 15 16 17 18 19 20 

       -- -- -- -- -- -- -- -- -- -- -- -- -- -- -- -- -- -- -- -- 

 1   1   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

 2   2   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

 3   3   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

 4   4   0  0  0  0  0  0  0  0  1  1  0  0  0  0  0  0  0  0  0  0 

 5   5   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

 6   6   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

 7   7   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

 8   8   0  0  0  1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

 9   9   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

10  10   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

11  11   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

12  12   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

13  13   0  0  0  0  0  0  1  0  0  0  0  0  0  0  0  0  0  0  0  1 

14  14   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

15  15   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

16  16   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

17  17   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

18  18   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

19  19   0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  0  0  0  0 

20  20   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

21  21   0  0  0  0  0  0  0  0  0  1  0  0  0  0  0  0  0  0  0  0 

22  22   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

23  23   1  0  0  0  0  0  0  0  0  0  0  0  1  0  0  1  0  0  1  0 

24  24   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

25  25   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

26  26   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

27  27   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

28  28   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

29  29   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

30  30   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

31  31   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

32  32   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

33  33   0  0  0  0  0  0  0  0  0  0  0  0  1  0  0  0  0  0  0  0 

34  34   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

35  35   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

36  36   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

37  37   0  0  0  0  0  0  0  0  0  0  0  0  0  1  1  0  0  0  0  0 

38  38   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  0  0  0 

39  39   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

40  40   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

41  41   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

42  42   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

43  43   0  0  0  0  0  0  0  0  0  0  1  0  0  0  0  0  0  0  0  0 

44  44   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

45  45   0  0  0  0  0  1  0  0  0  0  1  1  0  1  1  0  1  0  0  0 

46  46   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0 

47  47   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

48  48   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

49  49   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

50  50   0  0  0  0  0  0  0  1  0  0  0  0  0  0  0  0  0  0  0  0 

51  51   0  0  0  0  0  0  0  0  0  0  0  0  1  0  0  0  0  0  0  0 

52  52   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

53  53   0  0  0  0  0  0  0  0  1  0  0  0  0  0  0  0  0  0  0  0 

54  54   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

55  55   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

56  56   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

57  57   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

58  58   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
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59  59   1  1  1  1  1  1  1  1  0  0  0  0  0  0  0  0  0  0  0  0 

60  60   0  1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1 

61  61   0  0  1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

62  62   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

63  63   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

64  64   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

65  65   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

66  66   0  0  0  0  0  0  0  0  0  0  0  1  0  0  0  0  0  0  0  0 

67  67   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

68  68   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

69  69   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

70  70   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

71  71   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

72  72   0  0  0  0  0  0  0  0  0  0  0  0  1  0  0  0  0  0  0  0 

73  73   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  0 

74  74   0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  0  0  0  0 

75  75   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

76  76   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

77  77   0  0  0  0  1  0  0  0  0  0  0  0  0  0  0  0  1  1  0  0 

78  78   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

79  79   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

80  E1   0  0  0  0  0  0  0  0  1  1  0  0  0  0  0  0  0  0  0  0 

81  E2   0  0  1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

82  E3   0  0  0  0  0  0  0  0  0  0  1  1  0  0  0  0  0  0  0  0 

83  E4   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

84  E5   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

85  E6   0  0  0  0  0  0  0  0  0  0  0  0  1  0  0  0  0  0  0  0 

86  E7   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

87  E8   0  0  0  0  0  0  0  0  0  1  0  0  0  0  0  0  0  0  0  0 

88  E9   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

89 E10   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

90 E11   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

91 E12   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

92 E13   0  0  0  0  0  0  0  0  0  0  0  0  1  0  0  0  0  0  0  0 

93 E14   0  0  0  0  0  0  0  0  0  0  1  0  0  1  0  0  0  0  0  0 

94 E15   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

95 E16   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

96 E17   1  0  1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

97 E18   0  0  0  0  0  0  0  0  0  0  0  0  0  1  1  0  0  0  0  0 

98 E19   1  0  0  0  0  0  0  0  0  0  0  0  1  0  0  0  0  0  0  0 

99 E20   1  0  1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

100 E21   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

101 E22   1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

102 E23   0  0  0  0  0  0  0  0  1  0  0  0  0  0  0  0  0  0  0  0 

103 E24   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

104 E25   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  0  0  0 

105 E26   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

106 E27   0  0  0  1  1  0  0  0  0  0  0  0  0  0  0  0  0  1  0  0 

107 E28   0  0  0  0  0  1  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

108 E29   0  1  0  1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

109 E30   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  0  0 

110 E31   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  0  0 

111 E32   0  0  0  0  0  0  0  0  0  0  0  1  0  1  1  0  1  1  0  0 

112 E33   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  0  1  0 

113 E34   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

114 E35   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0 

115 E36   0  0  0  0  1  1  0  0  0  0  0  1  0  0  0  0  1  0  0  0 

116 E37   0  0  0  0  0  0  0  0  1  1  0  0  0  0  0  0  0  0  0  0 

117 E38   1  0  0  1  1  1  0  0  0  0  1  0  0  1  1  1  1  1  0  0 

118 E39   0  0  0  0  0  0  1  0  0  0  0  0  0  0  0  0  0  0  0  0 

119 E40   1  0  0  0  0  1  1  0  0  0  0  0  0  0  0  0  0  0  1  0 

120 E41   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1 

121 E42   0  1  0  0  0  0  1  0  0  0  0  0  0  0  0  0  0  0  0  1 



216 

 

122 E43   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

123 E44   0  1  0  0  0  0  1  0  0  0  0  0  0  0  0  0  0  0  0  1 

124 E45   1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

125 E46   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

126 E47   0  0  0  0  0  0  0  1  0  0  0  0  0  0  0  0  0  0  0  0 

127 E48   0  0  0  0  0  0  0  1  0  0  0  0  0  0  0  0  0  0  0  0 

128 E49   0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

129 E50   1  0  0  0  0  0  0  1  0  0  0  0  0  0  0  0  0  0  1  0 
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