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Abstract 
 
The University of Manchester 
Ailsa Bennett 
Doctor of Philosophy (PhD) in Molecular Cancer Studies 
Exploiting mitosis to improve anti-cancer strategies  
2016 
 
 Antimitotics are used in cancer chemotherapy for the treatment of 
cancers such as breast, ovarian, lung and prostate. Despite the success of 
agents such as Taxol, problems have emerged such as side effects, resistance 
and the lack of ability to predict patient responsiveness. As a result, a class of 
second-generation inhibitors have been developed with the aim to overcome or 
improve these issues. Such inhibitors target proteins and kinases involved in 
the control of mitosis and the cell cycle. However, these have yet to be clinically 
successful and therefore, this highlights the requirement for an increased 
understanding of the mitotic process and how antimitotics truly elicit their action. 
Reasons for the lack of efficacy may be due to the absence of biomarkers to 
stratify patients into those likely to respond to treatment. It may also be possible 
that other targets are required. Our understanding of the action of antimitotics is 
therefore paramount to improving cancer chemotherapy.  
 By exploiting mitosis and understanding what happens when mitosis 
goes wrong, this thesis aims to explore new and improved methods of targeting, 
but also proposes to improve our understanding of the consequences of 
aberrant mitoses through the use of small molecule inhibitors. In the first case 
the thesis investigated the targeting of the spindle checkpoint protein Bub1 with 
2OH-BNPP1, where previously inhibitors against the kinase were not 
acknowledged. However the inhibitor used was not effective in cells and 
therefore further experimentation was not possible. Secondly, to explore the 
consequences of mitotic perturbation, an assay to explore aneuploidy was 
established. To do this a Cenp-E inhibitor GSK923295 was synthesised, which 
was subsequently used in assays with the Mps1 inhibitor AZ3146 to generate 
aneuploidy progeny. The Cenp-E inhibitor was then used as an antimitotic 
agent in the final chapter to explore the mechanism of action of mitotic blockers 
and drivers often used in cell biology and clinical settings. Evidence suggests 
that the intrinsic apoptotic pathway is activated upon exposure to these agents. 
With focus on this pathway, the importance of Bcl-xL on cell survival was 
considered, revealing particular importance in the post-mitotic response. 
Ultimately, this thesis should contribute to devising new and improved anti-
cancer strategies.  
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Chapter 1: Introduction 

 
1.1 General Introduction 
 Mitosis is a carefully regulated process, by the end of which a cell will generate 

two genetically identical daughter cells. Mechanisms are present in mitosis and the cell 

cycle to minimise and correct any problems the cell comes across. This may include 

erroneous kinetochore-microtubule attachments, abnormal missegregation or 

inaccurate replication. Many changes occur in mitosis such as cellular architecture 

modifications and the halting of transcription and translation. This makes mitosis a 

vulnerable phase of the cell cycle, and therefore, perturbation can occur, causing 

downstream consequences, influencing the fate of the cell. Cancer can be 

characterised by a deregulated cell cycle and mitosis (Hanahan and Weinberg, 2011), 

and strategies to combat disease involve the induction of aberrant mitoses, with the 

objective of causing apoptosis (programmed cell death). Approaches to induce 

abnormal mitoses include the use of antimitotics and these encompass agents 

targeting the spindle, such as paclitaxel (Taxol) and vinca alkaloids (Jordan and 

Wilson, 2004), spindle assembly checkpoint (SAC) components and mitotic proteins 

(Jackson et al., 2007). 

  For the treatment of breast, ovarian, lung and prostate cancers, antimitotics 

such as Taxol are at the forefront of cancer chemotherapy (Dumontet and Jordan, 

2010). These agents have shown great success, for example in metastatic prostate 

cancer, where the combination of docetaxel (an analogue of paclitaxel) and hormone 

therapy drastically extended survival in comparison to standard therapy alone (James 

et al., 2016). Taxol is now one of the highest-grossing cancer chemotherapy drugs on 

the market, and annual sales of $1.6 billion were achieved in 2000, with post-patent 

sales in 2013 of $92 million (http://www.oasmia.com/news.asp?c_id=404).  Despite the 

successes, it is inevitable that side effects will be prevalent as a result of disrupting the 

peripheral nervous system (Dumontet and Jordan, 2010; Rowinsky et al., 1993). Other 

unfavourable aspects of antimitotic treatment include the issue of acquired resistance 

(Murray et al., 2012), the difficulty in predicting which patients are likely to respond, and 

the lack of understanding as to why paclitaxel, for example, is effective for tumours 

such as breast but is ineffective against solid tumours such as kidney carcinomas 

(Jordan and Wilson, 2004). As a result, second-generation inhibitors have been 

developed, where mitotic kinases and kinesins are targeted, including Plk1, Aurora A 
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and B, Cenp-E and Eg5 (Jackson et al., 2007; Keen and Taylor, 2009; Lens et al., 

2010; Malumbres, 2011; Manchado et al., 2012; Taylor and Peters, 2008). 

Unfortunately, these agents have failed to deliver in the clinic (Komlodi-Pasztor et al., 

2012; Mitchison, 2012). Consequently, the failure may be a result of our lack of 

understanding of antimitotic action in cells and tumours, and thus incorrect targets or 

mechanisms may have been studied.  

 The deregulation of mitosis can also lead to the missegregation of 

chromosomes, resulting in daughter cells which are genetically imbalanced. This 

aneuploid characteristic is a common feature of cancers, and has been implicated in 

tumourigenesis (Boveri, 1914; Cimini, 2008; Mitelman, 2014; Nicholson and Cimini, 

2011). The presence of aneuploidy in normal somatic cells doesn't allow for survival 

and therefore, a major question is understanding how the cancer cells, despite the 

mitotic abnormalities, are able to survive and proliferate.  

 To understand the lack of success of second-generation inhibitors, with an 

appreciation of how cells respond to mitotic perturbation, I will give an overview of 

mitosis and apoptosis. I will firstly outline mitosis and its regulation, leading onto the 

mechanism of action of antimitotics, and the responses and fates often encountered 

upon exposure. Since evidence suggests the antitumor effect of antimitotics is via an 

apoptotic response, the final part of the introduction will focus on apoptosis.  

  

1.2 Mitosis 
1.21 The cell cycle and mitosis 
 The eukaryotic cell cycle is a highly controlled and ordered system which 

results in the generation of genetically identical daughter cells (Hochegger et al., 2008). 

It is divided into 4 defined stages, which are characterised by chromosomal properties 

(Figure 1.1A). This includes G1, which is an interphase state, followed by entry into S 

phase, involving chromosome synthesis and duplication. G2 is marked by a G2/M 

checkpoint. Mitosis is defined by chromosome segregation, resulting in the generation 

of identical daughter cells. The cell cycle is tightly regulated by the activation of cyclin-

dependent kinases (Cdks) by the interaction with their cyclin binding partners.  

 Mitosis consists of multiple stages based on intracellular characteristics, 

including microtubule structures and chromosomal features and dynamics (Figure 

1.1B). In 1881, Flemming first visualised and described mitosis, where microscopic 

changes were observed in the nucleus upon cell division (Flemming, 1881). ‘Thread-

like’ structures were present in the nucleus, and these divided in a longitudinal fashion,  



S

G1

G2

M

Interphase Prophase
Pro-metaphase

Metaphase

Anaphase

Telophase

A

B

Figure 1.1 Cell cycle and mitosis.
(A) The mammalian cell cycle consists of G1 (interphase), S (synthesis phase) where 
DNA is replicated, G2, and M (mitosis) involving cell division, typically lasting 24 hours.
(B) Mitosis consists of interphase, prophase where the nuclear envelope breaks down and 
chromosomes condense, prometaphase where the spindle apparatus forms, metaphase 
where chromosomes align along the spindle equator, anaphase involving chromosome 
segregation, and telophase.

Spindle assembly 
checkpoint (SAC)

G2/M checkpoint- 
mitotic entry

16
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moving to opposite ends of the cell upon division.  These ‘threads’ were later defined 

as chromosomes. 

 Entry into mitosis is marked by chromosome condensation in prophase, 

whereby chromosome architecture becomes visible under the microscope. Here, the S-

phase duplicated centrosomes move to opposite sides of the nucleus. This is followed 

by prometaphase where the nuclear envelope breaks down, allowing the chromosomes 

to move from the nucleus into the cytoplasmic region, with the mitotic spindle becoming 

visible. The microtubule asters nucleated at the centrosome then attach to 

kinetochores of the chromosomes (via ‘search and capture’, described in Section 1.31). 

Upon progression, chromosomes align at the metaphase plate, and thus this is defined 

as metaphase. From here, sister chromatids separate, moving towards opposite ends 

of the cell and the spindle elongates in anaphase. Next, chromosomes decondense, 

and nuclear envelopes form to give two daughter cells in telophase and cytokinesis 

respectively, where cytokinesis is characterised by the physical separation of the 

parental cytoplasm into the two daughter cells. An interphase states then follows. 

  

1.22 Entry and exit into mitosis 
1.221 Cdk1 and cyclin B1 

 The cell cycle and in particular mitosis, including entry and exit from this state, 

are regulated by the Ser/Thr Cdk’s and their cyclin binding partners (Hochegger et al., 

2008). With its discovery in sea urchin eggs in 1983 (Evans et al., 1983), cyclin B1 was 

identified as important for mitotic entry and exit when in complex with Cdk1, where 

levels of cyclin B1 heighten in G2 (Lindqvist et al., 2007; Nigg, 2001; Nurse, 1990; 

O’Farrell, 2001; Santamaría et al., 2007). The Cdk1-cyclin B1 complex was initially 

identified in Xenopus oocytes (Lohka et al., 1988), where it was indicated to be 

essential for early mitotic events. It has also been shown to be important for 

centrosomal separation and spindle formation (Blangy et al., 1995; Crasta et al., 2006; 

Nigg, 1995). 

 Prior to mitotic entry, the Cdk1-cyclin B1 complex is in an inactive state in the 

cytoplasm, with Myt1- and Wee1-dependent inhibitory phosphorylations at Thr14 (Liu 

et al., 1997) and Tyr15 (Parker et al., 1992) of Cdk1 respectively. At the end of G2, a 

certain threshold level of Cdk1-cyclin B1 is reached, and this autocatalyses further 

activation of Cdk1-cyclin B1 (Solomon et al., 1990), marking entry into mitosis. Once at 

the point of mitosis where Cdk1-cyclin B1 is detected at centrosomes (Jackman et al., 

2003), Cdk1 activating kinase (CAK) phosphorylates Cdk1 at Thr161 within the 
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activation loop (Krek and Nigg, 1992; Lolli and Johnson, 2005; Solomon et al., 1992). 

This is accompanied by the removal of the inhibitory phosphates by Cdc25 

phosphatases (Boutros et al., 2006; Strausfield et al., 1991). In late prophase, Cdk1-

cyclin B1 is translocated into the nucleus (Hagting et al., 1999).  

 Cdk1-cyclin B1 remains activated until stable kinetochore-microtubule 

attachments occur. Throughout mitosis, cyclin B1 levels slowly decline causing an 

inactivation of Cdk1 (Pines, 2006), where at the point of anaphase, cyclin B1 levels 

rapidly decline and the cell exits mitosis. Ultimately, cyclin B1 is ubiquitinated (Glotzer 

et al., 1991) by the E3 ubiquitin ligase anaphase promoting complex/cyclosome 

(APC/C) (Clute and Pines, 1999; Iringer et al., 1995; King et al., 1995; Sudakin et al., 

1995), targeting it for degradation by the proteasome, followed by mitotic exit. 

 

1.222 Other kinases involved in mitotic entry/exit 

 Although Cdk’s are the major regulators of mitotic entry and exit, other kinases 

also play important roles in control. Such kinases include the polo-like kinases (Plk’s) 

(Zitouni et al., 2014) and the Aurora kinases (specifically A and B). In particular, Plk1 is 

expressed from G2, and is degraded at the end of mitosis (Lindon and Pines, 2004; 

Uchiumi et al., 1997), with maximal kinase activity at G2/M (Golsteyn et al., 1995). Prior 

to mitotic entry, Plk-1 is activated by the Aurora A-Bora complex (Seki et al., 2008), and 

this initiates Cdk-1-cyclin B1 effectors (Lindqvist et al., 2007). Plk1 regulates Cdk-1-

cyclin B1 activity by direct phosphorylation and activation of the phosphatase Cdc25 

(Toyoshima-Morimoto et al., 2002). Furthermore, Plk1 phosphorylates Wee1, which 

induces its degradation and consequently decreases Cdk1 phosphorylation (Watanabe 

et al., 2004).   
 Furthermore, the Auroras are activated, and levels peak, in mitosis (Bischoff 

and Al., 1998; Stewart and Fang, 2005). Specifically, Aurora B is found to complex with 

Survivin, Borealin and INCENP as part of the chromosomal passenger complex (CPC) 

(Carmena et al., 2012). In early mitosis the CPC complex is associated with the 

condensing chromosome arms, with re-localisation to centromeres and kinetochores in 

metaphase (Adams et al., 2000; Earnshaw and Bernat, 1991). The CPC localises to 

different locations throughout mitosis to regulate processes such as chromosome 

condensation, the correction of erroneous kinetochore-microtubule attachments, 

spindle assembly checkpoint (SAC) activation and cytokinesis (Carmena et al., 2012). 

Aurora B plays a role as a tension-sensor, where it detects incorrect kinetochore-

microtubule attachments. This role was first reported in budding yeast (Ipl1) (Biggins 
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and Murray, 2001; King et al., 2007), and later reported in mammalian cells (Kaitna et 

al., 2002; Kallio et al., 2002). When an aberrant attachment is detected (e.g. merotelic, 

syntelic, see Figure 1.4A), Aurora B activates the SAC and correction occurs. The 

mechanism of correction involves the Aurora B-induced phosphorylation of proteins 

localised at the kinetochore-microtubule interface, for example, components of the 

KMN network (Cheeseman et al., 2006; Welburn et al., 2010), where the 

phosphorylation destabilises the incorrect attachment(s). Normally, when a kinetochore 

becomes stably attached to the microtubule, tension follows and this causes the KMN 

network and Aurora B to move away from one another, and so Aurora B is not able to 

phosphorylate the KMN network components. Aurora B also plays important roles in 

ensuring chromosome biorientation and regulating genome stability (Lampson and 

Cheeseman, 2011; Ricke et al., 2011). This includes the phosphorylation of the motor 

protein Cenp-E (Kim et al., 2010), aiding in the accurate congression of chromosomes 

to the spindle equator. Following exit from mitosis, Aurora B is subsequently degraded 

by the APC/C (Stewart and Fang, 2005).  Aurora B also plays roles in cytokinesis, 

where it is essential for phosphorylation of several components of this process, 

including centralspindlin (Kaitna et al., 2000) and Vimentin (Goto et al., 2003).  

 

1.23 Kinases 
 Kinases are central to the control of mitosis, through phosphorylation in an 

activation segment of the protein (Nolen et al., 2004). Kinases catalyse the transfer of 

the terminal γ-phosphate from the co-factor ATP to the hydroxyl moiety of the 

Ser/Thr/Tyr of a specific substrate. As well as being essential in mitosis, protein 

kinases are also important in other cellular processes, where over 30% of the cells’ 

proteins are phosphorylated by kinases (Cohen, 2000; Pinna and Ruzzene, 1996). 

Protein phosphorylation is critical for metabolism, differentiation, growth, division, 

membrane transport and immunity (Manning, 2002).  

 The kinases can be divided into two families: the Ser/Thr and the Tyr kinase 

families (Bayliss et al., 2012; Hanks and Hunter, 1995). Protein kinase structures are 

highly conserved, and the core structure consists of two lobes, a small N-terminal lobe 

(N-lobe) and a large C-terminal lobe (C-lobe) (Figure 1.6A). These lobes are connected 

by a hydrophobic ‘spine’ and a Lys-Glu salt bridge (Kornev et al., 2006), which form a 

cleft where ATP binds i.e. the kinase domain. The kinase domain is composed of 

twelve sub-domains indicated by roman numerals (Hanks and Hunter, 1995), which are 

invariant throughout the kinase super-families, signifying important function (See Figure 
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1.5B, C as an example with Bub1 kinase). For example, sub-domain I, often referred to 

as the Gly-rich loop, is essential as a flexible ‘flap’ for the anchoring of the α- and β- 

phosphates of bound ATP. In sub-domain II, there is a conserved Lys residue, where 

the terminal –NH3
+ binds the phosphates of ATP and this is essential for kinase activity 

((Hanks and Hunter, 1995) and see (Figure 1.6C)). The Glu in subdomain III stabilises 

interactions between the Lys and ATP. Furthermore, the sub-domain VIB is so called 

the catalytic loop due to the Asp residue being defined as the catalytic base, where its 

acts as an acceptor for the proton of the –OH of the substrate. In Sub-domain VII there 

is a highly conserved DFG sequence (DLG in Bub1), where the Asp is crucial for the 

coordination of a divalent metal ion (e.g. Mg2+) to stabilise the terminal phosphate of 

ATP and correctly orientate it for phospho-transfer. This DFG (DLG) motif is essential 

for activation of kinases where the Gly induces the correct orientation of the catalytic 

Asp (Kornev et al., 2006). This orientates the ‘spine’ and the Lys-Glu bridge, which 

defines the active conformation of the kinase.  

 

1.3 Spindle assembly 

 The microtubule spindle is a structure that ensures mitotic processes proceed 

accurately and timely (Heald and Khodjakov, 2015). The turnover of microtubules in 

mitosis is 5-10 fold higher than in interphase (Saxton et al., 1984), aiding in the 

dynamic process of mitosis. The plus ends of microtubules are highly dynamic, and 

undergo periods of growth and shrinkage. Upon entry into mitosis, shrinkage occurs at 

a higher frequency than growth, where the long, stable cytoskeleton in interphase is 

modified into dynamic radial arrays, with radiation nucleated at the duplicated 

centrosome. The centrosome is comprised of a pair of centrioles and this is referred to 

as the microtubule organising centre (MTOC). When duplicated centrosomes move 

towards opposite ends of the cell, these mark the spindle poles. Microtubules radiate 

out from the centrosome (the minus end) towards the centre of the cell, the spindle 

midzone (plus end). 

 

1.31 Microtubules 
 The spindle is composed of microtubule polymers consisting of dimers of α- and 

β- tubulin monomers (Figure 1.2A). These are arranged in a non-covalent fashion, 

forming protofilaments and microtubule structures. The minus and plus ends of the 

microtubule are dynamic, with exposure of β-tubulin defined as the plus end, and α-

tubulin, the minus end. Due to the higher affinity of tubulin for the plus end, this end is  
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seen as the more dynamic region and is where the majority of the growth is seen. The 

microtubule interchanges between growth and shrinkage where there is the addition 

and loss of α-/β- subunits, utilising energy from GTP hydrolysis, resulting in dynamic 

instability (Mitchison and Kirschner, 1984). GTP-bound tubulin binds and is 

subsequently hydrolysed to GDP. The ends of the microtubule mainly consist of GTP-

bound tubulin and this results in a ‘GTP cap’. 

 The ‘search and capture’ mechanism involves the attachment of chromatids to 

the spindle (Kirschner and Mitchison, 1986), and is used to define the means as to how 

chromosomes and microtubules initially interact. In the first instance, the microtubules 

effectively ‘search’ for a target in close range. The target ‘captures’ the microtubule, 

causing microtubule dynamics to decrease and a stable interaction follows. In this 

case, the target is the kinetochore, where the kinetochore is a complex comprised of 

multiple proteins, residing at the centromeric region of the chromosome (Tanaka et al., 

2005). The proposed ‘search and capture’ hypothesis was later visualised in living cells 

(Hayden et al., 1990; Rieder and Alexander, 1990), where it was confirmed that initially, 

the kinetochore of a chromosome interacts with a single microtubule. Other studies 

have emerged indicating that the ‘search and capture’ mechanism is not quite this 

simple (Holy and Leibler, 1994; Wollman et al., 2005). It has been considered that 

there are mechanisms which induce the formation of microtubules when close to 

kinetochores. Other changes occur, for example, alterations in the conformation of the 

kinetochore, which aid the interaction. 

 The mitotic spindle is comprised of three different types of microtubules (Figure 

1.2B): polar microtubules, which radiate from the poles, meeting in the midzone; 

kinetochore microtubules (K-fibres), that interact with the kinetochores of the sister 

chromatids; and astral microtubules, originating from the pole towards the cortex, 

functioning to position the spindle within the cell. The self-organisation properties of the 

spindle and the action of the motor proteins act in concert to form the bipolar spindle. 

 Following mitotic entry and progression through mitosis, a bipolar spindle is 

formed. This allows for sister chromatids to face opposite poles of the cell and 

biorientate, allowing for accurate segregation of chromosomes in anaphase. If in fact, 

the spindle is not bipolar, but is aberrantly multipolar for example, this will result in 

mass chromosome missegregation errors. Multipolar spindles are often associated with 

centrosome amplification and chromosome instability (CIN) (Chan, 2011; Lingle et al., 

1998; Pihan et al., 1998). Despite this, tumour cells do not often exhibit multipolar 

divisions, but in fact, divide with a normal bipolar spindle (Steinbeck, 2001). This is 



	

23 

because a multipolar anaphase is lethal (Ganem et al., 2009; Kwon et al., 2008), and 

therefore cancer cells tend to cluster centrosomes to form two spindle poles (Quintyne 

et al., 2005), allowing for ‘normal’ divisions to occur.  

 

1.32 Motor proteins 
 Originally, chromosome segregation was thought to be solely as a result of the 

forces derived from microtubule spindle assembly and disassembly (Inoué and 

Salmon, 1995). However, motor proteins also play an essential role in driving 

chromosome segregation, as well as in spindle assembly, chromosome congression 

and cytokinesis. Motor proteins can be divided into the minus end dyneins, and the 

plus end kinesins (Titus, 2012), albeit with some exceptions. In general, the motor 

proteins move along the microtubules transporting cargo (e.g. chromosomes), using 

energy from ATP hydrolysis.   

 Kinesins are grouped into 14 families, based on their sequence similarity 

(Lawrence et al., 2004). Genetic screens identified mitosis-specific kinesin motor 

proteins, for example in an RNAi-screen in Drosophila, kinesins required for processes 

such as chromosome alignment and spindle formation were identified (Goshima and 

Vale, 2003), followed by screens in mammalian cells (Zhu et al., 2005). Structurally, 

kinesins have a motor head, a stalk, and a cargo-binding tail ((Titus, 2012) and see 

(Figure 1.3A)). The motor head contains an ATP-binding site and a location for 

microtubule binding. The movement of kinesins along the microtubules is via a ‘hand-

over-hand’ mechanism (Gennerich and Vale, 2009). The leading ADP-bound head 

exchanges ADP for ATP, and through conformational changes in the neck linker, the 

lagging head moves forward and binds to the microtubule. When ATP is hydrolysed, 

the lagging head is then ‘primed’ for a ‘power stroke’ and ATP replaces ADP on the 

leading head (Cochran et al., 2006). This is a continual process along the microtubule.  

 The initial step in the formation of the spindle is the separation of the 

centrosomes, moving towards opposite ends of the cell. This separation is aided by 

dynein motor proteins, which attach to microtubule plus ends, moving towards the 

minus end (Titus, 2012). Of the kinesin motor proteins, it is kinesin-4, -5, -10,  -13, and 

-14, which play essential roles in bipolar spindle formation (Figure 1.2B). In particular, 

kinesin-5 (e.g. Eg5) binds separate microtubules in the spindle midzone via the two 

opposing motor domains, and this results in the pushing of the microtubules and poles 

apart. Depletion of this protein gives rise to a monopolar spindle (Ferenz et al., 2010), 

indicating its importance in the formation of a bipolar spindle. Kinesin-4 and -10  
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(chromokinesins) facilitate the interaction between the spindle and the chromosome 

arms, and also aid in the positioning of the spindle within the cell. Repression of 

kinesin-4 results in chromosome alignment defects (Mazumdar et al., 2004). Kinesin-13 

depolymerising motors are involved in regulating microtubule dynamics, with location at 

the microtubule ends, the kinetochores and spindle poles. Kinesin-14 is a minus-end 

directed protein and enables the cross-linking of the microtubules. The inward force 

generated by the kinesin-14 proteins opposes that of the motor proteins involved in 

spindle bipolarity, therefore maintaining the stability of the spindle. Following formation 

of the bipolar spindle, mitosis can proceed, and subsequent phases are mediated by 

motor proteins, one being Cenp-E. As motor proteins are important in regulating 

mitosis, and because of the toxicity problems and resistance seen with traditional 

antimitotics, targeting the motors by small molecule inhibition is being studied (Huszar 

et al., 2009). 

  

1.321 Cenp-E 
 Cenp-E (Centromere-associated protein E) is a kinesin-7, plus-end directed 

motor protein (Wood et al., 1997). With accumulation in G2 and degradation in 

telophase (Brown et al., 1994), it is involved in the maintenance of the stable 

interaction between kinetochores and microtubules (Gudimchuk et al., 2013; Putkey et 

al., 2002). Cenp-E is highly important in mitosis, where it is essential for the 

congression of chromosomes towards the metaphase plate (Kapoor et al., 2006; Kim 

et al., 2010, 2008; Schaar et al., 1997; Yen et al., 1991). The specific function of Cenp-

E is in the ‘sliding’ of mono-oriented chromosomes along mature K-fibres to the 

metaphase plate, ensuring eventual biorientation ((Kapoor et al., 2006) and see (Figure 

1.3B)).  

 When Cenp-E is depleted, the majority of chromosomes align along the spindle 

equator, with a few remaining at the poles, exemplified by antibody injection in 

mammalian cells (Schaar et al., 1997); protein expression depletion (Wood et al., 

1997); using antisense oligonucleotides (Yao et al., 2000) and gene inactivation 

(Putkey et al., 2002). The resulting unaligned chromosomes are mono-oriented 

(Kapoor et al., 2006), and this phenotype is consistent with the ability of a single 

unattached kinetochore being able to prevent mitotic progression (Li and Nicklas, 1995; 

Rieder et al., 1995, 1994). In fact, defective Cenp-E functioning results in the activation 

of the spindle assembly checkpoint and a subsequent mitotic arrest (Abrieu et al., 

2000; Lara-Gonzalez and Taylor, 2012; Yao et al., 2000).  
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 With localisation at the kinetochores throughout mitosis, the activity and 

functioning of Cenp-E is controlled by the Aurora A and B kinases and protein 

phosphatase 1 (PP1), where there is a continual phosphorylation-dephosphorylation 

switch, imposing important regulatory control (Kim et al., 2010; Wood et al., 1997; Yen 

et al., 1992).   

  Functions of Cenp-E are not limited only to chromosome congression, since an 

observable concentration of Cenp-E is still present at the kinetochores of congressed 

chromosomes (Brown et al., 1996; Cooke et al., 1997). When Cenp-E is depleted there 

is a reduction in the microtubules associated with the already congressed 

chromosomes (McEwen et al., 2001; Putkey et al., 2002), and additionally, when Cenp-

E is depleted in MEFs there is an increased incidence of lagging chromosomes in 

anaphase figures (Putkey et al., 2002; Weaver, 2003).  

 Given its role in mitosis and the fact that mice and cells with repressed Cenp-E 

exhibit high rates of aneuploidy (Weaver, 2003), where in vitro 25% of divisions 

resulted in aneuploid daughter cells, and in vivo, 95% of hepatocytes were aneuploid; 

the connection between Cenp-E, aneuploidy and tumourigenesis has been studied 

((Weaver et al., 2007) and see (Section 1.51)). Cenp-E can act as both a tumour 

suppressor and as an oncogene. Analysis of patients with breast cancer revealed that 

those with cyclin-B1 overexpressing tumours upregulated Cenp-E and this resulted in a 

poor prognosis (Agarwal et al., 2009). On the other hand, low expression of Cenp-E is 

seen in hepatocellular carcinomas (Liu et al., 2009).  Due to this observation, 

pharmacological inhibition of Cenp-E may be advantageous.  

           GSK923295 is a recently described inhibitor of Cenp-E ((Qian et al., 2010) and 

see (Figure 1.3C)). Discovered through a screen of 700K compounds, structures which 

disrupted the ATPase activity of Cenp-E were identified. From this, the lead structure 

was optimised to obtain GSK923295. This compound was shown to harbour a high 

affinity for the Cenp-E motor domain when bound to microtubules (Wood et al., 2010), 

inducing the formation of a stable ATP-bound/Cenp-E/MT complex (Figure 1.3C). This 

restricts further movement of the Cenp-E motor protein, giving rise to the typical 

phenotype described previously. Evidence also suggests the binding of GSK923295 at 

an allosteric site away from the ATP-binding site, and this inhibitor is therefore 

described as non-competitive towards ATP. When cells were exposed to GSK923295 

cellular proliferation was inhibited (Qian et al., 2010), inducing an accumulation of cells 

with 4n DNA content, which is consistent with a mitotic delay (Wood et al., 2010), 

ultimately leading to apoptosis. In human tumour xenografts, GSK923295 exposure 
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resulted in reduction in tumour volume (Wood et al., 2010), and treatment has also 

shown efficacy in a Phase I trial (Chung et al., 2012), where partial responses and 

stable disease were observed. 

 Cenp-E is also a major component of the SAC. Cenp-E coimmunoprecipiates 

with BubR1 (Chan et al., 1998; Yao et al., 2000), and this interaction promotes the 

recruitment of BubR1 to kinetochores, which is important for its kinase activity (Mao et 

al., 2005, 2003; Weaver, 2003). Additionally, the evidence supporting its role in the 

SAC is shown in studies where there is a checkpoint override with Cenp-E depletion in 

the presence of microtubule-depolymerising agents (Abrieu et al., 2000).  

  

1.4 The Spindle Assembly Checkpoint (SAC) 
1.41 An overview of the SAC 
 To prevent premature anaphase onset, the SAC functions to maintain the cell in 

a mitotic state until all kinetochores are stably attached to microtubules (Lara-Gonzalez 

and Taylor, 2012). In order to achieve this stable attachment, all chromosomes must be 

biorientated in an amphitelic fashion (Figure 1.4A). Even when one chromosome fails 

to biorientate, this is sufficient to activate the SAC (Rieder et al., 1994).  

 Components of the SAC were discovered in genetic screens in budding yeast 

Saccharomyces cerevisae where Mad1, Mad2, Mad3 (BubR1), Bub1 and Bub3 

mutants were shown to exit mitosis prematurely in the presence of microtubule-

targeting drugs (Li and Murray, 1991; Roberts et al., 1994), and this was followed by 

the discovery of Mps1 (Weiss and Winey, 1996). In early prophase, Bub1 is recruited to 

kinetochores (Jablonski et al., 1998) via Knl1 (Kiyomitsu et al., 2007; Krenn et al., 

2012), a member of the KMN network.  The MELT motifs on Knl1 are phosphorylated 

by Mps1, which promotes Bub1 targeting to kinetochores (Yamagishi et al., 2012b). 

Furthermore, the autophosphorylation of Bub1 at Thr589 is important for its kinetochore 

docking function (Lin et al., 2014). Recruitment of Bub1 to the kinetochore is aided by 

the binding of Bub3 (Roberts et al., 1994; Taylor et al., 1998; Taylor and McKeon, 

1997), and this site serves as a docking place for the binding of other SAC components 

such as BubR1, Bub3, Mad1 and Mad2. When cells enter mitosis, Mad1-C-Mad2 (C: 

closed) is recruited to kinetochores under Mps1 control (Hewitt et al., 2010; Lara-

Gonzalez et al., 2012). From here, free cytosolic O-Mad2 (O: open) binds to the 

complex at the kinetochore, closing in conformation and then binds Cdc20. This forms 

a C-Mad2-Cdc20 complex which then interacts with BubR1-Bub3, forming the mitotic 

checkpoint complex (MCC) (De Antoni et al., 2005). The MCC inhibits the APC/C,  
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preventing its activating cofactor Cdc20 from binding. When the SAC is active, a 

protease (separase) is bound by an inhibitory securin complex, and Cdk1-cyclin B1 

complexes exist. When the SAC is satisfied upon stable kinetochore attachment, the 

MCC is disassembled (mediated by p31comet) (Westhorpe et al., 2011), and the APC/C 

is free to be bound by its cofactor: either Cdc20 or Cdh1. The Mad1-C-Mad2 core 

structure is then ejected from the kinetochores via ‘stripping’. As the APC/C is no 

longer inhibited, it can function to ubiquitinate cyclin B1 and securin for degradation by 

the proteasome. It is the degradation of cyclin B1 which marks the exit from mitosis.  

 

1.42 Bub1 

1.421 The roles of Bub1 and its kinase activity  
 Bub1 (Budding uninhibited by imidazole 1) is an important player in the SAC 

and also exhibits kinase activity. It is significant as a scaffolding protein (Jablonski et 

al., 1998; Johnson et al., 2004; Sharp-Baker and Chen, 2001), where it first localises to 

the kinetochore in prophase, followed by other checkpoint proteins including BubR1, 

Cenp-E and Mad2. Furthermore, Bub1 is important for chromosome alignment and 

segregation, since when depleted, defects in alignment are apparent (Bernard et al., 

2001; Johnson et al., 2004; Meraldi and Sorger, 2005; Perera et al., 2007; Warren et 

al., 2002). There is considerable evidence that Bub1 is an essential protein required for 

mitosis and the SAC (Johnson et al., 2004; Kitajima et al., 2005; Meraldi and Sorger, 

2005; Morrow et al., 2005; Perera and Taylor, 2010; Perera et al., 2007; Tang et al., 

2004), with dependence upon Aurora B for maintenance of a checkpoint arrest in 

response to microtubule damage (Morrow et al., 2005).  

 To test the significance of Bub1 depletion, a Cre-LoxP approach was used to 

generate a conditional null Bub1 allele (Perera et al., 2007). The knockout of Bub1 

indicated its role in embryogenesis, development and the proliferation of MEFs. Further 

experimentation revealed that in Bub1-deficient cells, the SAC was abolished in 

response to monastrol, and chromosome alignment was defective.  

 Further studies in Schizosaccharomyces pombe indicated the role of Bub1 

kinase in the recruitment of shugoshin Sgo1 to the centromeres (Kitajima et al., 2005), 

with evidence of this function also confirmed in mammalian cells (Kitajima et al., 2005; 

Klebig et al., 2009; Perera and Taylor, 2010; Tang et al., 2004). Shugoshin is essential 

for the protection of the cohesin complex localised at the chromosomal centromere 

(Watanabe, 2005), where the complex is comprised of the subunits Smc1, Smc3, Scc1 

and SA1/2. This cohesin complex is essential to maintain sister chromatid cohesion, 
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preventing premature separation. Timely dissolution of the sister chromatid cohesion 

ensures accurate segregation. Importantly, Bub1 kinase itself is not directly required to 

maintain centromeric cohesion (Perera and Taylor, 2010; Perera et al., 2007). 

 Sgo1 is phosphorylated and activated by Cdk1 at Thr346 in early mitosis (Liu et 

al., 2013). Phosphorylated Sgo1 interacts with the PP2A phosphatase (Liu et al., 2013; 

Tang et al., 2006), and it is this complex that prevents Cdk1 and Plk1 kinases from 

phosphorylating cohesin components, which would render cohesin unprotected. Sgo1-

PP2A counteracts the Plk1-mediated phosphorylation of SA2, a subunit of the cohesin 

complex. Sgo1 is then involved in the regulated recruitment of Borealin, a member of 

the CPC (Tsukahara et al., 2010; Yamagishi et al., 2012a). Other members of the CPC, 

for example, survivin, are recruited by the Haspin kinase (Wang et al., 2011), where 

Aurora B phosphorylates Haspin, and this permits Haspin to phosphorylate histone H3 

at Thr3 (Du et al., 2012; Kelly et al., 2010; Wang et al., 2010), allowing for binding of 

CPC components. Following SAC satisfaction, Sgo1 is dephosphorylated and localises 

away from the centromere (Higgins, 2013), no longer protecting the cohesin complex. 

The protease separase then cleaves the centromere cohesin subunit Scc1, and the 

sister chromatids separate (Uhlmann et al., 2000, 1999). 

 The mechanism by which Bub1 is involved in the recruitment of Sgo1 to 

centromeres is via the direct phosphorylation of histone H2A on Thr120 (Kawashima et 

al., 2010), in turn, recruiting Sgo1. Bub1 kinase also phosphorylates Cdc20, and this is 

essential for its activity towards the APC/C (Tang et al., 2004).   

 However, what part the kinase activity of Bub1 plays in the SAC is relatively 

unknown. Studies in Bub1-null MEFs, adding back Bub1 and its kinase mutants 

provided evidence that the kinase activity is non-essential for functioning of the 

checkpoint, since timings in mitosis were unaffected (Perera and Taylor, 2010). 

Furthermore, studies in budding yeast Saccharomyces cerevisiae, with a mutant 

lacking the kinase domain also showed proficient SAC activity (Fernius and Hardwick, 

2007). Additionally, the expression of a kinase-deficient Bub1 indicated normal 

checkpoint functioning (Klebig et al., 2009). On the other hand, reports in fission yeast 

Schizosaccharomyces pombe, showed a kinase mutant did not prevent cell division 

when mitosis was perturbed (Yamaguchi et al., 2003), indicating that in fact, Bub1 

kinase activity is required for the SAC.  

 However, it was suggested that Bub1 is required for the SAC as part of a fine-

tuning mechanism. Xenopus egg extract experiments showed that in the presence of 

low numbers of nuclei and a mutant lacking the entire kinase domain of Bub1, SAC 
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function was compromised (Chen, 2004). However, a catalytically inactive Bub1 mutant 

K795R was able to restore SAC function when high numbers of nuclei were present 

(Sharp-Baker and Chen, 2001). Therefore, Bub1 kinase activity may be important to 

amplify the SAC signal when there are only one or two unattached kinetochores.  

 Previously, efforts to study this hypothesis have utilised kinase mutants and 

RNAi of the Bub1 proteins, which act to completely deplete the kinase activity or the 

expression of the protein. However, in order to study the effect of Bub1 kinase activity 

on SAC functioning, a small molecule inhibitor would be required to more carefully 

titrate the activity and study the implications of this perturbation.  

 

1.422 The structure of Bub1 and inhibition 
 Kinase active sites are structurally similar and often conserved, and therefore 

obtaining specific inhibitors is difficult, since it is likely that an inhibitor will target a 

number of kinases. However, Bub1 shows small differences in comparison to generic 

kinases, potentially enabling the design of specific inhibitors.   

 Bub1 is comprised of an N-terminal tetratricopeptide (TPR) domain and a Bub3-

binding domain, both of which are important for the kinetochore localisation of Bub1 

((Kang et al., 2008; Roberts et al., 1994; Taylor et al., 1998; Taylor and McKeon, 1997) 

and see (Figure 1.5A)). The C-terminus comprises a Ser/Thr kinase domain. As 

previously mentioned in Section 1.23, kinase domains are comprised of 12 sub-

domains, highlighted in Figure 1.5B,C for Bub1, showing conservation among different 

species (Figure 1.5D). In fact, Bub1 has been shown to have an extended P+1 loop 

(part of the activation segment), and this is crucial for enabling the efficient 

phosphorylation of substrates (Kang et al., 2008). To allow for catalysis, the C-terminal 

portion of the P+1 loop undergoes a slight rearrangement to facilitate the process. Two 

KEN boxes reside in the N-terminal portion of Bub1, with importance in ubiquitination 

by APC/CCdh1 (Qi and Yu, 2007), and for Cdc20 binding (Kang et al., 2008). 

 Typically, when studying the roles of kinases, chemical genetic approaches are 

used and include the use of ‘analog-sensitive’ (‘as’) alleles (Alaimo et al., 2001; Bishop 

et al., 2000, 1999). This involves the mutation of a conserved lipophilic ‘gatekeeper’ 

residue in the kinase active site (Figure 1.6A), to a smaller amino acid residue, for 

example a glycine or alanine. The resulting mutated kinase can then be targeted by 

bulky ATP analogue inhibitors, which can exploit the now larger binding pocket. 

However, the active site of Bub1 lacks an important lipophilic gatekeeper residue 

commonly observed in kinases, and at this position, a small Gly amino acid residue is 
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 already present (G866 in human Bub1) (Kang et al., 2008). Therefore, an additional 

empty pocket is present adjacent to where ATP binds (Figure 1.6B, C). Consequently, 

selective inhibitors against the wild-type Bub1 kinase can be developed. Bub1 kinase 

was therefore screened against ATP-analogue inhibitors, which were originally 

designed to bind in the active site of the mutated kinases (Kang et al., 2008). From the 

screen, 2OH-BNPP1 was identified (Figure 1.6D), with an in vitro IC50 of 250 nM. See 

Chapter 3 for the analysis of 2OH-BNPP1 as a Bub1 kinase inhibitor.  

  

1.423 Bub1 in cancer 

 Clinically, a low level of Bub1 expression has been indicated in a number of 

cancers such as lung, colon and pancreatic (Hempen et al., 2003; Shichiri et al., 2002).  

When Bub1 expression was reduced in mouse models, aneuploidy and tumour 

formation followed (Baker et al., 2009; Jeganathan et al., 2007; Schliekelman et al., 

2009). Conversely, the overexpression of Bub1 has also been indicated in a number of 

cancers, such as breast, gastric and lymphomas (Alizadeh et al., 2009; Basso et al., 

2005; Grabsch et al., 2003, 2004; van’t Veer et al., 2002). Consistent with this notion, 

the overexpression of Bub1 was shown to contribute to aneuploidy and spontaneous 

tumour formation (Ricke et al., 2011), and also, the expression of Bub1 has been linked 

to a poor prognosis (Glinsky et al., 2005; Nakagawa et al., 2008; Sotiriou et al., 2003).  

Therefore, targeting Bub1 is of clinical interest in cancer chemotherapy settings. 

 

1.5 Mitosis and Cancer 
1.51 Aneuploidy, CIN and tumour evolution 
 Mitosis is a carefully regulated process, but mistakes can occur. If the SAC fails 

to detect aberrantly attached chromosomes, cells will progress through mitosis with the 

abnormality, potentially leading to chromosome missegregation. Daughter cells with 

abnormal and unequal chromosome content can be generated, with the genetic 

imbalances potentially manifesting at the protein level. This abnormal chromosome 

number is defined as aneuploidy. The aneuploid karyotype is a characteristic of 

cancers (Cimini, 2008; Mitelman, 2014; Nicholson and Cimini, 2011), where 

chromosomal gains, losses and translocations are seen. Although the effect of the 

aneuploid karyotype on the behaviour of cancer is not well defined, it is known that this 

abnormality in chromosome number does have a detrimental effect on cellular 

functioning (Torres et al., 2008). Abnormal chromosome karyotypes are associated 

with inherited disorders (Biesecker and Spinner, 2013). Interestingly, 10-30% of 
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fertilised human eggs are aneuploid, with >30% of miscarriages harbouring abnormal 

chromosome numbers (Hassold and Hunt, 2001). Of those that do survive, aneuploidy 

is the leading cause of genetic disorders e.g. Down Syndrome. 

 Aneuploidy is linked with chromosomal instability (CIN), characterised by high 

rates of chromosome gains and losses (Lengauer et al., 1998). High levels of 

aneuploidy in tumours is associated with poor prognosis, metastasis, and some level of 

resistance to chemotherapeutics (Heilig et al., 2010; Kuukasjärvi et al., 1997; 

McClelland et al., 2009; Swanton et al., 2009). The causes of whole chromosomal 

aneuploidy include chromosome instability (CIN) and defects in checkpoint genes 

(Gordon et al., 2012; Holland and Cleveland, 2009). The presence of merotelic 

attachments (Figure 1.3A), where one kinetochore of the chromosome is attached to 

both poles, may give rise to missegregation. Here, the SAC is essentially satisfied, 

although both kinetochores of the sister chromatids are not bound to the microtubules. 

Cancer cells often harbour increased frequency of merotelic attachments which can 

ultimately result in the generation of aneuploidy progeny (Thompson and Compton, 

2010, 2008). In cases where cells have reduced levels of Cenp-E (Weaver, 2003), 

Bub1 (Johnson et al., 2004), or Aurora B (Ditchfield et al., 2003; Hauf et al., 2003), a 

mitotic arrest is followed by generation of aneuploid progeny. Aneuploidy may also 

arise as a result of centrosome amplification and hyperstabilised kinetochore-

microtubule interactions (Ganem et al., 2009; Holland and Cleveland, 2012).  

 If we consider CIN, defined as an elevate rate of chromosome missegregation 

as a result of mitotic errors (Geigl et al., 2008; Gordon et al., 2012), this results in 

aneuploidy. Causes of CIN are broad, including the presence of multipolar spindles, 

defective spindle assembly, an aberrant SAC, and erroneous KT-MT attachments (for a 

review see (Thompson and Compton, 2011)).  

 The consequences of aneuploidy are widespread, and include changes in 

metabolism, cellular growth rate and the cell cycle (Gordon et al., 2012). Aneuploidy 

induces a stress upon the cell due to gene dosage and protein changes. In yeast 

strains harbouring an extra chromosome, delays in G1 were observed (Torres et al., 

2007). The aneuploid strains also showed an increase in the sensitivity towards protein 

synthesis and folding drugs. In mammalian systems, Williams et al. observed 

perturbation and reduction in cellular proliferation, and aberrant metabolism when 

analysing trisomic MEFS, which was similarly observed across other mammalian 

systems (Tang et al., 2011; Torres et al., 2008; Williams et al., 2008). Furthermore, the 

gain or loss of chromosomes in normal diploid cells results in a G1 delay caused by 
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p53-dependent activation of the p21 kinase (Ganem and Pellman, 2012; Lanni and 

Jacks, 1998; Thompson and Compton, 2010).   

 As aneuploidy is detrimental to cellular growth, it is surprising that this 

chromosomal imbalance is a common feature of cancers. In 1914, Boveri established 

the link between mitosis, aneuploidy and tumourigenesis (Boveri, 2008, 1914). He 

observed the appearance of abnormal numbers of chromosomes in sea urchin 

embryos with irregular spindle poles. Already, tumours with aneuploid numbers of 

chromosomes had been analysed, and therefore, linking an aberrant mitosis to the 

formation of the aneuploid cells was suggested.  Further to this, a moderate level of 

CIN can promote tumourigenesis (Silk et al., 2013), whilst in cases where CIN is very 

low or high, the detrimental impact on fitness means tumourigenesis is unlikely 

(Birkbak et al., 2011; Holland and Cleveland, 2012). When Cenp-E+/- mice were 

crossed with Mad2+/- or p19ARF-/- mice, increased cell death and low tumour incidence 

resulted, due to the high CIN. This is also supported by observations in patients, where 

moderate CIN indicates poor prognosis, and high CIN, a good prognosis (Birkbak et al., 

2011).  

 Aforementioned, a weakened checkpoint gives rise to aneuploid cells; in mouse 

studies where one allele of the checkpoint genes Mad2, BubR1 or Bub3 were deleted, 

elevated rates of chromosome missegregation and incidences of tumours were 

apparent (Dai et al., 2004; Michel et al., 2001). Furthermore, Cenp-E+/- MEFs 

developed aneuploidy in vitro and in vivo, and mice heterozygous for Cenp-E 

developed spontaneous tumours resulting in lung adenomas and splenic lymphomas 

(Weaver et al., 2007). However, in tissues that are prone to spontaneous tumour 

formation, such as the liver, the presence of aneuploidy decreased tumourigenesis, 

where there was an increased incidence of tumours in wild-type mice in contrast to 

heterozygous Cenp-E+/- mice. Therefore, aneuploidy may promote and inhibit 

tumourigenesis, and this is dependent upon the level of genomic damage that is 

stimulated.    

 Since aneuploidy is anti-proliferative in non-transformed cells, the question 

remains: how do cancer cells tolerate aneuploidy? In human diploid cells where 

chromosome missegregation was induced, a reduced rate of proliferation and a p53-

dependent cell cycle delay was apparent (Thompson and Compton, 2011, 2010). As 

cancer cells exhibit aneuploidy and often defective p53 functioning (Tomasini et al., 

2008), the inability of p53 to function in the cell cycle arrest may contribute to the 

continued survival and proliferation of aneuploid cancer cells. 
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 In order to examine these questions, tools to study aneuploidy are required. 

Common methods of aneuploidy induction include the use of antimitotics such as the 

Eg5 inhibitor monastrol (Cimini et al., 2001, 1999; Knowlton et al., 2006; Thompson 

and Compton, 2008). Following a treatment period where mono-polar spindles form, 

the drug is washed out and widespread merotely is detected. This gives rise to 

chromosome missegregation and aneuploid daughter cells. However, only one 

missegregation event is observed every third division (Thompson and Compton, 2008), 

and thus, studying the widespread effects of aneuploidy is difficult. Furthermore, in this 

approach, chromosomes are often stuck within the cleavage furrow or form micronuclei 

and this can cause DNA damage (Ganem and Pellman, 2012; Janssen et al., 2011). 

Therefore, methods to induce aneuploidy without the issue of DNA damage are 

required. Potential new methods are described in Chapter 4, with more detail given in 

Appendix 1 (Bennett et al., 2015). 

 

1.52 Antimitotics 
 Antimitotics are used in cancer chemotherapy, although the exact mechanism 

of action is relatively unknown. Of the antimitotics, microtubule-targeting agents 

(MTA’s) are the more traditional, and have shown the greatest success in the clinic 

(Dumontet and Jordan, 2010). Antimitotic agents perturb microtubule dynamics and 

this results in an abnormal spindle, which affects chromosome alignment and leads to 

the activation of the SAC (Weaver and Cleveland, 2005). The MTA’s can be divided 

into microtubule-stabilising agents (e.g. paclitaxel, docetaxel), and microtubule-

destabilising agents (e.g. vinca alkaloids) (Jordan and Wilson, 2004).  

 Paclitaxel is a microtubule-stabilising antimitotic, which binds to the β-tubulin 

subunit of the microtubule, inducing a conformational change in the tubulin. As a result, 

interaction with neighbouring tubulins is stabilised and this prevents depolymerisation 

(Rowinsky and Donehower, 1995). Taxol is the front-line chemotherapy for many 

cancers, and at the ASCO conference in 2015, a study in metastatic prostate cancer 

patients indicated that docetaxel, in combination with the traditional hormone therapy, 

extended the median overall survival time from 67 to 77 months (James et al., 2016).  

The success that Taxol has exhibited may be attributed to the fact that unlike other 

agents, it accumulates in cells and persists for days after loss from circulation (Mori et 

al., 2006; Weaver, 2014). Zasadil et al. observed the intratumoural concentration of 

Taxol in primary breast tumours was >100-fold higher in comparison with the plasma 
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concentration (Zasadil et al., 2014), consistent with previous observations in cell lines 

(Jordan et al., 1996, 1993; Yvon et al., 1999).  

 From the studies of paclitaxel in human tumours by Zasadil et al., it was 

indicated that the mitotic arrest induced by Taxol in cell culture experiments was not 

required for the tumour shrinkage observed (Zasadil et al., 2014). At clinically relevant 

concentrations, multipolar spindles resulted in chromosome missegregation, owing to 

the cytotoxic effect in the clinic (Weaver, 2014).  

 The efficacy of antimitotics, in particular Taxol, has been indicated in breast and 

ovarian cancers (Jordan and Wilson, 2004; Rowinsky and Donehower, 1995). Despite 

success in the clinic, antimitotics do exhibit unfavourable side effects. Paclitaxel has 

been indicated in peripheral neuropathy, where the microtubule structures of neuronal 

cells are perturbed (Dumontet and Jordan, 2010; Rowinsky et al., 1993). Additionally, 

some patients do not respond to antimitotics, whilst others show sensitivity. Identifying 

those who are likely to respond is an area which needs to be addressed. In order to 

establish potential biomarkers for responsiveness, Chang et al. identified a 92-gene set 

that was able to aid in the prediction of whether a tumour was likely to respond to 

neoadjuvant docetaxel therapy (Chang et al., 2003). Further to this, other gene-

expression patterns have been highlighted which correlate with responsiveness to 

taxanes (Gianni et al., 2005). Lastly, resistance mechanisms can cause a lack of 

patient responsiveness, and these mechanisms can be acquired throughout treatment, 

or tumours may be inherently resistant (Dumontet and Jordan, 2010). Suggested 

mechanisms of Taxol resistance include an overexpression of the drug efflux pump, the 

multidrug transporter P-glycoprotein (Gottesman, 2002), changes in the metabolism of 

Taxol, and microtubule dynamic alterations (Drukman and Kavallaris, 2002).  

 In order to overcome these issues, it is important we understand the 

mechanism by which antimitotic exposure elicits its action. With the many problems 

associated with microtubule-targeting agents, much research has aimed at developing 

drugs which do not alter microtubule dynamics, but only halt mitotic progression.  

  

1.521 Second-generation antimitotics 
 A class of second-generation inhibitors are being studied, which encompass 

both mitotic drivers and mitotic blockers (Keen and Taylor, 2009). Whilst causing a 

mitotic arrest, the microtubules are unaffected (Jackson et al., 2007). Mitotic blockers 

induce a mitotic arrest by activating the SAC, whereas drivers target members of the 

checkpoint machinery, resulting in checkpoint override and mitotic exit. Mitotic blockers 
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consist of inhibitors of Cenp-E, Plk1, Eg5, and the drivers include agents targeting 

Mps1 and the Auroras. These proteins are only expressed in dividing cells, and are 

often overexpressed in some cancer types, making them ideal targets. Aurora B levels 

are elevated in cancer (Tatsuka et al., 1998), with detrimental effects on prognosis 

(Lens et al., 2010). Similarly, Plk1 overexpression has also been indicated in a number 

of cancers (Holtrich et al., 1994; Strebhardt and Ullrich, 2006; Yuan et al., 1997), with 

overexpression linked to aggressiveness and poor prognosis (Takai et al., 2005). 

Considering the kinase inhibitors, ZM447439 is a first-generation Aurora B inhibitor 

used extensively in cell biology (Ditchfield et al., 2003), and also PHA-739358 has 

emerged as a promising clinical candidate (Kollareddy et al., 2012). BI2536 is a Plk-1 

inhibitor used in cell biology (Steegmaier et al., 2007), but more recently, volazertib has 

shown promising preclinical results (Gjertsen and Schöffski, 2014). Furthermore, 

monastrol was initially developed as an Eg5 inhibitor (Mayer, 1999), causing mono-

polar spindles and defective chromosome congression (Blangy et al., 1995). Other Eg5 

inhibitors have since been acquired, including ispinesib and AZD4877 (Rath and 

Kozielski, 2015). Clinical results for the second-generation antimitotics have not been 

promising, where unfavourable side effects and only minor partial responses have 

been indicated (Chakravarty et al., 2011; Chan et al., 2012; Chung et al., 2012; Huszar 

et al., 2009; Komlodi-Pasztor et al., 2012; Lens et al., 2010; Mitchison, 2012; Rath and 

Kozielski, 2015).  

 Previously it was thought that tumour cells undergo mitosis at a faster rate than 

normal somatic cells. However, this is not always the case (Komlodi-Pasztor et al., 

2012). Tumour doubling times in patients are often in the region of 300 days, in 

comparison to cell lines at approximately 24 hours. Consequently a low mitotic index of 

<1% is observed and this may be the reason for the unforeseen lack of clinical 

success. Furthermore, heterogeneity within cell lines and tumours has been identified 

(Gascoigne and Taylor, 2008), and thus, responses to a particular chemotherapeutic 

cannot be easily predicted. As the cytotoxic effect of Taxol is likely due to chromosome 

missegregation on multipolar spindles, rather than as a result of a mitotic arrest 

(Zasadil et al., 2014), the lack of efficacy of the second-generation antimitotics may be 

because a mitotic arrest is not needed to promote apoptosis and isn’t required for 

efficacy of MTA’s. This infers that perhaps other approaches of targeting need to be 

considered. 
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1.522 Response to antimitotics and cell fate 
 Studies have indicated that the intrinsic apoptotic pathway plays a role in the 

cellular response to antimitotics, through the activation of caspase-3 (Gascoigne and 

Taylor, 2008; Jordan et al., 1996; Marcus et al., 2005; Tao et al., 2005). Many studies 

have been undertaken to aid in the understanding of the cancer cell response to 

antimitotics (Gascoigne and Taylor, 2008; Jackson et al., 2007; Rieder and Maiato, 

2004; Weaver and Cleveland, 2005). Upon exposure to antimitotic drugs, the SAC is 

activated, resulting in a mitotic arrest (Musacchio and Salmon, 2007), and this can be 

followed by different cell fates ((Gascoigne and Taylor, 2008; Rieder and Maiato, 2004) 

and see (Figure 1.7A)). Following a prolonged mitotic arrest cells may exit mitosis, 

without undergoing a division (known as ‘slippage’) (Rieder and Maiato, 2004; Taylor 

and McKeon, 1997; Weaver and Cleveland, 2005). Following slippage, the cell may 

survive and continually enter and exit mitosis, it may undergo post-mitotic death (PmD), 

or arrest in the following interphase. Additionally, a cell may undergo death in mitosis 

(DiM) whilst arrested, or it may divide abnormally, giving rise to daughter cells with 

unequal chromosome numbers. 

 A study in many cell lines with different drugs and concentrations concluded 

that cells experience intra- and inter-line heterogeneity (Gascoigne and Taylor, 2008). 

Aided by a single-cell based analysis it was established that cell fate can vary 

depending on the cell line, drug and concentration used. The single-cell analysis 

approach captured images of the cells (for example every 10 minutes), over a (72 hour) 

time period, in the presence of a given drug. Using time-lapse movies of the cells, 

single cells were tracked over time for their behaviour and fate. The analysis of these 

cells was depicted in a ‘cell fate profile’ (Figure 1.7B). This is a graph where typically 50 

cells are analysed, and one line is one cell. The colour of the line indicates the fate of a 

cell (e.g. DiM), and the length of the line indicates the time period taken to undergo the 

particular fate. For example, red indicates DiM, and green, PmD. The representative 

phase-contrast images in Figures 1.8A, B show typical fates tracked and observed and 

the subsequent phenotypic analysis. When cells are treated with Taxol (or another 

mitotic blocker), cells ‘round-up’. When cells undergo continual mitotic exit, large, 

tetraploid cells can result.  In Figure 1.8B image sequences demonstrate how cells are 

analysed; those which divide normally, abnormally, exit or die. The observed 

heterogeneity in vitro can aid in understanding why there are unpredictable patient 

responses to antimitotics. Cell fate can be dictated and explained by the activity of two 

competing networks that are present within cells (Gascoigne and Taylor, 2009, 2008).  
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is reached first, the cell will undergo DiM (such as in the RKO cell line), but if the threshold
for slippage is breached first, the cell will exit mitosis (such as in the DLD-1 cell line).
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Figure 1.8 Analysis of cell fate using the IncuCyte® Zoom.
(A) Representative phase-contrast images of RKO cells analysed on the IncuCyte® 
Zoom for analysis of cell fate, where cells are shown as untreated, in mitotic arrest
with Taxol, having undergone death or exited mitosis. Bar: 25 μm. 
(B) Examples of the different cellular fates encountered upon analysis, including a normal
division, an abnormal division, mitotic exit, post-mitotic death and death in mitosis. Bar:
25 μm. 
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1.53 Competing networks and c-myc 

 The competing networks model aids in the understanding of the mechanism 

controlling whether a cell will die in mitosis or undergo slippage (Gascoigne and Taylor, 

2008). The two networks controlling cell fate are (1) the reduction in cyclin B1 levels 

during a prolonged mitosis, eventually resulting in slippage (Brito and Rieder, 2006) 

and (2) the increase in death signals accumulated over time. Both of the networks have 

a certain threshold, which when reached will dictate the cellular fate i.e. if the threshold 

for slippage is reached first, the cell will undergo this fate. While the factors controlling 

cyclin B1 degradation and slippage phenotype have been extensively studied, the 

factors controlling DiM are less known.  

 Cell-to-cell variation exists within a cell line or tumour and each cell will have its 

own competing network, where rates of cyclin B1 degradation and death signal 

accumulation will vary between cells. Inherently, different cell lines will have genetic 

differences which will give rise to differences in the rate of cyclin B1 degradation for 

example.  This can be exemplified when the DLD-1 and the RKO cell lines are 

contrasted (Figure 1.7C). Upon exposure to antimitotics DLD-1 cells predominantly 

undergo slippage, whereas the RKO cell line mostly shows a DiM phenotype. 

Therefore, the death signals for the RKO cell line will accumulate faster than cyclin B1 

degrades, with the inverse true for the DLD-1 cell line, where cyclin B1 will be degraded 

with faster kinetics. 

 To understand further the factors which control whether a cell will die in mitosis 

during a mitotic arrest, a genome-wide siRNA screen was used to identify genes which 

could decrease Taxol-induced DiM (Topham et al., 2015). Here, the oncogenic, 

transcription factor c-myc was recognised as an essential gene which controls the 

apoptotic machinery for DiM. It does so by down-regulating the pro-survival protein Bcl-

xL and up-regulating the pro-apoptotic proteins Noxa, Bim and Bid. Previous studies 

have also indicated that myc suppresses Bcl-xL (Eischen et al., 2001). As c-myc was 

the only apoptosis-related ‘hit’, and the screen aimed to find regulators of death in 

mitosis, it may be surprising that more apoptotic family members didn't manifest in the 

screen. The reason for this may be due to the functional redundancy that exists 

between members of the intrinsic apoptotic network (Eichhorn et al., 2014; Eno et al., 

2012; Topham et al., 2015). Considering the competing networks model, c-myc was 

shown to only control the death pathway but not the slippage pathway, confirming that 

c-myc is a master regulator of the death network (Topham et al., 2015). 
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1.6 Apoptosis 
 Cell fate following an antimitotic induced arrest can sometimes result in 

apoptosis, with death either in mitosis or in interphase following exit. It has been shown 

that the death observed is caspase-dependent and this involves the intrinsic apoptotic 

machinery (Doménech et al., 2015; Gascoigne and Taylor, 2008; Shi et al., 2008). In 

particular, Bcl-xL has been indicated to be a potent pro-survival factor during a 

prolonged mitosis induced by antimitotics (Bah et al., 2014; Shi et al., 2011), and 

therefore I will give focus to apoptosis, but also give detail on Bcl-xL. 

 

1.61 Overview 
 The term ‘apoptosis’ was first coined in 1972 to define an observed 

‘programmed cell death’ (Kerr et al., 1972). When a cell is destined to undergo 

apoptosis, morphological changes will develop, with the cell shrinking in size and 

showing pyknosis (chromatin condensation). The cytoplasm will become increasingly 

dense and the organelles progressively tightly packed, with these characteristics 

confirmed by light and electron microscopy in 2000 (Hacker, 2000). The plasma 

membrane blebs and ‘budding’ gives rise to apoptotic bodies. Following formation, the 

bodies undergo phagocytosis.  

 A more in-depth understanding of the cell death process arose from 

observations in Caenorhabditis elegans during development (Horvitz, 1999). Apoptosis 

is important for development, ageing and for homeostatic control in the maintenance of 

a constant population of cells within tissues (Elmore, 2007; Renehen et al., 2001). In 

metazoan development, the initial over-proliferation of cells requires subsequent 

apoptosis to establish organs and other structures (Jacobson et al., 1997). Apoptosis 

also acts as a defence mechanism when cells are exposed to intracellular and 

extracellular stimuli, to remove pathogen-infected cells from the body. 

 An aberrant apoptosis often leads to abnormalities and pathologies in the adult 

vertebrate (Elmore, 2007). This includes pathologies such as cancer, AIDS and 

Alzheimer’s disease. Sometimes alterations to the intrinsic apoptotic machinery can 

occur such as overexpression of pro-survival factors (e.g. Bcl-2), or downregulation of 

pro-apoptotic factors (e.g. Bax). An example includes human B cell lymphoma’s which 

overexpress Bcl-2 (Vaux et al., 1988).  
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1.62 Intrinsic and extrinsic pathways 
 Apoptosis encompasses both the intrinsic and extrinsic pathways, with 

overlapping mechanisms existing. The extrinsic pathway involves the binding of death 

ligands to trans-membrane receptors (Figure 1.9), including (death) TNF receptors 

(Locksley et al., 2001). When bound, Fas-Associated protein with Death Domain 

(FADD) is recruited, which associates with the procaspase-8 protein, inducing the 

formation of a death-inducing signalling complex (DISC) which then activates 

procaspase-8. The protease caspase-8 then acts to initiate apoptosis (Kischkel et al., 

1995). This involves the cleavage of noncaspase substrates including Bid. Truncated-

Bid (t-Bid) translocates to the nucleus, and downstream apoptosis then occurs. 
 The intrinsic pathway involves non-receptor binding stimuli such as cytokines 

and growth factors, and is directly involved in the response to intracellular signals, with 

downstream consequences involving the mitochondria (Elmore, 2007). The control of 

the intrinsic apoptotic network is by the Bcl-2 protein family (Adams and Cory, 2007; 

Topham and Taylor, 2013), and it is the balance between the pro-apoptotic and anti-

apoptotic Bcl-2 proteins which dictates cell fate. The Bcl-2 family regulate commitment 

to apoptosis by controlling mitochondrial outer membrane permeabilisation (MOMP), 

where pro-apoptotic BAK and BAX (pro-apoptotic factors) are the key regulators (Certo 

et al., 2006; Chipuk et al., 2010). This is followed by release of mitochondrial proteins 

such as cytochrome c and Smac/DIABLO. Cytochrome c was discovered as a key 

mitochondrial protein for signalling in apoptosis (Liu et al., 1996), and activates 

caspase-3 via the formation of a cytochrome c/Apaf-1/caspase 9 apoptosome. 

Smac/DIABLO induces the activation of caspases through the inhibition of the inhibitors 

of apoptosis (IAPs) ((Saelens et al., 2004) and (Section 1.63)). Caspases-3 and -7 are 

the executioner caspases, initiating a caspase cascade which leads to apoptosis.   

 Classes of the pro- and anti-apoptotic proteins are categorised according to the 

BH (Bcl-2 homology) domains they possess and their roles in cell survival, where the 

conserved BH domains are BH1, BH2, BH3 and BH4. The pro-survival Bcl-2 family of 

proteins (Bcl-2, Bcl-xL, Bcl-w, Mcl-1) possess four BH domains, the pro-apoptotic 

proteins (Bax and Bak) also typically possess four, and the pro-apoptotic BH3-only 

proteins (Bim, Bid, Bad, Noxa, Puma) only possess one, the BH3 domain (Delbridge et 

al., 2016). The BH1, BH2 and BH3 domains of the pro-survival proteins 

characteristically form a hydrophobic groove in which a BH3 domain (an amphipathic 

helix of approximately 24 residues) can bind (Adams and Cory, 2007; Liu et al., 2003; 

Sattler et al., 1997).  
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  In 1978, t(14;18) chromosomal translocations in human follicular lymphoma 

identified the BCL2 gene i.e. B-cell leukaemia gene (Fukahara and Rowley, 1978). 

Subsequent experiments in mice without IL-3 (Interleukin-3, a cytokine), but 

overexpressing Bcl-2 indicated Bcl-2’s pro-survival role (Vaux et al., 1988). Many 

studies have indicated Bcl-2 as an important regulator to block apoptosis under 

conditions of stress (McDonnell et al., 1989; Sentman et al., 1991; Strasser et al., 

1991; Tsujimoto, 1989).  

 Following on from this, Mcl-1 (myeloid cell leukemia 1), Bclx (also Bcl2l1) and 

A1 (BFL1 in humans) were identified; where MCL1 was identified through phorbol 12-

myristate 13-acetate (PMA) induction in myeloid leukaemia cells (Kozopas et al., 

1993); BCL-X (Long and Short) was isolated in chickens (followed by humans) (Boise 

et al., 1993); and A1 was induced by granulocyte-macrophage colony-stimulating factor 

(GM-CSF) in myeloid cells (Lin et al., 1993). Furthermore, pro-apoptotic Bax was found 

to co-immunoprecipitate with Bcl-2 (Oltvai et al., 1993), and further experimentation 

found when overexpressed, Bax stimulated apoptosis. This was the first evidence of 

the presence of two groups of apoptotic genes, those which promote (pro-apoptotic) 

and those which inhibit (anti-apoptotic) apoptosis and that these two groups interact. 

From here, Bak was cloned and shown to induce apoptosis following exposure to 

stimuli (Kiefer et al., 1995).  

 Following on from the discovery of the pro-survival proteins, pro-apoptotic BH3-

only proteins were later uncovered. In 1995, Bad was discovered when bound to Bcl-2 

in a yeast two-hybrid screen (Yang et al., 1995). Bid was identified in 1996, where upon 

cleavage by caspase-8, t-Bid, the truncated form, is produced and this was shown to 

bind both Bcl-2 and Bax (Li et al., 1998). Furthermore, Bim was recognised when 

screening a cDNA expression library utilising the Bcl-2 protein as a binding probe 

(O’Connor et al., 1998). When 293T cells were transfected with BimL, over 90% of the 

cells died following a 3-day period, indicating the pro-apoptotic activity of Bim. Noxa 

was observed in 2000, where expression in primary mouse cells exposed to stress was 

dependent upon p53 (Oda, 2000). 

 Differential specific interactions exist between the pro-survival and pro-apoptotic 

proteins (Brunelle and Letai, 2009). However, because of the structural conservation 

that exists between the families, interactions can occur between most of the members, 

ultimately resulting in functional redundancy. For example Bcl-xL interacts with Bim, 

Bid and Bad, and also Bak and Bax (Chen et al., 2005; Sattler et al., 1997). However, it 

does not show affinity for Noxa. On the other hand, Mcl-1 will bind Noxa, and shows 
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less affinity for Bad. It is these interactions which are imperative for the stimulation of 

apoptosis. 

 The process of MOMP can be explained by two models: the ‘direct activation’ 

model and the ‘neutralisation’ model (Sáez and Villunger, 2016). In the ‘direct 

activation’ model, ‘activators’ (BIM/BID) are bound by Bcl-2 members until a stress 

signal induces displacement by the ‘sensitizers’ (BAD/NOXA), which then allows for 

activation of BAX and BAK, oligomerisation and subsequent MOMP (Chipuk et al., 

2010; Letai et al., 2002). On the other hand, the ‘neutralisation’ model suggests that the 

Bcl-2 proteins inhibit BAK and BAX, and upon stress, the BH3-only proteins disrupt this 

interaction, freeing BAK and BAX to initiate MOMP (Willis et al., 2007). Due to the 

redundancy that exists between the apoptotic members, establishing the minimum 

requirement for MOMP has been difficult (Senft et al., 2015; Villunger et al., 2011). 

Recently, to test this, all BH3-only proteins (and p53, Rb) were eliminated from a 

mammalian cell system using CRISPR/Cas9 (O’Neill et al., 2016). Whilst these cells 

were resistant to apoptotic stimuli, when the Bcl-2 proteins were neutralised, BAX/BAK-

dependent MOMP followed. This suggests that the BH3-only proteins (or p53, Rb) are 

not required for the direct activation of BAK and BAX. Reconstitution assays in BCL-2 

allKO HCT116 cells implied that apoptosis can occur without the presence of these 

members, where the only requirement for MOMP is an outer mitochondrial membrane 

and the C-terminus of BAX or BAK (Sáez and Villunger, 2016).  

 Under normal conditions, the pro-survival proteins (Bcl-2, Bcl-xL, Mcl-1) bind 

and sequester the pro-apoptotic proteins (Bax and Bak). The balance between the 

opposing families is in favour of the pro-survival proteins, maintaining survival. The pro-

survival proteins normally reside on the outer mitochondrial membrane (OMM) and the 

pro-apoptotic proteins in the cytosol, yet there is a small amount of Bax found 

associated with the mitochondria (Desagher et al., 1999). There is continual retro-

translocation of Bax from the membrane to the cytosol, aided by the interaction with 

Bcl-xL (Edlich et al., 2011).  Similar patterns of behaviour are seen with Bak (Todt et 

al., 2015). The interaction between Bcl-2 proteins and pro-apoptotic proteins prevents 

the functioning of Bak and Bax in the permeabilisation of the outer mitochondrial 

membrane. Thus, no downstream signalling or apoptosis will occur. On the other hand, 

under conditions of stress, the balance tips in favour of the pro-apoptotic proteins, 

which ultimately leads to the initiation of apoptosis. When exposed to stress signals, 

the pro-survival proteins are inhibited by the BH3-only pro-apoptotic proteins, with 
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binding in the BH3 domain. This frees and allows Bax and Bak to oligomerise at the 

OMM, leading to permeabilisation and apoptosis.   

 Due to the overexpression of pro-survival factors in cancer, their prevalent role 

in the survival of tumour cells, and the evasion of apoptosis being a hallmark of cancer 

(Hanahan and Weinberg, 2011), targeting these proteins in chemotherapy is 

advantageous. 

 

1.63 Inhibitors of apoptosis (IAPs) 
 Many cancers use the evasion of apoptosis in order to continue to survive and 

grow (Hanahan and Weinberg, 2011). Apoptosis is also essential in immune settings 

where it is used to prevent further viral replication (Clarke and Tyler, 2003). Despite 

this, viruses have acquired a mechanism to resist apoptosis, allowing for virus 

replication. A genetic screen revealed they do so by expressing inhibitors of apoptosis 

(IAPs) (Crook et al., 1993), where some, but not all, exhibit functions in apoptosis 

(Beug et al., 2012; Marivin et al., 2012). Mammalian examples include anti-apoptotic X-

linked IAP (XIAP) and cellular IAP (cIAP), which are important in the response to 

endogenous and exogenous stress signalling. Under normal conditions, XIAP inhibits 

caspase-9, -3 and -7 activity (Deveraux et al., 1997; Eckelman et al., 2006; Shiozaki et 

al., 2003), inhibiting the onset of apoptosis. This may lead to the promotion of cancer 

cell survival.  

 IAPs are often overexpressed in many cancers, and therefore may be an 

attractive anticancer target. Small molecule inhibitors and antisense oligonucleotides 

have gained the most interest (Ndubaku et al., 2009; Vucic and Fairbrother, 2007), 

including antagonists which bind IAPs, preventing association with caspases or Smac; 

and also antagonists which mimic Smac and therefore bind IAPs. Importantly, some 

small molecule inhibitors of IAPs are in clinical trials (Fulda and Vucic, 2012), including 

Smac mimetics (Bai et al., 2014). 

 Indeed, IAPs play a key role in apoptosis, yet their role has been shown to 

extend beyond solely the inhibition of apoptosis. Some IAPs function in the regulation 

of inflammatory and innate immune signalling pathways (Estornes and Bertrand, 2015), 

through their E3 ubiquitin ligase activity (Estornes and Bertrand, 2015; Gyrd-Hansen 

and Meier, 2010), in particular cIAP-1/2 (Varfolomeev et al., 2012). This activity 

enables them to regulate NFκB, MAPK or IRF pathways, which are downstream of 

Pattern Recognition Receptors (PRRs) and Tumour Necrosis Factor Receptors 

(TNFRs) (Estornes and Bertrand, 2015). Many human diseases develop through 
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inflammation, and therefore targeting IAPs in this context could be promising. Due to 

their pivotal role in the immune response, the use of IAP antagonists in the context of 

cancer chemotherapy may not be appropriate. Patients with cancer are likely already 

immune compromised, and therefore, use of IAP antagonists will insult the immune 

system further.   

 
1.64 Other mechanisms of cell death  
  Even though apoptosis is likely the main mechanism of cell death induced by 

anticancer therapies, and therefore will be the focus of my thesis, there are non-

apoptotic mechanisms of cell death. These include necrosis, autophagy and mitotic 

catastrophe (Brown and Wilson, 2003; Brown and Attardi, 2005; Okada and Mak, 

2004). The form of cell death that a cell may undergo depends on the cellular context 

and genetic background (Okada and Mak, 2004). Necrosis is unregulated and involves 

the uncontrolled release of intracellular components (Vanden Berghe et al., 2014). 

Autophagy occurs to direct unwanted proteins to the lysosome for degradation, and 

cells with increased autophagy undergo non-apoptotic death. Lastly, mitotic 

catastrophe is a term that was originally used to describe Schizosaccharomyces 

pombe cells that were forced into mitotic entry when Cdc2 was overexpressed (Russell 

and Nurse, 1984). Following on from this initial definition, it now is defined as a 

mechanism which detects mitotic failure and forces a cell to undergo mitosis-specific 

death (Castedo et al., 2004). Morphologically different from apoptosis and necrosis, it is 

characterised by the fragmentation of the nucleus and gives rise to micronuclei. It is 

observed when cells are exposed to agents which cause DNA damage or spindle 

disruption, and unlike apoptosis, is independent of caspase-3 and -9, and is likely to 

involve caspase-2 activation (Castedo et al., 2004). However, definitive explanations 

for the activation of mitotic catastrophe are yet to be complete. Given that the evidence 

for the action of antimitotics and the death in mitosis fate has been suggested to be via 

the caspase-dependent intrinsic apoptotic pathway, and my studies will focus on 

enhancing the efficacy of antimitotics, the alternative forms of death will not be 

considered in my thesis. 

 

1.65 Apoptosis and cancer 
 The evasion of apoptosis is a hallmark of cancer (Hanahan and Weinberg, 

2011). As p53 is a key tumour suppressor and plays a role in apoptosis, evasion often 

involves p53 loss (Lopez and Tait, 2015). Other strategies for avoiding cell death 
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include upregulation of pro-survival proteins (Kelly and Strasser, 2011). This 

upregulaton may cause resistance to anticancer agents when apoptosis is the 

mechanism of action (Lowe et al., 1993). Therefore, some anticancer therapies are 

aimed at inducing apoptosis in order to halt cancer. 

 Although a good approach, triggering apoptosis may not necessarily always be 

a good thing, and apoptosis has been indicated as being oncogenic in some settings. 

Evidence has suggested that perhaps the low expression of pro-apoptotic proteins 

results in inhibition of tumourigenesis (Labi et al., 2010; Michalak et al., 2010). On the 

other hand, the increased expression of pro-survival proteins showed improved 

prognosis (Berardo et al., 1998; Reed et al., 1996). These studies suggest that 

initiating apoptosis in a cancer setting is not always a beneficial approach, since the 

evasion of apoptosis has been indicated in the inhibition of cancer progression 

(Michalak et al., 2010).  
 The mitochondrial outer membrane permeabilisation (MOMP) is referred to as 

the ‘point of no return’. When cells have undergone permeablisation, apoptosis will 

follow. Despite this view, it has been shown that MOMP is not an ‘all or nothing’ 

response, but in fact, there are graded levels of permeabilisation which will not 

necessarily result in cell death (Ichim et al., 2015). When a cell undergoes a sub-lethal 

level of stress, ‘minority MOMP’ occurs where some level of permeabilisation is 

acquired. Examples of sub-lethal stress include BH3 mimetic exposure, BH3 proteins 

and also slippage. As this results in a sub-apoptotic level of caspase activation, 

apoptosis is not triggered (Ichim et al., 2015; Orth et al., 2012). Although apoptosis is 

not activated, the DNase CAD induces DNA damage. In turn, high levels of DNA 

damage may promote genomic instability and tumourigenesis. Therefore, as eluded to 

previously, triggering apoptosis may have detrimental consequences. It may be that the 

targeting of Bcl-2 proteins in cancer chemotherapy could promote tumourigenesis. 

Despite this, the concept targeting Bcl-2 proteins with ‘BH3 mimetics’ is an active and 

interesting area of study.  

 

1.66 Targeting apoptosis with BH3 mimetics  
 From early studies using antisense oligonucleotides to repress Bcl-2 expression 

(Reed et al., 1990), drugs screens followed in order to identify sequences and 

structures which inhibited the activity of the pro-survival proteins (Lessene et al., 2008; 

van Delft and Huang, 2006; Varadarajan et al., 2013). ‘BH3 mimetics’ were then 

developed which mimic the function of the BH3-only proteins by binding in the BH3 



	

52 

domain of the pro-survival proteins. This inhibits their function and induces apoptosis 

(Delbridge et al., 2016). The identification of the crystal structure of Bcl-xL in 1996 

promoted structure-based design studies which was used to design and develop 

inhibitors against the pro-survival proteins (Muchmore et al., 1996; Sattler et al., 1997).  
 In the first case, ABT-737 was developed (Oltersdorf et al., 2005), followed by 

its orally active analogue ABT-263 (Navitoclax) (Tse et al., 2008), both of which inhibit 

Bcl-2, Bcl-xL and Bcl-w. These agents stimulate Bax- and Bak-dependent apoptosis 

(van Delft et al., 2006; Vogler et al., 2009) via the mimicking of Bad. Clinically, a 35% 

partial response in chronic lymphocytic leukemia (CLL) in a Phase I study was 

indicated with navitoclax (Roberts et al., 2012). When in combination with paclitaxel, 

ABT-737 and ABT-263 enhanced cell death (Bah et al., 2014; Kutuk and Letai, 2008; 

Oltersdorf et al., 2005; Shi et al., 2011). Although ABT-737 hits a number of pro-

survival factors, it has been suggested that Bcl-xL controls the increase in cell death 

(Bah et al., 2014). Although effective, the inhibition of Bcl-xL is detrimental to the 

survival of platelets, and this induces Bax- and Bak-mediated thrombocytopenia 

(Mason et al., 2007; Zhang et al., 2007). 

 Additionally, Bcl-2 selective inhibitors such as Venetoclax ABT-199 (Souers et 

al., 2013) have been taken through Phase I-III trials in CLL (Davids and Letai, 2013; 

Roberts et al., 2015), with an overall response rate (ORR) of 84% in 56 patients with 

relapsed or refractory CLL. No effect was seen on platelets (Souers et al., 2013). 

 Mcl-1 is often overexpressed in cancer (Beroukhim et al., 2010), is a potent pro-

survival factor (Glaser et al., 2012; Grabow et al., 2014; Koss et al., 2013; Xiang et al., 

2010), and is a key factor in resistance shown towards ABT-263/ABT-737 (Chen et al., 

2007; Konopleva et al., 2006; Tahir et al., 2007; van Delft et al., 2006). Recent 

attempts in the study of Mcl-1 targeting have resulted in the development of A-1210477 

(Leverson et al., 2015b), shown to disrupt Mcl-1-Bim complexes and induce apoptosis 

in Mcl-1 dependent cell lines. It must however, be considered that Mcl-1 is involved in 

the maintenance of normal cell types including neuronal cells (Arbour et al., 2008), and 

therefore side effects may be problematic. 

 Lastly, inhibitors selective for Bcl-xL have been acquired. Development was 

difficult due to the large, shallow and hydrophobic BH3 domain (Mullard, 2012). Such 

inhibitors include WEHI-539 (Lessene et al., 2013), and more recently, A-1155463 and 

A-13311852 (Leverson et al., 2015a; Tao et al., 2014). WEHI-539 was developed 

utilising the crystal structure of Bcl-xL in structure-based design studies (Lessene et al., 

2013), where specificity for Bcl-xL was confirmed with loss of cell viability in Mcl-1-/- 
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MEFs when exposed to WEHI-539. There was no effect in wild-type MEFs, indicating 

the selectivity against Bcl-xL, but also confirming the redundancy between Mcl-1 and 

Bcl-xL in this context. Induction of platelet apoptosis also confirmed selectivity. The 

more recent A-13311852 shows oral bioavailability and in vivo studies indicated the 

disruption of Bcl-xL-Bim complexes, with apoptosis in Bcl-xL dependent Molt-4 cells 

(Leverson et al., 2015a).  

 The availability of the selective inhibitors will allow for the dissection of the roles 

of the Bcl-2 proteins in cell survival. A method which aims to study the Bcl-2 proteins 

and their interactions is ‘BH3 profiling’. It is a method which proposes to decipher the 

interactions between pro-survival and pro-apoptotic proteins (Ryan et al., 2010), and it 

determines the dependence of tumour cell lines upon particular Bcl-2 proteins. 

Furthermore, this assay measures how ‘primed’ a cell is for death, that is, how 

sensitive it is to apoptosis (Deng et al., 2007), and it has also been used as a predictive 

method to examine the effectiveness of BH3 mimetics and chemotherapeutic drug 

combinations in Dynamic BH3 profiling (DBP) (Montero et al., 2015). DBP can predict 

response to chemotherapeutics in cancers, and it may be of use as a predictive 

biomarker in vivo. The level of ‘priming’ prior to therapy may be an indicator of 

responsiveness (Ni Chonghaile et al., 2012; Vo et al., 2013). Cancer cells are more 

sensitive to apoptosis than normal, ‘healthy’ cells, with increased ‘priming’ and 

dependence on pro-survival proteins exhibited. These ‘primed’ cells are more sensitive 

to agents which induce apoptosis (Ni Chonghaile et al., 2011), and this suggests a 

rationale for using BH3 mimetics. 

 

1.67 Bcl-xL  
1.671 The structure and functioning of Bcl-xL 
 Bcl-xL is a pro-survival Bcl-2 protein and has been shown to be a potent mitotic 

pro-survival factor in many contexts (Bah et al., 2014; Minn et al., 1996; Shi et al., 

2011; Topham et al., 2015; Upreti et al., 2008). Structurally, Bcl-xL is composed of a 

globular structure, with a hydrophobic core surrounded by a helical bundle (Muchmore 

et al., 1996), with 4 BH domains: BH1, BH2, BH3, BH4 (Figure 1.10A). The BH1 and 

BH2 domains are highly conserved among Bcl-2 proteins, as these regions are 

important for anti-apoptotic activity and allow for heterodimerisation (e.g. with Bax/Bak). 

Together the BH1, BH2 and BH3 domains form a hydrophobic cleft where the pro-

apoptotic proteins can bind. Mutation of the Gly138 in this cleft inhibits binding to Bax 

(Cheng et al., 1996; Sedlak et al., 1995), suggesting the requirement for this residue for 
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(C) WEHI-539 binds in the BH3 domain of Bcl-xL, interacting with P2 and P4 pockets: the 
two hydrogen bonds to Arg139 may indicate selectivity for Bcl-xL over Bcl-2. Adapted from
Czabotar et al., 2014.
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the interaction. Furthermore, the C-terminal trans-membrane domain of Bcl-xL directs it 

to the membrane, and it is here where interactions with the binding partners occur. The 

analysis of a Bcl-xL-Bim crystal structure gave an insight into how interactions transpire 

(Liu et al., 2003), and this study also exposed the change in Bax and Bak conformation 

when bound to Bcl-xL and how this facilities MOMP. Although mostly found on the 

OMM, in normal healthy cells Bcl-xL retro-translocates between the membrane and the 

cytosol with transient interaction with Bax. 

 The mechanism by which Bcl-xL acts as a pro-survival factor was indicated in 

studies where Bcl-xL inhibited MOMP by binding tBid and also membrane-bound Bax 

(Billen et al., 2008). Bcl-xL prevents Bax from inserting in the membrane of the 

mitochondria, thus preventing MOMP. Bax undergoes conformational changes with an 

initial step involving the exposure of its N-terminus at the membrane, which is in 

equilibrium with other conformational changes. Bcl-xL is involved in moving the 

equilibrium away from Bax conformational changes and this allows it to interact with the 

membrane. Therefore Bax cannot bind the membrane and exert its pro-apoptotic 

function. 

 When exposed to stress signals, the BH3 amphipathic helix of a BH3-only 

protein will bind in the hydrophobic groove of Bcl-xL (or other pro-survival proteins), 

where four hydrophobic residues (h1-h4) of the BH3 protein interact with the 

hydrophobic groove of Bcl-xL. When these regions are in close proximity, a salt bridge 

is formed between an Asp of the BH3 protein and an Arg in the BH1 domain of Bcl-xL. 

These important interactions can be exploited when developing inhibitors of the Bcl-2 

family members. 

 
1.672 Bcl-xL and its inhibitors 
 
 As mentioned previously, developing small molecule inhibitors against the anti-

apoptotic family is advantageous. For example, ABT-737 (an inhibitor of Bcl-2, Bcl-xL 

and Bcl-w) (Oltersdorf et al., 2005) has a number of defined interactions in the BH3 

domain of Bcl-xL. When bound, ABT-737 occupies the p2 and p4 hydrophobic pockets 

of Bcl-xL ((Czabotar et al., 2014) and see (Figure 1.10B)). There is an electrostatic 

interaction between the R2-NH+ of the ABT-737 and the Glu96 of Bcl-xL. Furthermore, 

a more specific inhibitor of Bcl-xL, WEHI-539 shows differential interactions in the 

hydrophobic domain (Czabotar et al., 2014). WEHI-539 also occupies the p2 and p4 

hydrophobic pockets of Bcl-xL. Charge interactions are seen between the Glu96 and 

the R-NH3
+, and the Arg139 and the RCOO- of WEHI-539. Additionally, hydrogen-
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bonding interactions are also indicated with the N of the bicyclic aromatic ring and 

Leu108, and also the R-NH and the Ser106. The sum of these interactions may provide 

affinity of WEHI-539 for Bcl-xL over Bcl-2. 

 

1.673 Bcl-xL in cancer  
 Cancers often overexpress some members of the pro-survival family of 

proteins. Specifically, Bcl-xL is associated with mouse myeloid and T-cell leukemias 

(Packham et al., 1998), and also in breast cancers (Olopade et al., 1997). The over-

expression of Bcl-xL is related to a poor prognosis in cancer (Cory and Adams, 2002). 

More precisely, a screen of the National Cancer Institute (NCI) panel of 60 cancer cell 

lines identified the overexpression of Bcl-xL as the key factor in determining resistance 

to chemotherapeutic agents (Amundson et al., 2000). Furthermore, Bcl-xL expression 

confers resistance to a number of drugs and is associated with tumour progression in 

solid tumour and haematological cancers (Amundson et al., 2000; Cleary et al., 1988; 

Minn et al., 1995). Consequently, initiating a more in-depth study into the role of Bcl-xL 

in cellular survival, and how this can be exploited in anticancer strategies, is 

advantageous.  

 

1.68 Apoptosis and mitosis  
 Mitosis is more susceptible to apoptosis than the interphase state (Rieder and 

Maiato, 2004). In mitosis, proteins undergo post-translational modifications, such as 

ubiquitination and phosphorylation, and transcription and translation are halted (Barr et 

al., 2011; Nigg, 2001; Pines, 2006). Death in mitosis involves the intrinsic apoptotic 

network and the phosphorylation of apoptotic proteins in mitosis is important in 

controlling their function and interactions (Topham and Taylor, 2013).  

 During mitosis, phosphorylation regulates the functioning of the pro-survival 

proteins. In response to a mitotic arrest in the presence of microtubule inhibitors, Bcl-xL 

is phosphorylated at Ser62 (Haschka et al., 2015; Poruchynsky et al., 1998; Upreti et 

al., 2008). This phosphorylation by Cdk-1 negatively regulates the Bcl-xL/Bax 

interaction (Terrano et al., 2010), antagonising the anti-apoptotic function of Bcl-xL and 

diminishing its binding to Bax. Under normal conditions, Bcl-xL is present in the cytosol 

and mitochondria, and Bax in the cytosol (Du et al., 2005). When exposed to 

antimitotics (such as vinblastine) Bcl-xL is phosphorylated and Bax translocates to the 

mitochondria, carrying out its function to permeabilise the membrane (Upreti et al., 
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2008). Therefore, the phosphorylation of Bcl-xL is important for the release of the 

sequestered Bax, in turn, inducing apoptosis. 

 Bcl-2 also undergoes Cdk-1-mediated phosphorylation in mitosis (Haldar et al., 

1995; Terrano et al., 2010), and this antagonises its function (Yamamoto et al., 1999). 

A prolonged mitotic arrest increases Cdk1 activation, enhancing the extent of Bcl-2 

phosphorylation and reducing its pro-survival functioning (Terrano et al., 2010). 

However, Haschka et al. suggested that in fact, Bcl-2 phosphorylation in mitosis 

causes little inhibition of its activity (Haschka et al., 2015). Furthermore, studies have 

indicated that Bcl-2 is not essential for survival following antimitotic exposure (Bah et 

al., 2014; Li et al., 2005; Shi et al., 2011), but in fact, it is Bcl-xL that plays a major role. 

 Mcl-1 is unique in that as well as undergoing phosphorylation during a mitotic 

arrest, it undergoes ubiquitin-mediated proteolytic degradation (Harley et al., 2010; 

Millman and Pagano, 2011; Sloss et al., 2016; Wertz et al., 2011). Phosphorylation of 

Mcl-1 occurs during a normal mitosis, but when exposed to microtubule inhibitors, Mcl-

1 phosphorylation is increased which stimulates its degradation (Chu et al., 2012) .This 

is in contrast to Bcl-2 and Bcl-xL, where protein levels remain stable throughout a 

protracted mitosis (Terrano et al., 2010; Tunquist et al., 2010; Upreti et al., 2008). Many 

kinases have been implicated in the phosphorylation of Mcl-1, including Cdk-1 (Ding et 

al., 2008; Domina et al., 2004; Inoshita et al., 2002; Kobayashi et al., 2007; Kodama et 

al., 2009; Maurer et al., 2006; Morel et al., 2009). Phosphorylation of Mcl-1 at a number 

of sites influences its stability, for example, Thr92 and Thr163 phosphorylation by ERK 

prolong the half-life of Mcl-1 (Ding et al., 2008; Domina et al., 2004). Conversely, 

phosphorylation at Ser159 stimulates the ubiqutination and degradation of Mcl-1 

(Maurer et al., 2006). In mitosis, phosphorylation at Ser64 increases the stability and 

pro-survival functioning of Mcl-1 (Kobayashi et al., 2007). Mcl-1 expression is important 

in the survival and death of cells, where degradation is an important determining factor 

of its functioning, for example where the degradation of Mcl-1 results in a loss of 

sequestered Bak (Chu et al., 2012). 

 The pro-apoptotic proteins also undergo post-translational modifications. The 

BH3-only protein Bid is regulated in mitosis, where the phosphorylation at Ser67 

primes the mitochondria for apoptosis (Wang et al., 2014). At the metaphase to 

anaphase transition, this phosphorylation is lost. Furthermore, Bim, specifically the 

BimEL isoform, is regulated by phosphorylation but also undergoes proteolysis during 

mitosis (Haschka et al., 2015; Moustafa-Kamal et al., 2013). Unlike the other BH3-only 

proteins, levels of Bim are markedly decreased in mitosis, in comparison to the other 
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stages of the cell cycle (Wan et al., 2014). In this study, the decrease in Bim levels 

inversely correlated with APC/CCdc20 indicating Bim as its substrate, where the 

suppression of Cdc20 increased sensitivity to apoptotic stimuli. With specificity towards 

Mcl-1, Noxa controls the degradation of Mcl-1 during mitosis when bound (Czabotar et 

al., 2007) and is also degraded itself (Haschka et al., 2015). Mitotic phosphorylation of 

both Mcl-1 and Noxa are important in inducing degradation.  

 The central proteases of apoptosis, the caspases, are also post-translationally 

modified. Caspase-9 is involved in the downstream cleavage and activation of 

caspase-3 (Slee et al., 1999), and it is phosphorylated at Thr125 by Cdk1-cyclin B1 

(Allan and Clarke, 2007). This inhibitory phosphorylation in mitosis protects cells from 

apoptosis. Additionally, caspase-2 is also phosphorylated by Cdk1/cyclin B1 at Ser340, 

and this suppresses apoptosis (Andersen et al., 2009). 

 What is the stimulus that triggers the intrinsic pathway in mitosis? There is 

evidence that suggests it is an accumulation of DNA damage. Throughout a mitotic 

arrest, DNA damage accumulates (Colin et al., 2015; Hayashi et al., 2012; Orth et al., 

2012), evidenced by an increase in γ-H2AX (Topham et al., 2015). Here, caspase-

activated DNase (CAD) is stimulated, and cytochrome c is released from the 

mitochondria (Orth et al., 2012). Additionally, another mode of apoptotic trigger in 

mitosis may be telomere deprotection. Telomeres are protected by shelterin, with one 

protecting component being TRF2 (de Lange, 2009). When TRF2 is modified, it is 

recognised as a site of DNA damage, phosphorylating H2AX. A mitotic arrest induces 

Aurora B-dependent telomere deprotection, freeing TRF2, and activating ATM and the 

DNA damage response (Hayashi et al., 2012). When TRF2 is overexpressed in the 

presence of RNAi against Bcl-xL and Mcl-1, DiM was reduced, indicating a protective 

function for TRF2 (Topham et al., 2015).  

 

1.681 The post-mitotic response  
 Although DiM is a potent phenotype following mitotic perturbations, cells may 

also die in interphase following mitosis (Figure 1.7A). Bcl-xL has been implicated as a 

player in the post-mitotic response (Minn et al., 1996; Topham et al., 2015). When cells 

slip from mitosis, they will exhibit tetraploidy, where DNA content is 2x that of a diploid 

cell. Following slippage, the cell may undergo death in the proceeding interphase. The 

transcription factor p53 is implicated in the control of interphase death, where in p53-

null mice, apoptosis was evaded and tumour formation driven (Harvey et al., 1993). As 

expression of p53 is limited to only interphase, this suggests a role for p53 in post-
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mitotic responses (Minn et al., 1996). If we consider p53 activation following cytokinesis 

failure, it is probable that p53 causes apoptosis through the Bcl-2 family members, 

since Bcl-xL overexpression gave rise to an increase in tetraploid cells (Minn et al., 

1996). Furthermore, when Taxol-treated cells were depleted of Bcl-xL, an increase in 

PmD was observed (Topham et al., 2015). Also, p53 is known to regulate the pro-

apoptotic BH3-only proteins Noxa and Puma (Nakano and Vousden, 2001; Oda, 2000; 

Yu et al., 2001), and therefore activation of p53 upon tetraploidy will likely activate the 

pro-apoptotic proteins and cause post-mitotic death. Further analysis of this and the 

role of Bcl-xL will be discussed in Chapter 5.  

 

 1.69 Autophagy and metabolism  
 The death in mitosis phenotype observed when cells are exposed to 

antimitotics can be explained by activation of the intrinsic apoptotic pathway. However, 

more in depth studies have revealed that metabolism and the energy requirements of 

the cell during this prolonged mitotic arrest may dictate whether a cell is likely to 

survive or die (Doménech et al., 2015). In this study, during the extended mitosis, 

mitophagy-dependent loss of mitochondria resulted in reduced mitochondrial mass and 

oxidative respiration. Glycolysis replaced oxidative respiration and the reduced ATP 

levels activated AMPK, and cells showed a dependence upon glycolysis for survival. 

The data suggested that either upregulating autophagy or inhibiting glycolysis may in 

fact synergise with antimitotics. 
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1.7 Summary and Aims 
 The precise mechanisms by which antimitotics kill cancer cells remain 

undefined. Multiple lines of evidence suggest that death occurs via the intrinsic 

apoptotic pathway (Allan and Clarke, 2007; Andersen et al., 2009; Gascoigne and 

Taylor, 2008; Shi et al., 2011). In the clinic, antimitotics such as Taxol are used in the 

treatment of many different cancers, however problems persist such as unfavourable 

side effects, resistance and the inability to predict how or whether patients will respond. 

To improve anti-cancer strategies we have to understand how antimitotics elicit their 

action. In order to do this I will use various methods of exploiting mitosis and analyse 

the consequences.  

 

 To understand how cells behave when mitosis is perturbed I will focus on three 

areas: 

(i) Establishing new methods of anticancer therapy: this will involve testing the 

ability of 2OH-BNPP1 to inhibit Bub1 kinase in vitro and in cells; 

(ii) The establishment of an assay to induce aneuploidy: this will involve the 

synthesis of a Cenp-E inhibitor GSK923295, which will be fully 

characterised and used in assays to generate aneuploidy;  

(iii) Understanding how antimitotics cause cell death: this will involve 

understanding the role of Bcl-xL in cell death upon exposure to antimitotics.  

 

 Despite the development of second-generation inhibitors, there has been little 

evidence of success. It may be that incorrect targets are being studied and therefore 

new avenues need to be researched. One such target involves the SAC component 

Bub1 kinase. With no approved inhibitors, and no definitive evidence for the role of its 

kinase activity in the SAC, I will study Bub1 kinase and introduce and characterise an 

inhibitor of its activity, 2OH-BNPP1 (Kang et al., 2008). This may lead to revealing 

cases where Bub1 inhibition may be advantageous over other targets, leading to the 

development of new inhibitors.  

 Often, a deregulated mitosis can lead to chromosome missegregation and the 

onset of aneuploidy, with this being a frequent occurrence in cancers. However, the 

reasons why cancer cells are able to survive and proliferate, yet normal somatic cells 

cannot, is not well known. In order to study this phenomenon, robust cellular biology 

assays have to be established. I aim to aid in the generation of such an assay to study 

aneuploidy, with potential advantages over the traditional monastrol washout methods. 
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To do this I will facilitate in the synthesis of a Cenp-E inhibitor GSK923295 (Qian et al., 

2010), and confirm its target in cells. This will then be used in further assays to induce 

chromosome misalignment, followed by SAC override and missegregation.  

 Furthermore, as I specified previously, the mechanism of antimitotic action may 

be via the intrinsic apoptotic pathway. Thus, in the final part of my thesis I will study this 

mechanism in more depth using a Bcl-xL inhibitor WEHI-539 (Lessene et al., 2013), 

where this will support the understanding of the role of the intrinsic pathway in the 

response of cells to antimitotics.  
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Chapter 2: Materials and methods 
 

2.1 Cell Biology 
Cell Culture  

The cell lines used throughout include HeLa, DLD-1, RKO, and the derivatives 

of HEK293 LacZeo/TO, RKO LacZeo/TO, HeLa LacZeo/TO, DLD-1 LacZeo/TO (plating 

densities are given in Table 2.1). The LacZeo/TO cell lines contain an FRT site in the 

genome, and these cell lines were grown in Zeocin (Thermofisher) and Blasticidin 

(Melford) selection, as described previously (Girdler et al., 2006; Tighe et al., 2004; 

Topham et al., 2015). 

Cell lines were maintained in Dulbecco’s Modified Eagles Medium (DMEM) or 

Leibovitz (Sigma) (for caspase 3/7 measurement), supplemented with 10% fetal bovine 

serum (FBS)(Gibco), 2 mM glutamine (Sigma), 100 U/mL penicillin and 100 U/mL 

streptomycin (Sigma) at 37°C and in a humidified 5% CO2 atmosphere. For passaging, 

cells were washed with Dulbecco’s Phosphate Buffered Saline (PBS) (Sigma), and 

then incubated with 2 ml of 1x Trpysin-EDTA (Sigma) in PBS for 5 minutes. DMEM was 

used to neutralise before subsequent plating. For synchronisation of cells in S phase, 

cells were treated with 2 mM thymidine for 16 hours and then released into fresh 

DMEM.  

 

Cell line 6 well 24 well 96 well 10 cm coverslips 
RKO 15 12 8  n/a 8 
DLD-1 12 10 6  n/a 7 
HeLa n/a n/a 8  n/a  8 
HEK293 n/a n/a 8  12  n/a 

Table 2.1 Cell plating density where numbers are a x 104 cells/ml. 

 

Drug treatments 

 Drugs were made up in dimethyl sulfoxide (DMSO), except for tetracycline 

(Sigma) in water (Table 2.2). Drugs were diluted to the appropriate concentration in 

DMEM. For thymidine (Sigma), the powder was dissolved in PBS and then filtered with 

a PES syringe filter (pore size 0.45 μm) (WhatmanTM), with subsequent dilution in 

DMEM. 
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Table 2.2 Drug concentrations used. 

 

Stable cell line generation 

 For generation of HeLa, HEK293, and RKO cell lines expressing tetracycline-

inducible exogenous protein, the Flp-InTM (Invitrogen) system was utilised. The Flp-InTM 

T-Rex system involves the expression of the exogenous proteins from the same 

genomic locus (Invitrogen, 2010). Flp recombinase catalyses the recombination 

Drug Stock 
concentration 

Final 
concentration  

Source  Against? 

2OH-BNPP1 10 mM 10 μM Glixx labs Bub1 
GSK923295 10 mM See legends (Bennett et 

al., 2015) 
Cenp-E 

Taxol 10 mM See legends Sigma MT 
nocodazole 5 mg/ml                                                                                                                                                                                                                                                                        See legends Sigma MT 
AZ138 10 mM See legends AstraZeneca 

(Gascoigne 
and Taylor, 
2008) 

Eg5 

BI2536 10 mM See legends Boehringer 
Ingelheim 
(Steegmaier 
et al., 2007) 

Plk1 

ZM447439 10 mM See legends Tocris 
(Ditchfield et 
al., 2003) 

Aurora B 

MLN8054 10 mM See legends Millennium 
Pharmaceutic
Inc. 
(Manfredi et 
al., 2007) 

Aurora A 

AZ3146 10 mM See legends AstraZeneca 
(Hewitt et al., 
2010) 

Mps1 

WEHI-539 10 mM See legends Apexbio 
(Lessene et 
al., 2013) 

Bcl-xL 

A-12104677 10 mM See legends Chemietek 
(Leverson et 
al., 2015b) 

Mcl-1 
 
 

thymidine 200 mM 2mM Sigma DNA 
synthesis 
Inhibitor 

tetracycline 1 mg/ml See legends Sigma ribosome 
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between two FRT sites. In the first case, the pFRT/LacZeo plasmid containing a 

ZeocinTM selection marker with a SV40 promoter was transfected into cells. After 

selection with Zeocin, single colonies were expanded. This approach was used for the 

generation of the cell lines used throughout the thesis: DLD-1, RKO, HEK293 and 

HeLa LacZeo/TO, which have been previously generated in the lab (Girdler et al., 

2006; Tighe et al., 2004; Topham et al., 2015). 

 In all cases, the gene of interest was cloned into a pcDNA5/FRT vector, under 

the control of a CMV promoter. A hygromycin resistance gene was also contained on 

the plasmid. The vector was co-transfected with a pOG44 plasmid (which constitutively 

expresses Flp recombinase under control of the CMV promoter), into the Flp-In cell line 

of choice generated previously, using Lipofectamine and Lipofectamine Plus 

(Thermofisher).  After homologous recombination between the FRT sites (in the 

genome and pcDNA5/FRT vector), the pcDNA5/FRT was inserted into the genome at 

the integrated FRT site (O ’Gorman et al., 1991). The mixture was incubated in DMEM 

minus FBS and Penicillin/Streptomycin (P/S) at room temperature for 15 minutes, to 

enable the generation of DNA-lipid complexes. Mixtures were then added carefully to 

the cells plated in the wells. After at least a 3 hour incubation at 37°C, transfections 

were stopped by the addition of DMEM with FBS and P/S and additional FBS. After 24 

hours, cells were expanded into 10 cm dishes. Following an additional 24 hours, cells 

were put under selection with hygromycin B (Roche) and Blasticidin (Melford). Media 

and selection antibiotics were replaced every 4 days. After formation of visible colonies, 

all were pooled and expanded. For conformation of exogenous protein expression, 

cells were plated into a 6-well plate (Table 2.1) and tetracycline (1 μg/ml) added 

overnight. Cells were then processed for western blotting. This involved trypsinisation 

and neutralisation in PBS, followed by resuspension in 6x SDS buffer (0.35 M Tris pH 

6.8, 0.1 g/ml sodium dodecyl sulphate, 93 mg/ml dithiothreitol, 30% glycerol, 50 μg/ml 

bromophenol blue). For generation and maintenance of stable cells lines under 

tetracycline control, zeocin, hygromycin and blasticidin were used at the concentrations 

shown in Table 2.3.   
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Cell line Zeocin (100 
mg/ml)* 

Hygromycin (50 
mg/ml)** 

Blasticidin (10 
mg/ml)*/** 

RKO 300 μg/ml 400 μg/ml 8 μg/ml 
DLD-1 60 μg/ml 400 μg/ml 8 μg/ml 
HeLa 50 μg/ml 200 μg/ml 4 μg/ml 
HEK293 100 μg/ml 150 μg/ml 15 μg/ml 

Table 2.3 The antibiotics used for selection in the LacZeo/TO cell lines. 
* for maintenance ; ** for generation 
 

Transient transfections (RNA interference) 

For transient transfections of siRNA, oligonucleotides were diluted to 2 μM in 1x 

siRNA buffer (Dharmacon) (Table 2.4). For 96-well transfections, 5 μl of the siRNA (or 

2.5 μl of 4 μM) and 45 μl of DharmaFECT 1 transfection reagent (Dharmacon) were 

mixed in OPTIMEM® (Gibco) and added to the relevant wells of a 96-well plate 

(Greiner). After formation of the lipid-RNA complexes for 30 minutes at room 

temperature, cells were seeded onto the complex mixture with DMEM minus P/S. After 

incubation for 24 hours at 37°C, media was replaced with DMEM and drugs for further 

experimentation. For confirmation of repression, wells were harvested and lysed in 150 

μl of 6x SDS buffer and analysed by immunoblotting. 

 

2.2 Molecular Biology 
Vectors 

Stocks of the vectors generated are stored in 50% glycerol and LB/carbenicillin 

at -80°C for long-term storage. Table 2.5 denotes the methods of cloning used to 

generate the plasmids used in this thesis. 

 

Polymerase Chain Reaction (PCR) 

To amplify DNA fragments the Pfu DNA polymerase (Thermofisher) was used 

with a set of forward and reverse primers (Thermofisher).  The reaction was set up as 

depicted in Table 2.6. 
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siRNA Sequence 
NT UGGUUUACAUGUCGACUAA, UGGUUUACAUGUUGUGUGA, 

UGGUUUACAUGUUUUCUGA, UGGUUUACAUGUUUUCCUA 
Bcl-xL GGACAGCAUAUCAGAGCUU, GAAAUGACCAGACACUGAC, 

CCUACAAGCUUUCCCAGAA, UUAGUGAUGUGGAAGAGAA 
Mcl-1 CGAAGGAAGUAUCGAAUUU, GAUUAUCUCUCGGUACCUU, 

GAAGGUGGCAUCAGGAAUG, GGUUUGGCAUAUCUAAUAA 
 Table 2.4 siRNA sequences of the oligonucleotides used. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 2.5 Cloning methods to produce the plasmids used. 
 

 

 

 

 

 

 

 

Vector Method of generation 
Chapter 3 
pcDNA5-GFP-
hBub1 WT 

Restriction digest (BamHI/NotI of pcDNA3-myc-hBub1 
and pcDNA5-GFP-Mps1 plasmids). Fragments already 
generated in-house.  

pcDNA5-GFP-Bub1 
K821R 

Mutagenesis on above (see primers in Table 2.8). 

pcDNA5-GFP-H2B-
Bub1C WT 

1. XhoI/NotI digest of pcDNA5-GFP-Mps1 
(contains BamHI site next to XhoI). 

2. Amplify H2B from pcDNA5-GFP-H2B plasmid, 
as a XhoI-BamHI/NotI fragment. 

3. Clone into pcDNA5-GFP. 
4. Digest overnight with BamHI/NotI. 
5. Amplify Bub1C as a BamHI/NotI fragment from 

pcDNA5-GFP-hBub1. 
6. Clone (5) into pcDNA5-GFP-H2B. 

 
pcDNA5-GFP-H2B-
Bub1C D946N 

Mutagenesis on above (primers in Table 2.8).  

Chapter 5 
pcDNA5-GFP-Bcl-
xL 

Restriction digest (XhoI/NotI of pcDNA5-GFP-Mps1 and 
pcDNA5-myc-Bcl-xL). Fragment already generated in-
house. 
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Table 2.6 Setting up the PCR reaction. 
* Bioline 
** of a 100 ng/ml stock 

 

Following set up of the reaction mixture, the PCR was performed on a Geneamp® PCR 

System 2700 (Applied Biosystems) using the cycling conditions in Table 2.7. 

 

 

 
 
 
 

 
 
 
Table 2.7 Cycling conditions used for PCR. 

 

Mutagenesis 

 For the generation of the K821R and D946N Bub1 mutants in Chapter 3, 

reactions were set up as shown in Table 2.9, with the cycling conditions as shown in 

Table 2.10 and mutagenesis primers in Table 2.11. Following PCR amplification, 1 μl of 

DpnI enzyme (NewEnglandBiolabs) was added to the PCR product. After 

microcentrifugation for one minute, the reaction was incubated at 37°C for 2 hours. 1 μl 

of the reaction was the diluted in 9 μl of dH2O. This was then added to 50 μl of XL-1 

Escherichia coli cells. The transformation protocol was then followed. 

 

 

 

 

 

 

 

 

Component  Volume / μl 
dNTPs* 5 (8 mM) 
10x Pfu buffer  5  
Pfu enzyme (200 U) 1 
Primers x 2 (forward/reverse)** 2  (0.2 mM each primer) 
Template 0.2 (0.3 μg) 
dH2O 34.8 

Temperature / °C Time Cycles 
94 3 mins  
94 30 secs  

32 62 30 secs 
72  2 mins 
72  10 mins  
4 Hold  
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Table 2.8 Primers used in cloning and sequencing. 

 

 

 
 
 
 
 
  

 
Table 2.9 Mutagenesis reaction set-up. 

 
 
	
 
 
	
 
 
	
 
 
	
 
 
	
 
 
	
 
 
	

      *from 100 ng/ml stock 
 
 
 
 
 
 
 

 
 
 
     Table 2.10 Cycling parameters for mutagenesis. 
 

Primer  Sequence (5’-3’) 
K821R 
Forward GATGCTAAAAATAAACAGAAATTTGTTTTAAGGGTCCAAAAGCCTGCC 
Reverse GGCAGGCTTTTGGACCCTTAAAACAAATTTCTGTTTATTTTTAGCATC 
D946N 
Forward TCTGCTGGCTTGGCACTGATTAACCTGGGTCAG 
Reverse CTGACCCAGGTTAATCAGTGCCAAGCCAGCAGA 

Table 2.11 Mutagenesis primers. 

 

Restriction site-gene Sequences (5’-3’) 
XhoI-H2B F CACCTCGAGCCAGAGCCAGCGAAGTCTCCC 
BamHI-HindIII-NotI- 
H2B 

R 
CACGCGGCCGCAAGCTTGGATCCCTTAGCGCTGG
TGTACTTGGTGAC 

BamHI-Bub1 (kinase 
domain) 

F CACGGATCCCAGATGAGTTCACTTGGGACT 

NotI-Bub1 (kinase 
domain) 

R 
CACGCGGCCGCTTATTTTCGTGAACGCTTACATTC 

Sequencing primers  
GFP F CATGGTCCTGCTGGAGTTCGTG 
pcDNA5 Reverse R TAGAAGGCACAGTCGAGG 
K821R hBub1 
D946N Bub1C 

F CACTTGGGACTGTTGATGCTC 
R GTTGCTGAGCATCTCAACACAC 

Component  Volume / μl 
10x Buffer (Pfu) 5  
dNTPs 4  
Primers  (x2) * 1.25  
Template vector 1  
dH2O 37.5  
Pfu (200 U) 1  
Sum  50 

Temperature / °C Time Cycles 
95 3 mins  
95 20 secs  

16 52  1 min 
68  18 mins 
68 10 mins  
4 Hold  
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Restriction Digests 

Plasmids were digested for: (i) use in validating the plasmid identity and (ii) for 

further use in cloning, where the reaction set-ups are given in Tables 2.12 and 2.13 

respectively. For digestion of the PCR products, they were first purified using the 

QIAquick® PCR purification kit (Qiagen). Reactions were placed into a 37°C incubator 

for >60 minutes for a test digest and overnight for a cloning digest. 

 
 
 
 
 
 
 

 
 
 
 
 

          Table 2.12 Test restriction digests. 
 
 
 
 
 
 
 
 
 

 
 
 

          Table 2.13 Restriction digests for cloning. 
        * NewEnglandBiolabs 
 

Gel Electrophoresis 

DNA fragments were then visualised using gel electrophoresis. This was used 

either for characterisation of digested plasmids, PCR product confirmation and also for 

the isolation of the vector and insert digestion products for further steps in cloning. For 

characterisation and product confirmation, agarose (Bioline) at the relevant 

concentration was dissolved in TBE buffer (88 mM Tris, 88 nM Boric acid, 2 mM EDTA, 

pH 8.2). For further ligation and cloning, Microsieve Clone LM agarose (Bioline) was 

dissolved in TBE buffer and stored at 4°C to set. All sample preparations were 

resuspended in a DNA dye (50% glycerol, 10% bromophenol blue, 10% xylene blue) 

and loaded onto the agarose gel, running at 80V for 70 minutes using a Biorad 

Component  Volume / μl 
DNA (from PCR or miniprep) 
0.3 μg for test digest 

1  

Enzyme 1 (20 U) 0.1  
Enzyme 2 (20 U) 0.1  
10x Buffer (Cutsmart®)* 1  
dH2O 7.8   
Sum 10  

Component  Volume / μl 
DNA (from PCR or miniprep)- 
3 μg for cloning 

5 

Enzyme 1 (20U) 1 
Enzyme 2 (20 U) 1 
10x Buffer (Cutsmart®)* 2 
dH2O 11 
Sum 20  
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Minisub® CELL GT (Biorad). Gels were then incubated with dH2O and ethidium 

bromide (Sigma) and rocked for 20 minutes. After further washing for 20 minutes, DNA 

was visualised using a hand-held UV lamp (UVP). For the ligation and cloning gel, 

staining was performed similarly, with vector and insert bands cut from the gel using 

blades (Swann-Morton).  

 

DNA ligation 

Following analysis by gel electrophoresis, bands were cut and gel slices placed 

into eppendorfs. After heating to 55°C for 10 minutes, gel slices became molten. In 

separate eppendorfs, 1 μl of the vector plus 7 μl of the insert were mixed. 1 μl of 10x 

T4 DNA ligase reaction buffer (NewEnglandBiolabs) was also added. After solidification 

on ice, 1 μl T4 DNA ligase (400 U/μl) (NewEnglandBiolabs) was added on top of the 

gel and then incubated for at least 90 minutes at room temperature. Following this, 40 

μl of dH2O was added and the eppendorfs were heated to 55°C for 10 minutes.  

 

Transformation and plasmid isolation 

After ligation, XL1 Blue Escherichia coli chemically competent cells were 

thawed from -80°C and kept on ice. 50 μl was transferred to an ice-cold tube and 10 μl 

of the ligation mix was added with pipette mixing. After incubation on ice for 20 

minutes, the cells were placed at 42°C for 90 seconds to allow for heat-shock enabled 

transformation and returned to ice. Glass beads were then used to plate out the cells 

onto agar and carbenicillin (100 μg/ml) plates. Plates were inverted and placed at 37°C 

overnight. Single colonies were then picked and placed into a Luria Broth (Invitrogen) 

and ampicillin (25 μg/ml) culture and left to grow at 37°C overnight in a shaking 

incubator. For long-term storage, bacterial cultures were then mixed with 50% glyercol 

(1:1) and stored at -80°C.  Next, DNA plasmids were isolated and purified with the 

QIAprep® spin miniprep kit (Qiagen) and reconstituted in water for storage at -20°C.  

 

DNA sequencing  

Samples for sequencing were submitted to the University Core Sequencing 

Facility. To prepare samples for sequencing, reactions were set up using the BigDye® 

Terminator Sequencing Kit (Applied Biosystems) as shown in Table 2.14 (See Table 

2.8 for primer sequences used), with cycling conditions for 25 cycles depicted in Table 

2.15. 
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               Table 2.14 Sequencing set-up. 
 
 
 

 

 

 

          Table 2.15 Cycling conditions  
                                           for DNA sequencing. 
 

Following amplification, DNA was precipitated with 8.5 mM NaAc pH 4.8, 100% 

EtOH, and 9 μg/ml GlycoBlue (Ambion), with an additional 80 μl dH2O for 15 minutes 

on ice. Centrifugation at maximum speed for 20 minutes ensured precipitation of the 

pellet, which was then air-dried prior to sequencing.  

 

2.3 Protein analysis 
SDS-PAGE 

Analysis for protein detection using western blotting included trypsinising cells 

for 2 minutes, neutralising with PBS and centrifuging for 5 minutes at 1000 rpm. 

Following a wash step with PBS, 6x SDS was added and proteins denatured at 100°C 

for 5 minutes. Depending on the molecular weight of the proteins for resolution, 

different percentage acrylamide gels were used (see Table 2.16). The Precision Plus 

ProteinTM Dual Colour Standard (Bio-Rad) was used for the molecular weight ladder. 

After loading samples onto the gel, gels were run in either 1x running buffer (25 mM 

Tris, 200 mM glycine, 0.1 % (w/v SDS) or 1x MOPS buffer for the 4-12% gradient gels 

(Novex). Gels were run at 100V with a HoeferTM SE260 vertical electrophoresis unit 

(Amersham Biosciences).  

 
 

 

Component Volume / μl 
5 x BigDye® Terminator Sequencing Buffer* 3  
Primer (F or R) 3.2 (6 pmol final) 
BigDye® Terminator Sequencing Kit 2  
Template DNA 2.7 (1 μg)  
dH2O 9  
Sum  20  

Temperature / °C Time 
96 10 secs 
50 5 secs 
60  4 mins 
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Component 
(for 1 gel) 

Resolving gel / ml Stacking 
gel / ml 

 6% 8% 10% 15% (for 
kinase 
assay) 

 

dH2O 3.1 4.1 6.1 8.6 5.7 
1.5 M Tris pH 
8.8 

3.75 3.75 3.75 3.75 N/A 

Tris 0.5 M pH 
6.8 

N/A N/A N/A N/A 2.5 

Acrylamide 
(30%) 

3 4 5 7.5 1.7 

10% (v/v SDS 
(sodium 
dodecyl sulfate) 

0.15 0.15 0.15 0.15 0.1 

10% (v/v) APS 
(aluminium 
potassum 
sulfate) 

0.15 0.15 0.15 0.15 0.1 

TEMED 0.015 0.015 0.015 0.015 0.01 
Table 2.16 Making up SDS-PAGE gels (Note all reagents are from Sigma, except 
Acrylamide, National Diagnostics). 
  

Immunoblotting 

Upon resolution via SDS-PAGE, polyacrylamide gels were electro-blotted onto 

methanol-soaked Immobilon-P membranes (Millipore) with a Mini-PROTEAN® Tetra 

System (BioRad) in 1x transfer buffer (25 mM Tris, 190 mM glycine, 0.1 % (w/v) SDS, 

20% methanol) at 50V for 70 minutes. This was followed by blocking in 5% milk 

(Marvel) in TBST (100 mM Tris, 150 mM NaCl, 0.1% (v/v) Tween-20, pH 7.5) for one 

hour. Membranes were then incubated in 5% milk and the primary antibody (Table 

2.17) at 4°C overnight. After washing in 3x TBST, membranes were immersed in 

horseradish-peroxidase-conjugated (HRP) secondary antibodies. For visualisation EZ-

ECL Chemiluminescence Reagents (Biological Industries) or LuminataTM Forte 

Western HRP Substrate (Millipore) were used and the Biospectrum® 500 imaging 

system (UVP) was used to develop. To process the images VisionWorks®LS (UVP) 

was utilised. 
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Antibody target Host Source Concentration 
Primary 
Anti-Bub1 (SB1.3) Sheep (Taylor et al., 2001) 1:1000 
Anti-GFP Rabbit Cell signalling 1:1000 
Anti-Tao1 Sheep  (Westhorpe et al., 

2010) 
1:3000 

Anti-Bcl-xL Rabbit Cell Signalling 1:1000 
Anti-Mcl-1 Rabbit Santa Cruz 1:1000 
Anti-Bim Rabbit BD BioSciences 1:500 
Anti-Bad Mouse BD BioSciences 1:100 
Anti-Myc-tag 4A6 Mouse Millipore 1:5000 
Anti-Bax Rabbit Santa-Cruz 1:800 
Anti-Bak Mouse Santa-Cruz 1:800 
Anti-Bid Rabbit Cell Signalling 1:1000 
Anti-Aurora A 
(Thr288) / Aurora 
B (Thr232) / 
Aurora C (Thr198) 

Rabbit Cell Signalling  1:1000 

Secondary 
Anti-sheep HRP Rabbit Zymed 1:2000 
Anti-rabbit HRP Goat Zymed 1:2000 
Anti-mouse HRP Goat Zymed 1:2000 

Table 2.17 Antibodies used for western blotting. 

 

Co-immunoprecipitation 

 For GFP-tagged proteins, the GST-GFP binder protein was used for affinity 

purification (Rothbauer et al., 2007; Sloss et al., 2016). In general, the open reading 

frame (ORF) of the GFP-binder was cloned into a pGEX-4T3 vector and then 

transformed into Escherichia coli BL21. IPTG was used to induce the GST-GFP-binder 

fusion protein. Glutathione sepharose beads (GST) (Amintra) were added to purify the 

fusion protein, with soluble glutathione used for elution, followed by dialysis. For 

immunoprecipitation, cells were plated into a 10 cm dish followed by overnight 

incubation with nocodazole (20 ng/ml) and tetracycline (see legends for details) to 

induce expression of the exogenous GFP-tagged proteins. After growing to near 100% 

confluency, cells were harvested. After centrifugation the cell pellet was resuspended 

in lysis buffer (0.1% Triton X-100, 100 mM NaCl, 10 mM Tris pH 7.4, 1 mM EGTA, 20 

mM beta-glycerol, 10 mM NaF), cOmplete, Mini, EDTA-free Proteasome inhibitor 

cocktail tablet (Roche) and phosphatase inhibitor tablet (PhosSTOP EASYpack, 

Roche). Following incubation on ice at 4°C for 20 minutes, insoluble proteins were 

removed by centrifugation at maximum speed for 20 minutes at 4°C. 30 μl of the 
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sample was taken for analysis for an input sample. GST beads were washed twice in 

lysis buffer and incubated with the lysed protein sample and 30 μg of the GST-GFP-

binder protein. Samples were rotated at 4°C for a minimum of 3 hours. Beads were 

then washed 5 times in lysis buffer, followed by addition of 6x SDS to the beads and 

boiling at 100°C for 5 minutes. 

 

Kinase assay  

 HEK293 cells GFP-Bub1 wild-type (WT) and the K821R mutant were incubated 

as above (see immunopreciptation method) with the GFP-binder protein and GST 

beads. After incubation at 4°C and washing steps as above, the beads and bound 

protein were subsequently washed three times in a kinase buffer (see Table 2.18). 

Following washing, reactions were set up with the beads, ATP cold (Sigma), and 

histone H2A substrate (NewEnglandBiosciences) on ice (see Table 2.19 for details of 

optimum conditions). Lastly, [γ-32P]ATP (hot) (PerkinElmer) was added, and the 

reaction incubated at 30°C for 20 minutes in a temperature controlled incubator. 

Following reaction completion, 6x SDS was added, and proteins denatured at 100°C for 

5 minutes. After separation by SDS-PAGE (15% gel) and staining with Instant Blue 

(Expedeon) for one hour, the gel was dried for one hour. A phosphoimager (Typhoon 

FLA7000, Raytek scientific Limited Sheffield UK) was used to visualise the gel and 

AIDA software to process the data. ImageJ was used for quantification.  

 
 
 
 
 
 
 
 
        
 
 
 
  Table 2.18 Components of the kinase assay buffer 
 
 
 
 
 
 
 
 

Component Final concentration 

Tris-HCl pH 7.4 (Fischer) 25 mM 

NaCl (Fischer) 100 mM 

MgCl2 (Sigma) 10 mM 

BSA (Sigma) 50 μg/ml 

EGTA (Fischer) 0.1 mM 

β -mercaptoethanol (Sigma) 0.1% 
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        Table 2.19 Optimum conditions for the kinase assay. 
        (See main text for optimum concentrations determined) 

Table 2.20 shows the calculation of the ATP concentration required for each kinase 

reaction. 

    Table 2.20 Calculations for determination of the cold and hot ATP concentrations. 

 

 

 

Component Volume or concentration  
Beads 10 μl 
Substrate H2A 3 μl 
[γ-32P]ATP : 2 μCi/reaction Stock ATP: 10 μCi/μl- 4 μl taken 
Cold ATP  100 μM 
Hot/cold ATP  6.5 μl 
dH2O 20.5 μl 

Cold ATP 

8.06 μl from 10 mM stock 

cold ATP: 5.5 μl of 10 mM in 90 μl = 

611 μM 

add 6.5 μl to 40 μl: 100 μM 

 

Hot ATP 

Stock: 10 μCi/μl 

Specific activity: 3000 Ci/mmol 

Molarity = (10 Ci/l)(3000Ci/mmol)= 

0.0033 mmol/l= 3.33 μM 

Stock hot ATP: 3.33 μM 

In assay: 2.8 μl in 90 μl dH2O 

Then 6.5 μl in assay: 2 μCi per reaction 

Concentration in assay: (3.33 μM)(2.8 

μl) = c x 90 μl = 0.1036 μM 

(0.1036 μM)(6.5 μl) = c x 40 μl 

=0.0168 μM in assay 

i.e. the concentration is very low in 

comparison to cold ATP 

 

Specific activity of total: 0.50 Ci/mmol 

0.311 μCi x 6.5 = 2 μCi per assay 

 

4 μl from 10 μCi stock 
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2.4 Live cell imaging and microscopy  
Time Lapse microscopy 

 For experiments using RNAi reverse transfection, plating and transfection 

occurred 24 hours before drug addition and imaging began. Cells were plated (see 

Table 2.1 for plating density) in a microclear 96 well plate (Greiner) and maintained at 

37°C and 5% CO2. For measurement of confluency and caspase 3/7, the IncuCyteTM 

Zoom (EssenBioSciences) was used with a 20x objective, where the IncuCyteTM 96-

well Kinetic Caspase-3/7 reagent (EssenBIoSciences) was at a final concentration of 5 

μM. Processing definitions were used to train the IncuCyte to obtain a read-out of 

confluency and fluorescence, exploiting the built-in software. Values were normalised 

to 0 for time zero. For fate profiling, movies were generated from MPEG-4 image 

sequences. GraphPad Prism 6 was used to represent and analyse the data. 

 

Fluorescent time lapse 

 Cells were plated at 8 × 104 cells/ml in a 24 well plate (Corning). After drug 

addition, cells were imaged using a CoolSNAP HQ camera (Photometrics) every two 

minutes, with a Zeiss Axiovert 200 microscope and an automated PZ-2000 stage 

(Applied Biosystems), with cells maintained at 37°C and a continuous flow of 5% CO2. 

Images were acquired with a 60x objective. MetaMorph Software (Universal Imaging) 

was used to drive the shutters, filter wheels and point visiting. Images were processed 

using Photoshop (Adobe) and Quicktime (Apple).  

 

Immunofluorescence 

 For analysis by immunofluorescence, cells were plated (see Table 2.1) onto 19 

mm coverslips (VWR International) with a final volume of 500 μl. After overnight 

incubation, drugs and tetracycline (where required) were added. For fixation, 1% 

formaldehyde was added, followed by quenching with glycine (1 M glycine pH8.5 –with 

1 M Tris pH 8.5) and permeabilisation with PBST (PBS and 0.1% Triton X-100). For the 

microtubule staining, PEM buffer was utilised, with pre-extraction using 100 mM PIPES, 

1 mM MgCl2, 0.1 mM CaCl2, and 0.1% Triton X-100 for 90 seconds and then fixation 

with 4% formaldehyde in PEM buffer for 10 minutes.  Cells were then incubated with 

the primary antibody diluted in PBST for 30 minutes, followed by washing and 

subsequent incubation at room temperature with the secondary antibody for 30 

minutes. Hoechst 33358 (Sigma) at 1 μg/ml was then added to cells for 1 minute. 

Coverslips were then mounted onto slides (26 x 76 mm DeltaLab) using mounting 
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media consisting of 90% glycerol, 20 mM Tris-HCl pH 8.0. For imaging, the restoration 

microscope (DeltaVision RT; Applied Precision) using a 100x 1.40 NA Plan Apo 

Objective and a filter set (Sedat Quad; Chroma Technology Corp.) was used at room 

temperature or a Axioskop 2 microscope (Zeiss) with a 32x or 100x objective was used 

with a CoolSNAP HQ CCD camera (Photometrics). Analysis of images was with 

Metamorph® software. 

 

FACS 

 For DNA content analysis, after plating, cells were trypisinised and collected. 

Cells were then centrifuged and washed with PBS. Samples were then fixed in 100% 

ethanol and stored at -20°C overnight. Following washing in PBS, cells were 

suspended in propidium iodide (40 μg/ml) and RNase (50 μg/ml), incubating for 30 

minutes at room temperature. Flow cytometric analysis using the Cyan ADP (Beckman 

Coulter) analysed the DNA content of 10 000 cells. Summit 4.3 was used to analyse 

data.  

 

Table 2.21 Antibodies used in immunofluorescence. 

 

2.5 Calculation of synergy scores 
 For the combinatorial studies where synergy scores were calculated, the Bliss 

independence model was used (Lehár et al., 2009; Wong et al., 2012). To calculate the 

expected response (C), the following was used, where C = (A + B) – (A x B), with A 

being the apoptotic response of drug A, and B, the response of drug B, expressed as 

percentages for a particular drug combination. From this the difference between the 

expected response (C) and the actual response (D), was given by (E), where E(%) = D 

– C x 100, and is defined as the Bliss Excess. To calculate the Bliss Sum (F) for each 

Antibody target Host Source Concentration 
Primary 
Anti-H2A-pT120 Rabbit Active Motif 1:1000 
Anti-Sgo1 Sheep In house 1:100 
Anti-Tubulin 
(TAT1) 

Mouse (Woods et al., 
1989) 

1:300 

Anti-Bub1 
(SB1.3) 

Sheep (Taylor et al., 
2001) 

1:500 

Secondary 
Anti-sheep-Cy2 Rabbit Stratech 1:1000 
Anti-mouse-Cy3 Goat Stratech 1:1000 
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concentration matrix, all values of E were summated. Positive Sum values indicated 

synergy, negative indicated antagonism, and zero indicated additive or no effect.  

 

2.6 Statistical Analysis 
 Statistical analyses were performed with the non-parametric Mann-Whitney U 

Tests using GraphPad Prism 6. The box-and-whisker plots show the mean and 

interquartile ranges. Error bars show the standard deviation.  

 

2.7 Chemical Synthesis 
 The methods were as described previously (Bellingham et al., 2010). All 

chemicals used throughout were obtained from Sigma. S-ethyl thiohexanoate (10 

mmol) 3 was added to racemic 1-(2-aminophenyl)ethanol (1 mmol) rac–2, with the 

CALB enzyme preparation (50% w/w), all enclosed in a reaction vessel with an 

additional bleach trap. Maintaining the reaction at 39°C, progress was monitored using 

HPLC analysis (Chiralcel OD-H; Heptane: ethanol 90:10, 0.1% IPAM; Flow: 0.8 

mL/min). Analysis determined the reaction was complete after a five day period. 

Following completion, the enzyme was removed from the reaction mixture by gravity 

filtration. Column chromatography was used to purify the product (ethyl acetate as the 

elutent), giving ester (R)–4 and the unreacted alcohol (S)–2. 

 

(S)-1-(2-amino-3-pyridinyl)ethanol  ((S)–2) 

 

Unreacted alcohol (S)–2. Colourless oil. RT = 10.8 min. Yield: 50%. ee: >99%. [α]D = -

0.5o (ethanol, c = 1.00).  

(R)-1-(2-amino-3-pyridinyl)ethyl hexanoate ((R)–4) 
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Ester (R)–4 obtained from reacting alcohol (R)–2. Colourless oil. RT = 7.1 min. Yield: 

50%.  1H NMR (400 MHz, CDCl3) δ 0.78-0.86 (m, 3H, CO(CH2)4CH3), 1.18-1.30 (m, 4H, 

CO(CH2)2(CH2)2CH3), 1.49-1.59 (m, 5H, COCH2CH2(CH2)2CH3), OCHCH3), 2.23-2.29 

(m, 2H, COCH2(CH2)3CH3), 5.15 (s, 2H, NH2), 5.82 (q, J = 6.8 Hz, 1H, OCHCH3), 6.58 

(dd, J = 5.2, 7.8 Hz, 1H, H-5), 7.40-7.41 (m, 1H, H-4), 7.86-7.88 (m, 1H, H-6). 13C NMR 

(100 MHz, CDCl3) δ 13.9 (CO(CH2)4CH3), 19.1 (CH3CHOH), 22.3 (CO(CH2)3CH2CH3), 

24.6 (CO(CH2)2CH2), 31.1 (COCH2CH2CH2), 34.3 (COCH2CH2), 68.9 (CH3CHOH), 

113.6 (CH-5), 119.9 (C-3), 136.2 (CH-4), 146.4 (CH-6), 156.4 (C-2). 173.3 (CO). 

 

1-(2-amino-3-pyridinyl)-3-(trimethylsilyl)prop-2-yn-1-ol (rac-8) 

A) Formation of LDA 

 BuLi (8.67 ml, 1.44 M, 12.48 mmol) was added to a solution of DIPA (2.05 ml, 

14.6 mmol) in THF (15 mL) at -78 °C. The solution was stirred at -78°C for 5 minutes 

and then allowed to cool to room temperature, upon which LDA was formed.  

 

B) Synthesis of 1-(2-amino-3-pyridinyl)-3-(trimethylsilyl)prop-2-yn-1-ol 

 The LDA solution (12.48 mmol) was cooled to -78°C, and TMS acetylene (1.76 

ml, 12.48 mmol) in THF (10 ml) was added dropwise, with stirring at -78°C for 30 

minutes. 2-aminopyridine-3-carboxaldehyde 7 (435 mg, 3.57 mmol) in THF (8 ml) was 

then added dropwise. The reaction was stirred at -78°C for 15 hours. This was agitated 

at 0°C for 3 hours, and then at room temperature for a further three hours. Aqueous 

ammonium chloride (40 ml) was then added, followed by extraction with EtOAc (3 x 15 

ml). The organic extracts were collected and dried over MgSO4. The crude product was 

isolated via removal of the solvent under reduced pressure. Purification occurred with 

SiO2 chromatography, with EtOAc, to yield the product as a yellow solid (300 mg, 38%). 
1H NMR (300MHz, CDCl3) δ 7.81 (dd, J = 1.7, 5.1 Hz, 1H, ArH), 7.43-7.45 (m, 1H, 

ArH), 6.52 (dd, J = 5.1, 7.5 Hz, 1H, ArH), 5.15 (s, 1H, OHCHCCSi(CH3)3), 0.00 (s, 9H, 

(CH3)3Si), 4.8 (br s, 2H, NH2); 13C NMR (300 MHz, CDCl3) δ 157.13 (CCOH), 148.10 

(ArC), 136.41 (ArC), 118.71 (ArC), 114.14 (CSi), 102.61 (CHCC), 63.10 (CHOH), 0.00 

(Si(CH3)3). The racemic mixture was analyzed by HPLC with a Chiralpak IA column (6 x 
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250 mm) and an isocratic mobile phase (Heptane: EtOH 90:10, 0.1 % isopropylamine). 

Flow: 0.8 ml/min. Enantiomer A: 8.08 min, Enantiomer B: 8.93 min. 

 
 

1-(2-amino-3-pyridinyl)prop-2-yn-1-ol (rac-9) 

 

 1-(2-amino-3-pyridinyl)-3-(trimethylsilyl)prop-2-yn-1-ol 12 (300 mg, 1.36 mmol) 

was dissolved in dry MeOH (8 ml), and K2CO3 (226 mg, 1.63 mmol) added. This was 

stirred at room temperature for 6 hours, upon which extraction occurred with EtOAc 

and water. The organic layers were collected and dried over MgSO4. Purification 

occurred with SiO2 chromatography with EtOAc. A yellow solid was isolated (50 mg, 30 

%). 1H NMR (400MHz, acetone-D6) δ 7.95 (dd, J = 1.8, 5.0 Hz, 1H, ArH), 7.65 (dd, J = 

1.5, 7.3 Hz, 1H, ArH), 6.60 (dd, J = 4.9, 7.4 Hz, 1H, ArH), 5.52 (br s, 2H, NH2), 5.44 (s, 

1H, OHCHCCH), 3.17 (d, J = 2.3 Hz, 1H, OHCHCCH). The racemic mixture was 

analyzed by HPLC with a Chiralpak IA column (6 x 250 mm) and an isocratic mobile 

phase (Heptane: EtOH 90:10, 0.1 % isopropylamine). Flow: 0.8 ml/min. Enantiomer A: 

21.81 min, Enantiomer B: 23.61 min. 
 

(S)- 1-(2-amino-3-pyridinyl)prop-2-yn-1-ol ((S)-9) 

After resolution for 7 days, purification of the alcohol was via SiO2 chromatography 

(EtOAc) giving a yellow oil. RT= 23.61 min. Yield: 50%. ee: 98%.  [α]D = +53o 

(methanol, c = 0.8). 
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Chapter 3: Investigating 2OH-BNPP1 as a Bub1 kinase 

inhibitor  

 
3.1 Introduction 
 Novel anticancer strategies are being developed to overcome the problems 

encountered using traditional taxane chemotherapy (Rowinsky et al., 1993). One such 

strategy involves targeting mitotic proteins such as Mps1, the Aurora’s, Cenp-E, Eg5 

and Plk-1 with second-generation inhibitors (Jackson et al., 2007; Keen and Taylor, 

2009; Lens et al., 2010; Malumbres, 2011; Manchado et al., 2012; Taylor and Peters, 

2008). On-going studies aim to study the efficacy of these agents but also it may be 

that targeting other mitotic proteins is necessary. At the time of the initiation of the 

project, there was no specific inhibitor targeting Bub1 kinase and therefore this opened 

up a novel field of exploration. Furthermore, aspects of the role of Bub1 activity in 

mitosis and the SAC are relatively controversial and so, the development of a specific 

inhibitor would aid in the understanding of this function. Recently, 2OH-BNPP1 was 

developed as a Bub1 kinase inhibitor and was shown to exploit the additional pocket in 

the kinase active site, present due to the lack of a bulky and hydrophobic gatekeeper 

residue ((Kang et al., 2008) and see (Chapter 1.422)).  

 The Bub1 protein is essential for SAC functioning, chromosome segregation 

(Johnson et al., 2004; Kitajima et al., 2005; Meraldi and Sorger, 2005; Morrow et al., 

2005; Perera et al., 2007; Tang et al., 2004), and as a major scaffolding protein for the 

recruitment of checkpoint proteins BubR1, Cenp-E and Mad2 to the kinetochore 

(Jablonski et al., 1998; Johnson et al., 2004; Sharp-Baker and Chen, 2001). Although 

the functioning of the Bub1 protein is well studied, the role of Bub1’s kinase activity is 

less defined, particularly its part in the SAC. Studies have indicated that the kinase 

activity is essential (Kang et al., 2008; Yamaguchi et al., 2003), while others have 

suggested it is dispensable (Fernius and Hardwick, 2007; Klebig et al., 2009; Perera 

and Taylor, 2010). It is known that the kinase activity of Bub1 is essential for the 

phosphorylation of histone H2A at Thr120, where this phosphorylation is then directly 

involved in the recruitment of the cohesion protector shugoshin Sgo1 to the 

centromeres (Kawashima et al., 2010). However, although it has been indicated that 

Bub1 activity is important for Sgo1 recruitment, this is not required to maintain 

centromeric cohesion during mitosis (Perera and Taylor, 2010; Perera et al., 2007).  
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 Therefore, I aimed to test the effectiveness of 2OH-BNPP1 as a tool to inhibit 

Bub1 kinase activity, in order to confirm previous reports citing it as an inhibitor (Kang 

et al., 2008) and also, to understand its in vitro potency and then test its efficacy in 

cells. This would aid in the understanding of the roles of Bub1 in mitosis.  In the first 

case I used a radioactive in vitro kinase assay, where the ability of Bub1 to 

phosphorylate its substrate histone H2A was examined (Kawashima et al., 2010), and 

then tested the capability of 2OH-BNPP1 to reduce this signal. Secondly, I set up a 

cell-based assay, analysing the H2A-pT120 signal in cells using immunofluorescence 

and then determined whether 2OH-BNPP1 could reduce this phosphorylation. 

Ultimately, I hoped to use 2OH-BNPP1 in cellular backgrounds where the checkpoint 

was compromised to ascertain the importance of the activity of Bub1 in the SAC. 

 

3.2 Generation of a Bub1 in vitro kinase assay 
 In order to test whether 2OH-BNNP1 was an effective tool in the study of 

Bub1’s kinase activity, I first established an in vitro kinase assay using recombinant 

Bub1 protein, radiolabelled ATP ([γ-32P]ATP), a substrate histone H2A and 

autoradiography to detect radiolabelled [γ-32P]-H2A (Minor, 2006).  

 To generate a source of recombinant protein for the assay, I produced cell lines 

expressing a tetracycline-inducible GFP tagged Bub1 open reading frame (ORF). To 

facilitate affinity purification, the ORF was N-terminally tagged with GFP. To validate 

that phosphorylation was due to Bub1, as opposed to a co-purifying enzyme, I also 

generated a cell line expressing a catalytic mutant (K821R). 

 Immunoblots confirmed expression of both the wild-type (WT) and K821R 

mutant transgenes (Figure 3.1). Next, I exposed tetracycline-induced cells (both Bub1 

WT and K821R) to nocodazole for 16 hours to maximise Bub1 activity (Jablonski et al., 

1998; Taylor et al., 2001). The expressed protein was then affinity purified with a GST-

GFP-binder protein (Rothbauer et al., 2007; Sloss et al., 2016). Immunoblots confirmed 

protein input and exhibited the pull-down of Bub1 and Bub3 with the GFP-binder for 

both tetracycline-induced WT and kinase-dead cell lines (Figure 3.2A,B). The 

immunoprecipitation of Bub3 indicated the transgene was producing a functional Bub1 

protein (Roberts et al., 1994; Taylor et al., 1998). 

 To test whether the purified GFP-tagged Bub1 was catalytically active I set up 

an initial kinase assay. Recombinant proteins were mixed with histone H2A, 

radiolabelled ATP and buffer containing 10 mM Mg2+, incubated at 30°C for 20 minutes, 

resolved by SDS-PAGE, then subjected to phosphoimaging to detect radiolabelled  



Figure 3.1 Generation of tetracyline inducible HEK293 GFP-Bub1 wild-type (WT) 
and kinase dead (K821R) cell lines.
Immunoblot of GFP and Bub1 following 1 μg/ml tetracycline overnight, overexpressing 
GFP-Bub1 wild-type (WT) and Bub1 K821R. Tao1 is used as a loading control.
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Figure 3.2 The immunoprecipitation of GFP-Bub1 using a GFP-binder protein.
(A) Immunoblot showing the input samples prior to immunoprecipitation, with blotting for 
GFP and Bub1 following 1 μg/ml tetracycline overnight.Tao1 is used as a loading control.
(B) Immunoblot of Bub1 and Bub3 following immunoprecipitation of HEK293 GFP-Bub1
WT and K821R cell line lysate with a GFP-binder protein. Expression of the transgene
was induced by 1 μg/ml tetracycline overnight, with cells exposed to 20 ng/ml of 
nocodazole for 16 hours prior to harvesting. 
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phosphorylated proteins. Analysis indicated that exogenous Bub1 phosphorylated 

histone H2A, where a signal at 15 kDa on the kinase assay gel was observed (Figure 

3.3). Note also a weaker signal at 150 kDa which is most likely autophosphorylation of 

Bub1 (Lin et al., 2014). Importantly, the phosphorylation of H2A appears to be directly 

dependent on Bub1’s catalytic function because very little activity was observed with 

the K821R mutant. This confirms that the kinase activity of Bub1 is required for H2A 

phosphorylation.    

 

3.21 Optimisation of assay parameters 
 Having established the basis of a Bub1 kinase assay, I next optimised various 

parameters. To modify enzyme concentration, different volumes of the GST beads 

containing GFP-Bub1 from an initial master mix were placed into the kinase reaction. 

When maintaining the other parameters, increasing the enzyme volume amplified the 

pH2A signal (Figure 3.4A). Quantification of the signal indicated a linear relationship 

between enzyme volume and pH2A until >10 μl where the signal then plateaued 

(Figure 3.4B). From 1 μl to 2 μl of the GST beads, there was a 1.3-fold increase in 

pH2A signal. This further increased 1.3-fold to 3 μl. From 5 μl to 10 μl there was a 1.2-

fold increase, followed by non-significant increases until 30 μl. Similarly, the level of 

phosphorylated Bub1 (pBub1) also increased with increasing bead volume. In order to 

identify ATP-competitive inhibitors (like 2OH-BNPP1), it is essential to run the reaction 

under initial velocity conditions (i.e. the linear part of the graph), where approximately 

10% of the substrate is ‘used-up’ by the enzyme (Bisswanger, 2014; Brooks et al., 

2012). Taking these factors into account, I then highlighted 10 μl of the enzyme volume 

to use for further optimisation reactions. 

 To define the optimal H2A concentration to be used in the kinase assay, all 

parameters were kept constant whilst H2A mass was increased. As shown in Figure 

3.5A and B, as I increased H2A concentration the signal of pH2A also grew linearly, 

with increases 1.6-fold from 0.5 to 1 μg, 2-fold from 1 to 2 μg, and 1.2-fold up to 3 μg. I 

also noted that the level of pBub1 did not show a pattern of decrease/increase when 

H2A concentration increased. I then determined 2 μg of H2A was required to reach a 

saturating substrate concentration for further assays. 
 Furthermore, a kinase reaction requires the use of both ‘hot’ and ‘cold’ ATP 

(Minor, 2006). For ease of visualisation, the assay I set up required the use of 

radiolabelled [γ-32P]ATP, where the [γ-32P] was incorporated into the threonine of H2A 

(Kawashima et al., 2010). Note the contribution of ‘hot’ ATP to the overall ATP  
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Figure 3.3 Expressing wild-type (WT) and kinase-dead Bub1 and the effect on 
histone H2A phosphorylation.
Kinase assay showing H2A and Bub1 phosphorylation following incubation with 
recombinant Bub1, histone H2A and ATP at 30°C for 20 minutes. A Coomassie blue 
protein blot of H2A is shown for protein loading.
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Figure 3.4 Optimising Bub1 enzyme concentration.
(A) Kinase assay showing the effect of increasing the volume of GST-GFP-Bub1 bead 
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Figure 3.5 Optimisation of histone H2A substrate concentration.
(A) Kinase assay showing pH2A activity following incubation with increasing histone
H2A substrate concentration.
(B) Quantification of the signal in (A) normalised to 1 for the minimum pH2A activity 
detected.
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concentration is relatively low, since the majority of the ATP in the reaction is 

unlabelled. Importantly, the ‘hot’/’cold’ ATP was the final component added to the 

kinase mixture as this initiated reaction onset. In order to identify the ideal 

concentration of both ‘hot’ and ‘cold’ ATP, I initially titrated the amount of unlabelled 

‘cold’ ATP from 50-400 μM, while maintaining the concentration of labelled ‘hot’ ATP at 

2 μCi/reaction. As I increased the concentration of ‘cold’ ATP, the amount of pH2A 

signal decreased, as did pBub1 (Figure 3.6A, left panel). Maximum phosphorylation 

was observed at 50 μM, with the signal decreasing by 44% at 100 μM, and a further 

68% decrease to 400 μM (Figure 3.6A, right panel). From my results, and previous in 

vitro kinase assays (Baron et al., 2016; Kang et al., 2008), I established that 100 μM of 

unlabelled ATP was a suitable concentration to use. In contrast to the result above, 

increasing the concentration of ‘hot’ ATP from 1-3 μCi/reaction resulted in an 

observable increase in pH2A, with similar increases for pBub1 (Figure 3.6B, left panel). 

With a constant concentration of 100 μM ‘cold’ ATP, pH2A increased by 14% from 1 to 

1.5 μCi (Figure 3.6B, right panel). From 1.5 to 2 μCi, a 39% increase was observed, 

which further increased by 20% to 3 μCi. Importantly, I observed that 100 μM of ‘cold’ 

ATP and 2 μCi of ‘hot’ ATP were deemed to be ideal for observing an optimal signal. 

These concentrations were similar to those used in previous Bub1 kinase assays 

(Baron et al., 2016; Kang et al., 2008). 

 The final parameter analysed was the time period of the kinase reaction. As 

shown in Figure 3.7A, as the length of the reaction increased, as did the level of pH2A 

(and pBub1) signal. The onset of phosphorylation was very rapid, where a signal was 

detected at 15 kDa within 1 minute of labelled [γ-32P]ATP addition. Furthermore, it was 

apparent that within 8 minutes, maximum pH2A signal was achieved. Quantifying the 

pH2A signal revealed the linear increase over time. Within the first 2 minutes there was 

a rapid (2.7-fold) increase in pH2A signal (Figure 3.7B). As the length of the kinase 

reaction was prolonged, the level of pH2A signal continued to increase, but at a slower 

rate (2-4 minutes, 1.6x; 4-8 minutes, 1.3x), reaching a plateau at about 20 minutes, 

indicating the consumption of resources. To maximise the signal obtained from the 

kinase assay, I chose 20 minutes for the remaining kinase reactions. 

 Lastly, the temperature at which the kinase reaction is carried out is an 

important factor to consider, where for most mammalian enzymes a physiological 

temperature of 37°C coincides with the natural condition of the enzyme (Bisswanger, 

2014). Although this may be true for most enzymes, it is important to realise that some 

enzymes are unstable and may lose their activity at certain temperatures, with 37°C  



Figure 3.6 Optimisation of ‘hot’ and ‘cold’ ATP concentration.
(A) Kinase assay increasing cold ATP concentration and the effect on phosphorylation
of histone H2A. The line graph quantifies the pH2A signal. Values are normalised to 1 for
the maximum pH2A signal detected. 
(B)  Kinase assay for the effect of increasing hot ATP concentration on the phosphorylation
of histone H2A. The line graph quantifies the pH2A signal. Values are normalised to 1 for
the minimum pH2A activity detected.
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Figure 3.7 Optimisation of the time of kinase reaction.
(A) Immunoprecipitation kinase assay varying the time of kinase reaction, showing pH2A
activity at the times indicated.
(B) Quantification of the signal in (A), normalised to 0 for the minimum kinase activity 
detected.
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being the temperature at which some enzymes denature. Therefore, upon 

consideration of these factors and analysing previously published Bub1 kinase assays, 

where either 30°C (Baron et al., 2016) or room temperature (Kang et al., 2008) 

conditions were preferred, I chose 30°C for the kinase reactions here. This temperature 

allowed for near-physiological conditions to be met, with a suitable rate of reaction, but 

there was also a reduced probability of enzyme denaturation. Furthermore, to enable 

robust comparisons of results, a temperature controlled incubator was used to maintain 

a constant temperature of 30°C throughout the reaction.  

 

3.22 Using 2OH-BNPP1 as a Bub1 kinase inhibitor 
 Having optimised the Bub1 kinase assay, I next asked whether 2OH-BNPP1 

(Kang et al., 2008) was an effective in vitro inhibitor. Under the conditions established 

previously, 2OH-BNPP1 was added to the kinase reaction and the ability to inhibit H2A 

phosphorylation determined. As the concentration of 2OH-BNNP1 was increased, the 

level of pH2A decreased (Figure 3.8A). The level of auto-phosphorylated Bub1 at 150 

kDa also decreased at higher inhibitor concentrations. With a relatively small decrease 

in pH2A up to 0.3 μM, a 54% decrease in signal was apparent when the inhibitor 

concentration reached 0.7 μM (Figure 3.8B). The amount of phosphorylation continued 

to decrease gradually from here until 10 μM, where pH2A was extremely low. 

 Thus, consistent with previous observations (Kang et al., 2008), 2OH-BNPP1 

does indeed inhibit Bub1 kinase in vitro.  While 10 μM is required to abolish activity of 

the enzyme, the IC50 in this in vitro assay is ~1.3 μM, again consistent with prior 

observations (Kang et al., 2008).  

 
3.3 Generation of a cell-based assay to detect Bub1 kinase 

activity 
 Having confirmed that 2OH-BNPP1 does indeed inhibit Bub1 in vitro, I asked 

whether it was also able to do so in cells. To do this I questioned whether 2OH-BNPP1 

inhibited H2A-T120 phosphorylation in a cell based assay. I initially attempted to look at 

endogenous histone H2A, but little effect was seen with the addition of 2OH-BNPP1 

(data not shown). This was likely due to the involvement of another enzyme other than 

Bub1. Therefore, an assay that was absolutely dependent upon Bub1 was required. To 

readily visualise H2A phosphorylation, I generated a cell line expressing a tetracycline-

inducible GFP-tagged histone H2B protein fused to the kinase domain of Bub1 (Figure 

3.9A). Upon induction, the H2B moiety targets the Bub1 kinase domain (Bub1C) to the  
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Figure 3.9 The expression of GFP-H2B-Bub1C wild-type (WT) and kinase dead 
(D946N) mutant.
(A) Schematic showing the construct used with GFP-H2B fused to the kinase 
domain of Bub1 (Bub1C). aa= amino acids.
(B) Immunoblot for GFP showing the expression of GFP-H2B Bub1C WT and
D946N mutants in HeLa cells, following the addition of 1 μg/ml tetracycline overnight. 
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chromosome arms where it is capable of phosphorylating histone H2A (Kang et al., 

2008; Kawashima et al., 2010). The advantage of this approach is that changes in the 

phosphorylation status of H2A can be more easily detected over the arms in 

comparison to the endogenous centromeric location. Similarly, as the kinetochore-

associated Bub1 phosphorylates the nearby H2A on T120 at the centromeres and this 

is involved in the recruitment of shugoshin Sgo1 to the same location (Kawashima et 

al., 2010; Perera and Taylor, 2010), changes in Sgo1 localisation could also be readily 

detectable, as this would also be concentrated along the chromosome arms.  Note 

Kang et al. confirmed that the Bub1C fragment was functionally similar to full-length 

Bub1, with in vitro IC50 values of similar magnitude (Kang et al., 2008). Following 

generation of the GFP-H2B-Bub1C wild-type (WT) transgene, a kinase-dead D946N 

mutant was further generated to confirm that the H2A phosphorylation and Sgo1 

localisation observed were dependent upon Bub1 kinase activity (Hanks and Hunter, 

1995; Kang et al., 2008; Perera et al., 2007).  

 Immunoblots confirmed that Bub1 WT and D946N transgene expression were 

induced by tetracycline (Figure 3.9B).  Next, I used immunofluorescence to analyse 

mitotic cells and to establish if the transgene was functioning as expected. In control 

cells devoid of tetracycline, H2A-pT120 was detected using a phospho-specific 

antibody at the centromeres, confirming previous findings ((Kawashima et al., 2010) 

and see (Figure 3.10, left)). Sgo1 was also observed at a centromeric location, 

consistent with published studies (McGuinness et al., 2005). When tetracycline was 

added, GFP-H2B was observed along the chromosome arms as expected. The ectopic 

localisation of H2A-pT120 and Sgo1 to the arms indicated that the kinase Bub1C was 

also localised to the arms, demonstrating the transgene was behaving as anticipated. 

When analysing figures with the D946N mutant, H2A-pT120 and Sgo1 remained at the 

centromeres (Figure 3.10, right). This confirms the Bub1 kinase-dependent 

phosphorylation of H2A and recruitment of Sgo1.  

 Following on from analysis of mitotic figures, I next chose to study the impact of 

transgene expression in interphase cells. Bub1 exhibits maximal activity in mitosis, with 

recruitment to kinetochores in prophase (Johnson et al., 2004). There is no published 

evidence of Bub1 activity in interphase and therefore, I envisaged that upon transgene 

expression, there would be no observable affect in interphase cells. Nevertheless, it 

was very surprising to detect a major change in localisation of H2A-pT120 in the 

transgene-expressing cells. Without tetracycline, there was no nuclear H2A-pT120 

staining, yet when the transgene was expressed, H2A-pT120 localisation was apparent  



Figure 3.10 Expressing GFP-H2B-Bub1C WT and D964N, showing the effect on H2A 
phosphorylation and Sgo1 localisation.
Immunofluorescence images of mitotic HeLa cells expressing GFP-H2B-Bub1C WT and
D946N under tetracycline (1 μg/ml) control with staining for DNA, H2A-pT120, and 
Sgo1. Bar: 5 μm.
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throughout the cell, including within the nucleus (Figure 3.11, left). Conversely, when 

analysing D946N mutant cells, this phenomenon was not observed, indicating its 

dependency upon Bub1 kinase activity (Figure 3.11, right). Consequently, this suggests 

that there may be a low level of Bub1 kinase activity in interphase. It is however, 

important to note that this localisation pattern was only observable when the transgene 

was overexpressed and was not visible at the endogenous level in this assay.  

 After the establishment of the cell-based assay, I next used 2OH-BNPP1 in the 

same assay to determine its ability to target Bub1 kinase. Following overnight induction 

of the Bub1 transgene with tetracycline and addition of 2OH-BNPP1, cells were 

analysed by immunofluorescence (Figure 3.12). Visualising both mitotic and interphase 

figures in comparison to controls (Figure 3.10, 3.11), there was no change in H2A-

pT120 and Sgo1 localisation. The chromosome arm localisation remained, even at 100 

μM of 2OH-BNPP1, suggesting that 2OH-BNPP1 did not inhibit the kinase activity of 

Bub1 in cells. It was noted that the concentrations of the ATP-competitive 2OH-BNPP1 

used were considerably higher than those in the in vitro assay, since ATP levels are 

greater within a cellular environment.  

 

3.4 Summary 
 In this Chapter I performed two assays for the detection of Bub1 kinase activity. 

Initially, I set up an in vitro kinase assay using radiolabelled [γ-32P]ATP, with pH2A as 

an indication of Bub1 activity. To establish a robust kinase assay, I completed many 

optimisation assays to highlight the ideal enzyme concentration, amount of substrate, 

total ‘hot/cold’ ATP and reaction time. In doing so, this enabled me to test the ability of 

a Bub1 inhibitor 2OH-BNPP1, to repress the activity of Bub1. Under the conditions 

determined, 2OH-BNPP1 was able to inhibit Bub1 kinase and reduce the 

phosphorylation of H2A.  

 In addition to the in vitro studies, I next created a cell-based assay with 

expression of a GFP-H2B-Bub1C transgene. Although this was successful whereby 

Bub1 was ectopically localised along chromosome arms with subsequent 

phosphorylation of H2A and Sgo1 recruitment to the same location, there was no 

evidence of 2OH-BNPP1-mediated Bub1 kinase inhibition in this assay (Figure 3.12). 

Of particular interest was the indication that under the conditions of my assay, Bub1 

exhibited activity in interphase. However, due to the lack of evidence of 2OH-BNPP1 

inhibiting Bub1 kinase in cells, I was unable to continue with this project.   
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Figure 3.11 The expression of GFP-H2B-Bub1C WT and D946N  in interphase cells 
and the effect on H2A phosphorylation.
Immunofluorescence images of interphase HeLa GFP-H2B Bub1C WT and D946N cells 
under the control of tetracycline (1 μg/ml), with staining for DNA (blue), GFP (green) and 
H2A-pT120 (red). Bar: 10 μm.
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Figure 3.12 The effect of 2OH-BNPP1 on H2A-pT120.
Representative immunofluorescence images of mitotic and interphase HeLa cells 
expressing GFP-H2B-Bub1C WT induced by 1 μg/ml tetracycline and exposed to 
2OH-BNPP1 (100 μM) overnight. Bar: 5 μm.
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3.5 Discussion  
3.51 Is Bub1 kinase activity essential for SAC functioning? 
 The role of the kinase activity of Bub1 in the SAC is controversial, with some 

studies showing importance (Kang et al., 2008; Yamaguchi et al., 2003) and others 

indicating redundant function (Fernius and Hardwick, 2007; Klebig et al., 2009; Perera 

and Taylor, 2010). Therefore, in my studies, I sought to test this using an inhibitor of 

Bub1 kinase activity 2OH-BNPP1, which would enable the fine-tuning of activity, where 

2OH-BNPP1 has been described as a Bub1 inhibitor (Kang et al., 2008). I confirmed 

the importance of Bub1 kinase for H2A phosphorylation and Sgo1 recruitment 

(Kawashima et al., 2010; Perera and Taylor, 2010) but unfortunately, I saw no 

evidence of suppression of activity in cells (Figure 3.12). Interestingly, the initial study 

that cited 2OH-BNPP1 did not exhibit any evidence for the inhibition of Bub1 kinase in 

cells (Kang et al., 2008). Consequently, the results described by Nyati et al. are 

surprising where they describe 2OH-BNNP1 as a Bub1 kinase inhibitor, with 

suppression of TGF-β activity upon exposure (Nyati et al., 2015).  

 Although I have not shown the efficacy of 2OH-BNPP1 in cells, this may be due 

the incorrect assay used to detect kinase activity, therefore it cannot be ruled out that 

other assays may give contrasting results and indicate that 2OH-BNPP1 does inhibit 

Bub1. Furthermore, the reasons as to why 2OH-BNPP1 may not efficacious in cells 

may be due to the inability to penetrate the cellular membrane. However, given the 

molecular weight of 2OH-BNPP1 is 297 g/mol and the lipophilicity logP value is 3.02, it 

is unlikely that cell permeability is the issue as these values are in accordance with 

‘Lipinski’s rule of five’, for compounds which are likely to be cell permeable and easily 

absorbed in the body (Leeson et al., 1912; Lipinski et al., 2012). Consequently, the 

negative results may be due to the lack of specificity for the intended Bub1 target.  

 Despite the lack of success with 2OH-BNPP1 in cells, since my study, efforts 

have been tailored towards developing new inhibitors against Bub1 kinase activity. 

Recently, novel Bub1 ATP-competitive inhibitors BAY-320 and BAY-524 have been 

described (Baron et al., 2016; Hitchcock et al., 2013). Confirmation of Bub1 kinase 

activity was evident from reduced H2A-pT120 staining with immunofluorescence. Using 

single-cell imaging it was insinuated that perhaps Bub1 kinase activity is required for 

the maintenance of SAC signalling via amplification of the checkpoint signal. When 

HeLa cells were exposed to nocodazole followed by the addition of the kinase 

inhibitors, there was a 13-15% reduction in mitotically-arrested cells. Therefore, it is 
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likely that Bub1 kinase activity is not essential for the SAC, confirming previous reports 

(Perera and Taylor, 2010), but it may be required to maintain the SAC signal once it 

has already been activated. Evidence from Xenopus egg experiments also 

corroborates this, where Bub1 kinase activity was required to amplify a weak SAC 

signal generated by a few (unattached) kinetochores (Chen, 2004; Sharp-Baker and 

Chen, 2001). 

 

3.52 Bub1 kinase activity in interphase 
 Bub1 exhibits maximal activity in mitosis, when it is localised to kinetochores 

(Jablonski et al., 1998). Despite this, when I analysed cells expressing the GFP-H2B-

Bub1C transgene (Figure 3.11), the localisation of H2A-pT120 altered from a granular 

appearance to a uniform nuclear localisation throughout the cell, indicating that there 

may be a low-level of Bub1 active in interphase. Although there has been no previous 

evidence of H2A phosphorylation in interphase (Kawashima et al., 2010), Bub1 is 

constitutively auto-phosphorylated at the Ser969 position in the activation segment 

(P+1) throughout the cell cycle (Asghar et al., 2015; Lin et al., 2014). The level of 

Ser969 phosphorylation does not increase in mitosis but it is required for the mitosis-

specific H2A phosphorylation. However, before Bub1 can be fully activated, a certain 

level of Bub1 concentration needs to be reached, where normally, sufficient levels are 

reached upon entry into mitosis. It was indicated that artificially increasing the local 

concentration of Bub1 in interphase does in fact initiate its activation (Asghar et al., 

2015). Since Bub1 is overexpressed in my study, this may induce a sufficient level of 

Bub1 expression for activation in interphase. Therefore, the difference in localisation of 

H2A-pT120 we see in interphase cells may be a result of the ‘priming’ of Bub1 activity, 

before it is fully activated upon mitotic entry. Furthermore, this interesting observation 

may provide a basis for a screen for Bub1 inhibitors, where the level of H2A-pT120 

would provide a measurement for the level of Bub1 kinase inhibition.   

 

3.53 Bub1 as a therapeutic target 
 Since Bub1 may play a role in tumourigenesis (Ricke et al., 2011), inhibitors 

against Bub1 are advantageous. Bub1 kinase specific inhibitors, BAY-320 and BAY-

524 have been developed (Baron et al., 2016), with the next stage being to enter these 

inhibitors into animal studies to determine efficacy. 

 Targeting SAC proteins in cancer chemotherapy is a potential therapeutic 

strategy (Janssen et al., 2009; Salmela and Kallio, 2013), where Mps1 targeting has 



	

102 

shown antitumour effects (Colombo et al., 2010; Kusakabe et al., 2015; Tannous et al., 

2013; Tardif et al., 2011). Consequently, it is possible that the most promising results 

from Bub1 inhibition will be from combination studies with microtubule-targeting agents 

(MTA’s) (Janssen et al., 2009).. As a single agent, it is unlikely that Bub1 kinase 

inhibition will show antitumour activity due to the only minor effects on mitosis observed 

(Baron et al., 2016), and also because the complete inhibition of the checkpoint is 

difficult to achieve in vivo (Manchado et al., 2012). However, whether targeting Bub1 

will give different phenotypes and improved effects over other SAC targeting agents is 

not yet known. When BAY-320 and BAY-524 were combined with paclitaxel, an 

increase in chromosome missegregation errors and detrimental effects on cellular 

proliferation in aneuploid cells was evident (Baron et al., 2016). This was probably due 

to the elevation of erroneous KT-MT attachments which could not be corrected as a 

result of the partial displacement of Aurora B upon Bub1 inhibition. Similarly, 

combinations involving paclitaxel with Mps1 inhibitors, which also override the SAC, 

have shown promise. For example, partial depletion of Mps1 sensitised cells to 

paclitaxel (Janssen et al., 2009). In particular, combining an Mps1 inhibitor (NTRC 

0066-0) with clinically relevant doses of docetaxel has proven successful, with 

extensions in mouse survival and tumour remission (Maia et al., 2015). Furthermore, 

inhibitors of Mps1 activity, BAY 1161909 and BAY 1217389 synergise with paclitaxel in 

taxane-resistant tumour models of triple-negative breast cancer and lung carcinoma 

(Wengner et al., 2016), with recent entry into Phase I clinical trials with paclitaxel. 

Therefore it may be likely that similar effects will be observed with Bub1 inhibition, 

providing a foundation for future experimentation. 

 

  In this chapter I successfully set up two independent assays for the testing of 

Bub1 kinase activity, but failed to determine the role of the activity in the SAC. 

However, recent studies established that Bub1 is non-essential for checkpoint 

functioning and that the inhibition of Bub1 may be clinically beneficial. Due to the lack 

of positive results, I next turned to study mitotic perturbation further, with the synthesis 

and characterisation of a Cenp-E inhibitor GSK923295. 
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Chapter 4: Using a Cenp-E inhibitor GSK923295 in the 

development of an assay to study aneuploidy 

 
4.1 Introduction 
 The link between aneuploidy, mitosis and tumourigenesis has been indicated, 

where aneuploidy has been associated with tumour growth (Boveri, 2008, 1914, 1902). 

Nevertheless, the presence of aneuploidy can promote or suppress tumourigenesis 

(Holland and Cleveland, 2009; Silk et al., 2013; Weaver et al., 2007), where high levels 

of aneuploidy are thought to be toxic and intolerable for the cell (Birkbak et al., 2011; 

Holland and Cleveland, 2012).  

        Cancers exhibit high levels of aneuploidy (Cimini, 2008; Mitelman, 2014; 

Nicholson and Cimini, 2011), yet why cancer cells are able to survive and proliferate 

with the abnormal karyotype is not fully known.  In contrast to cancer cells, normal 

somatic cells undergo death or a p53-dependent cell cycle arrest when chromosome 

missegregation occurs (Thompson and Compton, 2010). In fact, cancers with 

increased chromosome instability (CIN) are resistant to Taxol (Swanton et al., 2009, 

2006), therefore it is likely they have a mechanism in place in order to resist the mitotic 

aberrations. Mutations in p53 are a common occurrence in several cancers (Muller and 

Vousden, 2014), with 75% of mutations showing loss-of-function phenotypes, with 

potential dominant negative effects (Petitjean et al., 2007) giving rise to defective p53 

functioning (Tomasini et al., 2008). Thus, unlike diploid cells which arrest in mitosis 

when faced with erroneous segregation, p53-deficient cells may continue to survive 

and proliferate.  

      However, little is known about what signals to p53 and the downstream effectors, 

with reports suggesting proteotoxic stress due to gene dosage imbalances (Santaguida 

and Amon, 2015; Thompson and Compton, 2010; Torres et al., 2007; Williams et al., 

2008) and therefore, future experimentation would aim to study this. As chromosome 

missegregation is a rare occurrence in normal somatic tissues (with a chromosome 

loss or gain rate of 1% (Thompson and Compton, 2008)), studying the consequences 

of this abnormality is difficult. This is because the examination of a small alteration in 

the corresponding gene dosage is not an easy task (Santaguida and Amon, 2015). 

Therefore, by artificially inducing elevated rates/levels of chromosome missegregation, 

the consequences of aneuploidy can be studied more easily. Previous efforts have 

used monastrol washout approaches, but with only one missegregation event every 
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third division (Cimini et al., 2001, 1999; Knowlton et al., 2006; Thompson and 

Compton, 2010), analysing the effects of aneuploidy and gene dosage changes is 

relatively problematic.  Furthermore, the incidence of lagging chromosomes with this 

approach can cause DNA damage (Ganem and Pellman, 2012; Janssen et al., 2011). 

Therefore, methods to produce aneuploid progeny more efficiently and without the 

added complication of DNA damage are needed.  

 One approach could be to exploit the phenotype induced by Cenp-E inhibition. 

Cenp-E is a kinesin-7 motor protein involved in the congression of chromosomes to the 

metaphase plate (Schaar et al., 1997). GSK923295 is a recently described inhibitor of 

Cenp-E (Qian et al., 2010), and when bound at an allosteric site, ATP hydrolysis is 

prevented and the Cenp-E motor protein is effectively ‘locked’ onto the microtubule. 

This results in a phenotype where the majority of chromosomes align along the 

metaphase plate with a small number clustered at the poles (Wood et al., 2010).  

 Therefore, I hypothesised that by inhibiting Cenp-E and inducing chromosome 

misalignment, driving cells out of mitosis in the presence of these unaligned 

chromosomes would result in missegregation. This will result in daughter cells with 

unequal numbers of chromosomes. One method of overriding the checkpoint and 

driving cells out of mitosis is via the inhibition of the checkpoint protein Mps1 (Hewitt et 

al., 2010). Initially I will describe the synthesis of GSK923295 and then I will explain the 

characterisation of the synthesised compound using a number of assays to ensure 

specificity against Cenp-E. From here, I will briefly explain the set-up of the assay to 

generate aneuploidy using the Cenp-E/Mps1 co-inhibition approach. Details of the 

assay can be found in Appendix 1 (Bennett et al., 2015). 

  

4.2 The synthesis of GSK923295 
 The synthesis of GSK923295 was aided by Dr Beatrice Bechi, but in this thesis 

I will describe the novel step which I completed. Previous methods describing the 

synthesis of GSK923295 focussed on a High Performance Liquid Chromatography 

(HPLC) based resolution of the racemic alcohol substrate rac-2 ((Bellingham et al., 

2010; Qian et al., 2010) and see (Figure 4.1A)). However, this step was not 

reproducible in the lab and therefore other methods of chiral resolution were explored.  

 One such method included utilising the enzyme, Candida antarctica Lipase B 

(CALB) (Anderson et al., 1998; Frykman et al., 1993; Orrenius et al., 1995; 

Piidkzdingrrotbtiti et al., 1994). Lipase enzymes are hydrolases often used in 

asymmetric synthetic approaches for the kinetic resolution of alcohols, specifically  



NH NPhth

O
Cl

O
Cl

O

N

H2N
Me

OH

HN NPhth

N

N

HO

O
Cl

O
HN N

H

N

N

HO

O
Cl

O

O
N

TBAB, MeCN
NaHCO3
reflux 26 h

GSK923295

N

H2N
Me

OH

S C5H11

O

Candida antarctica
Lipase B
50% w/w

39 oC N

H2N
Me

OH

N

H2N
Me

O

O
C5H11

SH

50%, >99% ee 50%

1 (S)-2

rac-2 3

5 6
84%

Figure 4.1 The resolution of a key intermediate for the synthesis of GSK923295 
using Candida antarctica lipase B enzyme.
(A) The resolution of the racemic methyl alcohol rac-2 utilised the Candida antarctica
lipase B enzyme (50% w/w), in order to generate the enantioselective (S)-methyl alcohol 
2.This was used in the subsequent steps for the synthesis of GSK923295 6. The  
synthesis of 5 to 6 was performed by Dr Beatrice Bechi.  
(B) To extend the potential scope of the CALB enzyme, two intermediates were
synthesied, the trimethylsilyl 8, and the corresponding acetylene 9.

A

B

7
10 30%38%

K2CO3

MeOH
RT

LDA, THF
-78°C

R group

(S)-2 (R)-4

rac-8 rac-9

105



	

106 

catalysing the enantioselective trans-esterification of secondary alcohols (Gotor-

Fernández et al., 2006). Lipases give high selectivity and substrate specificity ranges 

are broad (Ghanem and Aboul-Enein, 2005). CALB is advantageous due to its ability to 

accommodate an extensive range of substrates, bringing high enantioselectivity, 

thermal stability and also stability in aqueous solvents (Anderson et al., 1998; Rotticci 

et al., 2001). Previously, aromatic secondary alcohols have been kinetically resolved 

with CALB (Orrenius et al., 1994; Piidkzdingrrotbtiti et al., 1994) and mutated variants 

of CALB have also shown success similarly (Engström et al., 2011; O’Neill et al., 

2012). Since the racemic alcohol rac-2 is structurally similar to other substrates 

successfully resolved with CALB, this approach was exploited in my studies. 

 In the reaction set-up, CALB was added to rac-2 at 50% v/v, with excess S-

ethyl thiohexanoate 3 as the acyl donor (Figure 4.1A). The reaction proceeded under 

solvent-free conditions at 39°C. Reaction progress was monitored using HPLC, and 

following a five day incubation, the enzyme specifically catalysed the acylation of the 

(R)-enantiomer, with the desired (S)-enantiomer left unreacted, as shown by the 

chromatograms (Figure 4.2A). At time zero, the (R)- and (S)- enantiomers exhibited 

peaks of equal intensity, whereas after five days, the (S)-enantiomer displayed higher 

intensity and the peak for the (R)-enantiomer was minimal. This suggested the (R)-

specificity of CALB.  

 Maximum yields at 50% were obtained for the resulting ester (R)-4 and the 

unreacted enantiomer (S)-2, where the desired enantiomer was obtained in >99% 

enantiomeric excess (ee). 1S-(2-amino-3-pyridyl)ethanol (S)-2 was then obtained via 

purification by column chromatography. From this (through experimentation conducted 

by Dr Beatrice Bechi), (S)-2 reacted with the phenacyl chloride 1, resulting in the 

pyridyl imidazole 5. This was then used in subsequent steps to synthesise GSK923295 

6 (Frykman et al., 1993; Orrenius et al., 1995, 1994; Rivera et al., 2001). 

 I have described an improved method using CALB to successfully resolve rac-2 

in order to obtain the desired (S)-enantiomer. This was then effectively used to 

synthesise GSK923295. Furthermore, CALB has been shown to be of use in the 

resolution of a wide range of substrates, and therefore, in the first case, I attempted to 

test the specificity range with structurally similar secondary alcohols.   
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4.3 Extending the utilisation of CALB 
 Aforementioned, CALB can be used for the resolution of a broad range of 

secondary alcohols and thus, I wanted to examine the scope of the substrates that 

could be resolved using similar methods. The substrates chosen were derivatives of 

rac-2 (Figure 4.2B), but with extended side R-groups; a larger trimethylsilyl group and 

its reduced alkyne. They were chosen in order to examine the size of the R group that 

could be accommodated and successfully resolved using CALB.  The trimethylsilyl rac-

8 was synthesised using lithium diisopropylamide (LDA), from the previously 

synthesised 2-amino-3-pyridinecarboxaldehyde 7. At low temperatures this bulky base 

selectively formed a nucleophilic enolate, which then underwent alkylation forming rac-

8 at a 38% yield (Figure 4.1B). Upon base mediated reduction, with deprotection of the 

terminal alkyne group, the corresponding acetylene rac-9 was generated in a 30% 

yield. Following on from the generation of the racemic substrates, the ability of CALB to 

catalyse the transesterification reaction was investigated. The intermediate substrate 

rac-8 did not visibly undergo an enantioselective resolution, where HPLC indicated that 

after a seven day period the starting racemic mixture was still present. However, the 

reduced rac-9 did undergo resolution over a seven day period, with 98% ee of the (S)-

enantiomer over the (R)-enantiomer. Using this approach, derivatives of GSK923295 

may be synthesised which may result in more selective or efficacious inhibitors.   

 

4.4 Characterising GSK923295 in cell-based assays 
 After synthesis and purification, it was essential to ensure that GSK923295 

inhibited Cenp-E with no off-target effects. Thus, I used a number of cell-based assays 

to confirm phenotypes and explore long-term effects of Cenp-E inhibition.  

 

4.41 GSK923295 and its effect on chromosome alignment 
 Previous reports have shown that Cenp-E is essential for chromosome 

segregation (Schaar et al., 1997). Consequently, upon either siRNA or small molecule 

inhibition, chromosomes fail to congress properly (Weaver, 2003; Wood et al., 2010; 

Yao et al., 2000; Yen et al., 1991). While the majority of chromosomes align along the 

metaphase plate, a small number remain clustered around the spindle poles. 

 To determine whether the in-house synthesised small molecule inhibitor 

GSK923295 was effective at targeting Cenp-E, DLD-1 cells were incubated in the 

presence of 50 nM of the drug for four hours. The cells were then fixed and stained for 

Bub1, tubulin and DNA. Immunofluorescence images confirmed that in comparison to 
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control cells, where all of the chromosomes aligned along the metaphase plate, cells 

treated with GSK923295 exhibited a characteristic phenotype; while the majority of 

chromosomes aligned along the metaphase plate, a small number remained clustered 

at the spindle poles, with the bipolar spindle remaining intact (Figure 4.3A). Of 

particular note, Bub1 showed high intensity staining at the kinetochores of the 

unaligned chromosomes at the poles, in comparison to the kinetochores of the aligned 

chromosomes. This is consistent with a lack of stable kinetochore-microtubule 

interactions resulting in the generation of a SAC signal (Jablonski et al., 1998; Taylor 

and McKeon, 1997; Taylor et al., 2001). Nevertheless Bub1 still localised to 

kinetochores of aligned chromosomes as seen previously (Taylor and McKeon, 1997), 

but displayed lower intensity staining in contrast. 

 From this initial study, I confirmed that GSK923295 was behaving as one would 

expect for a Cenp-E inhibitor, where complete chromosome alignment is perturbed and 

although most chromosomes congress to the metaphase plate, a small number cluster 

at the poles. 

 Next, in order to identify the ideal concentration and exposure time for optimal 

Cenp-E inhibition with GSK923295, HeLa cells were exposed to varying concentrations 

of GSK923295 over a period of four hours (Figure 4.3B). For each concentration, the 

mitotic cells were analysed by immunofluorescence and correspondingly classified into 

each phase of mitosis. It is important to note that GSK923295-treated cells with the 

phenotype as shown in Figure 4.3A were categorised as prometaphase. In the control 

population, cells were in all stages of mitosis, with 12% in prophase, 21% 

prometaphase, 29% metaphase and 38% anaphase (Figure 4.3B). At concentrations of 

1-5 nM, numbers were comparable to controls. However, at 10 nM, the number of cells 

in prometaphase increased to 51%, whilst the numbers in metaphase and anaphase 

decreased to 15% and 27% respectively. However, at 50 nM (and higher doses up to 

500 nM), a complete block of metaphase and anaphase was visible, as 94% of cells 

were in a prometaphase-like state, where the large majority of chromosomes were 

aligned along the metaphase plate yet a few remained at the poles. No cells were 

observed in metaphase or anaphase. Therefore, in this case, 50 nM was sufficient to 

inhibit chromosome congression and block mitotic progression. 

 Furthermore, to determine the exposure time at which GSK923295 prevented 

chromosome congression, HeLa cells were treated with 50 nM GSK923295 for 0, 2 

and 4 hours. As shown by the bar graph in Figure 4.3C, even after a two hour 

incubation with 50 nM GSK923295, HeLa cells were not able to progress through  
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metaphase or anaphase, where >95% were blocked in prometaphase. Similarly, in 

DLD-1 cells at the two hour time point, 91% of cells were in prometaphase (Figure 

4.3D). Thus, within two hours, 50 nM GSK923295 can cause a potent prometaphase 

arrest. 

 

 4.42 GSK923295 and its effect on mitosis 
 The lack of metaphase and anaphase figures following GSK923295 treatment 

(Figure 4.3) suggests that the cells are mitotically arrested. It is likely that the presence 

of the unaligned chromosomes following GSK923295 treatment activates the SAC and 

therefore initiates a mitotic arrest (Schaar et al., 1997; Yao et al., 2000). However, it 

may be that cells with defective Cenp-E function exit mitosis without a prolonged arrest 

and in the presence of unaligned chromosomes, with failed chromosome segregation 

(Tanudji et al., 2004), thereby resulting in aneuploid daughter cells. Therefore, in order 

to determine if GSK923295 induces a mitotic arrest and to discriminate between 

different cellular fates, I analysed live cells by time-lapse microscopy.  I used DLD-1 

and HeLa cells expressing GFP-histone H2B to visualise the chromosomes. HeLa cells 

were exposed to 50 nM GSK923295 and tracked throughout mitosis (representative 

examples in Figure 4.4A). In the control population, all chromosomes had aligned at 

the metaphase plate by 36 minutes, with anaphase occurring by 48 minutes. In 

contrast, in the Cenp-E inhibitor treated population, 54 minutes after entry into mitosis, 

while the majority of chromosomes had aligned, there were still unaligned 

chromosomes at the poles (indicated by the white arrows). The cells remained arrested 

with unaligned chromosomes for a few hours, and then by 158 minutes, cells began to 

spin quite violently and chromosomes were seen to effectively ‘fall’ from the metaphase 

plate, giving a cohesion fatigue-like phenotype (Daum et al., 2011; Stevens et al., 

2011). The chromosome scattering observed is defined by the premature separation of 

sister chromatids in a mitotic arrest. The pulling forces of the kinetochores attached to 

microtubules oppose and overcome the interactions of the cohesin complex, with 

reactivation of the checkpoint. Following this, the SAC is unable to be satisfied due to 

kinetochores not being stably attached to microtubules, and the cell may undergo 

slippage or apoptosis (not shown).  

 As the HeLa cells are prone to cohesion fatigue (Daum et al., 2011; Lara-

Gonzalez and Taylor, 2012; Stevens et al., 2011) and this may hinder long-term 

studies of the effects of Cenp-E inhibition, I then turned to the DLD-1 cell line, with 

similar analysis. Control cells were shown to be at metaphase by 28 minutes, followed  
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by anaphase at 36 minutes (representative examples in Figure 4.4B). GSK933295-

treated cells gave the Cenp-E inhibition phenotype (t=56 minutes), where the majority 

of chromosomes aligned with a few remaining at the poles (indicated by the white 

arrows). This state was maintained until 306 minutes, with a single unaligned 

chromosome still observable at this time. By 336 minutes, chromosomes separated as 

the cell went through anaphase, resulting in two daughter cells. This indicates that 

DLD-1 cells are not prone to cohesion fatigue (at least in the cells I analysed) and do 

eventually undergo anaphase. However, whether the resulting daughter cells are of 

equal chromosome number, or are in fact aneuploid, is not known.  

 Through live-cell imaging, I have confirmed that GSK923295 prevents 

alignment of chromosomes, resulting in a mitotic arrest. Prolonged mitotic arrest can 

result in cohesion fatigue in some cases, but in cells that are not prone to this 

behaviour, long-term cell fate can include slippage, division or apoptosis. These 

specific long-term fates will therefore be analysed in the next section. 

 

4.43 The effect of GSK923295 on long-term cell fate 
 The obvious effects on mitosis and the observation that HeLa cells may 

undergo cohesion fatigue and DLD-1 cells, anaphase, following Cenp-E inhibition, led 

me to next evaluate the cellular fates that follow the prolonged mitotic arrest. Initially I 

analysed HeLa cells by flow cytometry using the DNA-binding dye propidium iodide, to 

determine the DNA content following 50 nM GSK923295 exposure over a 72 hour 

period (Figure 4.5A). At time zero, normal cell cycle profiles were shown with a larger 

proportion of cells with a 2n DNA content and a smaller proportion with a 4n DNA 

content. At 8 hours, a large fraction of the cells had a 4n DNA content, indicating a cell 

cycle arrest, resulting in an inability to progress through mitosis. After 16 hours, a sub-

2n population was seen and the 4n peak decreased. The cell cycle profile then 

continued to disintegrate, where by 72 hours there was no separation between the 2n 

and 4n peaks.  The disintegration of the profile and the sub-2n population indicated 

apoptosis onset. Therefore, in the case of the HeLa cells, the resulting cohesion fatigue 

causes sister chromatids to separate prematurely, activating the SAC and it is this 

persistent activation which results in apoptosis.  

 As I mentioned previously, analysing HeLa cells could be problematic due to 

the likelihood of cohesion fatigue occurring (Daum et al., 2011; Stevens et al., 2011). 

Therefore, I next turned to the colon cancer cell line RKO, to study the long-term 

implications of Cenp-E inhibition. The RKO cell line typically undergoes death in mitosis  
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when exposed to antimitotics (Gascoigne and Taylor, 2008). To address the effects of 

long-term inhibition of Cenp-E on cell fate, I used the IncuCyte® Zoom for time-lapse 

imaging. Using this approach allowed the analysis of cellular behaviour in more detail 

since single cells could be tracked over a defined time period. This allowed for the 

generation of cell fate profiles, as described previously (Gascoigne and Taylor, 2008). 

RKO cells treated with varying concentrations of GSK923295 were imaged every 10 

minutes over 72 hours, with cell confluency determined and apoptosis measured using 

a fluorescent caspase 3/7 dye. In the first case, control cells grew to near 80% 

confluency over three days (Figure 4.5B, left). Whilst concentrations of 10 nM and 50 

nM of GSK923295 showed similar proliferative potential as the control, 100 nM and 

1000 nM reduced proliferation to below 40% over the period of filming. This suggests 

that at the higher concentrations of GSK923295, proliferation was low due to cell death. 

When observing the caspase 3/7 measurements up to 50 nM, little apoptosis was seen 

(Figure 4.5B, right). At 100 nM and 1000 nM, high levels of apoptosis were apparent, 

where 24 hours marked the initial increase in apoptosis onset. These results suggest 

that in the RKO cell line at higher concentrations of GSK923295, cellular growth is 

perturbed and this is accompanied by an increase in cell death. 

 The caspase 3/7 measurement used depicts the total amount of apoptosis in a 

cell population, but it cannot distinguish between mitotic and post-mitotic death (i.e. 

death in mitosis (DiM) or post-mitotic death (PmD)). In order to distinguish between the 

DiM and PmD fates, I analysed phase-contrast movies to follow the fate of cells and 

data was plotted as a cell fate profile. Briefly, each cell fate profile shows the behaviour 

of 50 cells, where one line is one cell, the colour of the line describing the behaviour of 

that cell (e.g. DiM) and the length of the line defining the time taken for the cell to 

undergo that particular fate. In the control cells, the majority underwent three mitotic 

divisions over the 72 hour time period (Figure 4.5C). Upon treatment with 100 nM 

GSK923295, cells entered a mitotic arrest and 40% of cells remained in this state for 

approximately 12 hours, but subsequently died in mitosis (red bars). The profile also 

shows 26% of cells divided after an arrest of 15.22 hours (black bars) and then died in 

the subsequent interphase (green bars). Only one of these cells went into a second 

mitosis, and after an arrest, post-mitotic death followed. Furthermore, 32% of the 

population arrested in mitosis but then remained in interphase after division. 

 Therefore, it is apparent that cellular fate following Cenp-E inhibition- mediated 

mitotic arrest is heterogeneous, with cells undergoing death in mitosis, abnormal 
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division and post-mitotic death behaviours. Overall, the major outcome of saturating 

GSK923295 exposure is apoptosis.  

 

4.44 Analysing the reversibility of GSK923295  
 In order to utilise GSK923295 as a small molecule tool for studying aspects of 

mitosis, I considered if the drug was reversible i.e. can I wash it out of cells? Are the 

effects of Cenp-E inhibition still visible following inhibitor removal? Are there long-term 

effects of Cenp-E inhibition following washout, due to residual inhibitor? 

 First of all, it was important to determine if cells were able to progress through 

mitosis following the removal of the Cenp-E inhibitor. As shown in Figure 4.3C, when I 

exposed cells to GSK923295, within a 2 hour period there was a >95% mitotic block in 

prometaphase. To test whether this block was reversible, I treated HeLa cells with 50 

nM GSK923295 for a 4 hour period. This was followed by removal of the drug and 

replacement with fresh media. At the time periods indicated (Figure 4.6A), cells were 

fixed and analysed by immunofluorescence. In the untreated control population, cells 

were analysed with 25% in prometaphase, 29% in metaphase and 40% in anaphase. 

At time zero, where GSK923295 was added for four hours, removed and cells were 

analysed promptly, 96% of cells were in prometaphase. Even after 30 minutes 

following washout, cells were seen to progress through mitosis, and the number of cells 

in prometaphase was reduced (54%), with cells also in the latter stages of mitosis 

(metaphase 19%, anaphase 19%). It is important to note that there was no indication of 

lagging chromosomes or chromosome bridges following washout (not shown). This 

suggests that GSK923295 can readily be washed out of cells, and cells are able to 

progress normally through mitosis.  

 Although from fixed cell analysis, mitoses seemed ‘normal’, the long-term 

effects of Cenp-E inhibition needed to be considered. Therefore, I observed the fate of 

cells treated with the Cenp-E inhibitor over a 72 hour time period using time-lapse 

microscopy. Here, HeLa cells were treated with 50 nM of GSK923295 for four hours, 

and then following this, either the GSK923295 was washed out and replaced with fresh 

media or GSK923295 was washed out and then added back. It was apparent that 

following drug washout cells were able to overcome the previous mitotic perturbation 

and continue to survive and proliferate (Figure 4.6B), reaching similar levels of 

confluency as the untreated cells. For those cells continually exposed to GSK923295, 

cell growth was prevented, with no increase in confluency over the 72 hour period. 

Single cell fate profiling was then carried out on these cells. In the controls, 98% of  
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cells went through multiple mitoses with 24% undergoing four divisions over the course 

of the experiment (Figure 4.6C). In contrast, 92% of cells exposed continuously to 

GSK923295 underwent death, with 9% of these post-mitotic, and 91% dying in mitosis. 

The 8% of cells that did not die underwent a division after a prolonged mitotic arrest 

and then arrested in the following interphase. When GSK923295 was washed out and 

cells analysed promptly, cells were seen to undergo multiple mitoses in a similar 

manner to controls. Timings to entry in mitosis were slightly prolonged following 

washout, with control cells entering after 4.2 hours and washout cells after 6.6 hours. 

The time between the first and second mitosis was relatively unchanged, at 17.3 hours 

in the controls and 16.6 hours in the washout population. Therefore, this provides 

evidence that GSK923295 is reversible and any residual inhibitor does not have 

detrimental long-term effects on cells. 

 

4.5 The establishment of an assay to study aneuploidy 
 I have established that Cenp-E inhibition with GSK923295 caused the majority 

of chromosomes to align at the metaphase plate, with a small number clustered at the 

poles. Therefore, it may be that driving these cells out of mitosis would cause 

missegregation of the chromosomes residing at the poles. This could potentially result 

in the generation of cells with unequal chromosome numbers. 

 To test this, cells were treated with GSK923295 at 50 nM, followed by 2 μM of 

the Mps1 inhibitor AZ138 (Hewitt et al., 2010), used to override the SAC and drive cells 

out of mitosis. Details of the method are given in the Appendix 1. Note these 

experiments were carried out by Dr Sarah Thompson. Strikingly, of the cells analysed, 

98% showed missegregation and using FISH analysis it was apparent that the resulting 

daughter cells were aneuploid (Bennett et al., 2015). This approach led to the 

missegregation of approximately 2 chromosomes per division, indicating this as a 

potential method to study aneuploidy. This is in contrast to the commonly used 

monastrol wash-out approach, where often, <50% of divisions result in missegregation 

and DNA damage is often a consequence (Cimini et al., 2001, 1999; Ganem and 

Pellman, 2012; Janssen et al., 2011; Knowlton et al., 2006; Thompson and Compton, 

2010). The lack of lagging chromosomes or bridges indicates that it is unlikely that this 

method induces DNA damage. 
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4.6 Summary 
 This Chapter focused on the description of the robust synthesis of GSK923395, 

with an improved synthetic step using the CALB enzyme. The observation that the 

CALB enzyme is able to resolve other substrates provides potential to extend the 

scope of substrate resolution. This may generate improved Cenp-E inhibitor analogues. 

Following on from the synthesis, characterisation of the in-house GSK923295 

confirmed the specificity to Cenp-E, in agreement with previous studies where 

chromosome congression was affected. I also discovered the reversibility of 

GSK923295, where following removal of the inhibitor, cells were able to progress 

through mitosis. Following on from characterisation, GSK923295 was used in 

combination with AZ3146 in assays to generate aneuploidy, with at least one 

chromosome missegregating every division, providing advantages over traditional 

methods. See Appendix 1 for the corresponding published paper (Bennett et al., 2015). 

 

4.7 Discussion 
4.71 A strategy to resolve enantiomers  
 An initial problem that was highlighted in the synthesis of GSK923295 was 

observed when resolving the (S)-enantiomer of the methyl alcohol 1S-(2-amino-3-

pyridinyl)ethanol(S)-2. As the published method using chiral HPLC proved to be 

unsuccessful (Qian et al., 2010), a kinetic resolution-based method utilising the 

Candidada antarctica Lipase B (CALB) enzyme was exploited with efficiency to resolve 

the desired enantiomer. The resolution resulted in the maximum 50% yield, with >99% 

enantiomeric excess. Chiral intermediates are often the building blocks for natural 

products (Kaman et al., 2001; Rouf et al., 2011; Sekar et al., 1999) and therefore, other 

racemic mixtures with a chiral alcohol substrate were treated similarly, with some 

success. However, the lack of resolution of the larger, more bulky substrate rac-8 

indicates steric clashes with CALB, implying that the enzyme cannot be exploited for all 

secondary chiral alcohols. This method may be employed to other similar substrates, 

including analogues of GSK923295, which may prove to be more efficacious than the 

parent compound.  

 

4.72 Using GSK923295 as a mitotic tool 
 I have demonstrated the potential for GSK923295 as a cell biological tool due to 

penetrant inhibition within a number of hours, but also, its ability to be removed from 
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cells, enabling reactivation of Cenp-E function. Following exposure of cells to 

GSK293295, and subsequent washout, the previous mitotic block observed was 

reversed (Figure 4.6). Cells were seen to proceed through mitosis and underwent 

anaphase without any delays. However, whether these mitoses proceeded without 

missegregation errors (e.g. lagging chromosomes) is not known. Studying the effect 

using high-resolution microscopy would be beneficial, but also, the longer-term effects 

following washout may reveal if there are any detrimental consequences of short-term 

Cenp-E inhibition, for example with colony formation assays. Nevertheless, in the first 

case, the ability of GSK923295 to be washed from cells with no obvious effects on 

mitosis indicates its potential use as a tool in cell biological experiments. In contrast, 

Taxol accumulates within cells and is retained after loss from circulation (Mori et al., 

2006; Weaver, 2014), suggesting that perhaps this feature may be important for the 

anticancer properties of drugs.  

 It was interesting to note that when analysing GSK923295-treated cells by time-

lapse imaging, 26% of cells arrested in mitosis and then divided after 15.22 hours 

(Figure 4.5C). It is not known by this analysis whether cells eventually aligned their 

chromosomes and satisfied the SAC before undergoing anaphase or if they underwent 

anaphase with unaligned chromosomes, without satisfaction of the SAC. To 

understand this, high-resolution microscopy would be advantageous. It was apparent 

that the 32% cells that did eventually divide, arrested in the subsequent interphase for 

the remainder of filming. If anaphase had been triggered with unaligned chromosomes 

then perhaps the resulting G1 arrest would have been due to DNA damage pathway 

stimulation involving ATM, Chk2 and p53 (Janssen et al., 2011). Furthermore, if 

chromosome missegregation and aneuploidy had resulted, a p53-dependent cell cycle 

arrest may have been the cause of the anti-proliferative effect (Thompson and 

Compton, 2010). On the other hand, if chromosomes had fully aligned before 

anaphase onset, then the prolonged arrest may have directly resulted in the G1 arrest 

(Uetake and Sluder, 2010). One cell imaged entered interphase following a short arrest 

in mitosis. Rather than residing in G1 for the remainder of the experiment, it then 

underwent a second mitosis. This is consistent with the concept that remaining in 

prometaphase for a shorter period of time does not result in a G1 arrest following exit, 

yet remaining in prometaphase for an increased length of time stimulates a p38-

dependent G1 arrest, even with normal completion of mitosis (Uetake and Sluder, 

2010)s.  
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 Since elevated missegregation of chromosomes can result in death (Boveri 

1914), there is a need to establish the link between chromosome missegregation, 

aneuploidy and the consequences including death. This would allow us to understand 

how cancers can circumvent death in order to continue to survive and proliferate with 

abnormal karyotypes. Furthermore, this may aid in finding ways of accelerating death 

in response to aneuploidy, especially as low concentrations of antimitotics such as 

paclitaxel induce aneuploidy (Chen and Horwitz, 2002). Elevating the level of 

chromosome missegregaton has also been indicated as a potential therapeutic 

strategy (Janssen et al., 2009). This understanding may in fact facilitate in improving 

second-generation inhibitors. Therefore, the generation of the assay to induce 

aneuploidy can aid in these issues. Advantages over monastrol washout methods were 

seen, with increased frequency of missegregation events and without lagging 

chromosomes, decreasing the likelihood of DNA damage occurring.  Therefore, this 

approach may be used to study aneuploidy and its consequences. The use of the small 

molecule inhibitor combination will allow for this approach to be carried over to other 

cell lines and systems with ease and can be used in combination with genetic methods. 

Furthermore, this method may allow for RNAi screens based on the response of cells 

to aneuploidy.  

 

4.73 Targeting Cenp-E as a therapeutic approach 
 Cenp-E is overexpressed in a number of cancers (Agarwal et al., 2009), but is 

also downregulated in hepatocellular carcinoma (Liu et al., 2009). Targeting may be 

favourable, but clinical trials with GSK923295 have yet to show success, likely due to 

the lack of effective predictive biomarkers (Chung et al., 2012; Qian et al., 2010; Wood 

et al., 2010). More recently, new Cenp-E inhibitors have been developed, such as 

‘Compound A’ (Ohashi et al., 2015). Discovered by the biochemical screening of the 

ATPase activity of the Cenp-E motor domain, exposure resulted in chromosome 

missegregation and the generation of aneuploid daughter cells. Apoptosis then 

occurred in a p53-dependent manner. This prompted the authors to suggest that p53 

could be a potential biomarker for efficacy of Cenp-E inhibition. Furthermore, the Cenp-

E inhibitor PF-2771 has been indicated as having potent antitumour activity in animal 

models and has shown efficacy in basal-like breast cancer cell lines (Kung et al., 

2014). Consequently, it is possible that targeting Cenp-E in the clinic may prove to be 

beneficial, but further clarification of this approach needs to be undertaken.  
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 This chapter has described the synthesis, characterisation and use of 

GSK923295 in order to establish assays which can be used to follow the effects of 

abnormal mitosis. I did not follow up on the work carried out in the lab in the 

establishment of the aneuploidy assay due to the realisation that perhaps I could not be 

as competitive in this research area. As I wanted to study the effects of perturbing 

mitosis on cellular fate and in doing so, attempt to devise methods of improving existing 

anticancer strategies, I next turned to study the mechanisms of antimitotics used in 

cancer chemotherapy, with GSK923295 being among the agents analysed.  
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Chapter 5: Investigating the role of Bcl-xL in mitotic 

and post-mitotic survival  

 
5.1 Introduction  
 Upon exposure to antimitotics, cells exhibit heterogenetic cellular fates 

(Gascoigne and Taylor, 2008). Such fates include mitotic slippage and death in mitosis 

(DiM). Although slippage is relatively well studied, the mechanisms that lead to DiM 

remain less defined. Evidence has indicated the importance of the caspase-dependent 

intrinsic apoptotic pathway in the DiM fate when cells are exposed to antimitotics (Allan 

and Clarke, 2007; Andersen et al., 2009; Gascoigne and Taylor, 2008; Shi et al., 2008). 

A more in-depth analysis of the factors controlling DiM and cellular fate following 

antimitotic exposure will enable a greater understanding of how these agents elicit their 

action, but also, associated problems such as side effects, resistance and predictability 

can also be tackled with increased knowledge. 

 A recent genome-wide siRNA screen identified the transcription factor c-myc as 

a key regulator for DiM ((Topham et al., 2015) and see (Appendix 2)). The study 

illustrated that when c-myc was repressed, Taxol-induced death was replaced by 

slippage. Further analysis revealed transcriptional repression of c-myc regulates DiM 

by upregulation of the pro-apoptotic factors Bim, Bid and Noxa, and downregulation of 

the pro-survival Bcl-xL, at the mRNA level, signifying the importance of c-myc as a 

master regulator of the apoptotic network. Many of the BH3-proteins including Bim, 

Bad, Noxa and Bid, have been implicated in DiM (Díaz-Martínez et al., 2014; Haschka 

et al., 2015; Wan et al., 2014; Wang et al., 2014). Furthermore, the pro-survival 

proteins Mcl-1 and Bcl-xL are important for survival in mitosis (Bah et al., 2014; Chu et 

al., 2012; Kawabata et al., 2012; Minn et al., 1996; Shi et al., 2011; Upreti et al., 2008). 

Therefore, it is perhaps surprising that other members of the apoptotic network did not 

surface from the screen; a probable explanation may be due to the functional 

redundancy that exists between members (Eichhorn et al., 2014; Eno et al., 2012; 

Topham et al., 2015). The overlapping functions remains the pivotal reason as to why 

studying the individual contributions of the apoptotic proteins is difficult. Furthermore, 

the largely population-based approaches that have been used to study the role of 

proteins does not allow for the roles of each individual member to be distinguished.  

 Myc itself drives tumourigenesis and is an attractive cancer target (McKeown 

and Bradner, 2014; Sodir et al., 2011). Myc functions via protein-protein interactions, 
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with inhibition of such interactions difficult to target (Wells and McClendon, 2007). 

Typically, protein globular domains are exploited in drug discovery, but since Myc lacks 

these domains, this suggests that Myc itself is not a particularly good drug target. 

Nevertheless, one strategy to overcome this is to consider targeting Bcl-xL. Bcl-xL is a 

potent pro-survival factor in mitosis (Bah et al., 2014; Minn et al., 1996; Shi et al., 2011; 

Topham et al., 2015; Upreti et al., 2008) and therefore, studying the role of Bcl-xL in 

the context of a perturbed mitosis upon exposure to antimitotics may aid in 

understanding the death phenotype. Furthermore, as mentioned above, the intrinsic 

apoptotic pathway has been implicated in the DiM response to antimitotics and 

therefore this provides a good rationale for additionally targeting the apoptotic network 

in this context. Furthermore, the levels of c-myc positively correlate with breast cancer 

patient response to taxanes (Topham et al., 2015) and c-myc negatively correlates with 

Bcl-xL. Therefore, the hypothesis would be that patients with low levels of Bcl-xL would 

also respond better to antimitotics. In the first instance, to test this hypothesis a small 

molecule inhibitor of Bcl-xL WEHI-539 (Lessene et al., 2013), was fully characterised in 

the RKO cell line. This was followed by using the inhibitor in combination with a number 

of antimitotics to determine if there was a synergistic response, as anticipated. This 

may lead to the establishment of improved anti-cancer strategies. 

 Previous studies have also indicated the role of Bcl-xL for the maintenance of 

survival following exit from mitosis (Minn et al., 1996; Topham et al., 2015). 

Specifically, when cells were exposed to clinically relevant (low) doses of Taxol, the 

inhibition of Bcl-xL with WEHI-539 increased post-mitotic death (Topham et al., 2015). 

Therefore I studied the role of Bcl-xL following mitotic perturbations. To do this I 

analysed the contribution of Bcl-xL to survival when cells were exposed to antimitotics, 

including blockers and drivers (Keen and Taylor, 2009; Manchado et al., 2012). Using 

live single-cell analysis with the IncuCyte® Zoom, the function of Bcl-xL in survival 

during a mitotic arrest, following mitotic slippage and after abnormal division could be 

tracked, with the analysis of cell behaviour and eventual fate (Gascoigne and Taylor, 

2008). The availability of a small molecule inhibitor against Bcl-xL allowed for finer 

functional analysis, as the activity of Bcl-xL can be more finely tuned in comparison to 

using genetic approaches such as siRNA.  

 
5.2 Characterising a Bcl-xL inhibitor, WEHI-539 
 WEHI-539 was discovered in structure-based design studies using the crystal 

structure of Bcl-xL (Lessene et al., 2013). Although the associated study indicated its 
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specificity for Bcl-xL, I wanted to confirm selectivity in the particular system used here. 

To do this I made comparisons with siRNA against Bcl-xL and also tested the affect on 

the inhibitor on interactions between Bcl-xL and the BH3-only proteins. Exposure of 

cells to antimitotics can lead to apoptosis or slippage (Gascoigne and Taylor, 2008), 

however, since the DiM phenotype is less well studied, I focused on this aspect. For 

this reason, I chose the RKO colon cancer cell line because the dominant phenotype in 

the presence of saturating concentrations of antimitotics is DiM (Gascoigne and Taylor, 

2008; Topham et al., 2015). Therefore, alterations in this phenotype could be visualised 

with ease.  

 

5.21 Comparing siRNA and small molecule inhibition of Bcl-xL 
 As previously eluded to, Bcl-xL shows redundancy with another pro-survival 

factor, Mcl-1 (Eichhorn et al., 2014). It was shown that HeLa cells were resistant to 

ABT-263 due to dependency upon Mcl-1 for survival. Overexpressing Bcl-xL and Bcl-2 

in the presence of Mcl-1 suppression increased death in response to ABT-263, 

confirming that redundancy does exist between the pro-survival members. Previously, 

when both Mcl-1 and Bcl-xL were suppressed in the RKO cell line, potent apoptosis 

was induced (Sloss et al., 2016; Topham et al., 2015). 

 Therefore, in order to test the specificity of WEHI-539 in the RKO cell line, I 

exploited the overlapping functioning that exists with Mcl-1. Firstly, RKO cells were 

exposed to siRNA specific to both Mcl-1 and Bcl-xL, where immunoblotting confirmed 

reduced levels of both proteins (Figure 5.1B). Following transfection, cells were imaged 

on the IncuCyte® Zoom and the level of apoptosis measured (Figure 5.1A-C). Caspase 

3/7 activation was measured as an indicator of apoptosis and then values were 

converted to a % apoptosis (Gascoigne and Taylor, 2008; Topham et al., 2015). For 

this, caspase values were normalised to the maximum fluorescence reading obtained 

for each individual experiment and then expressed as a percentage. Consistent with 

previous studies (Topham et al., 2015), while either siRNA alone resulted in little/no 

apoptosis, when combined, near 100% apoptosis was apparent, thus confirming that 

Mcl-1 and Bcl-xL are redundant in the system (Figure 5.1A, C). I next used WEHI-539 

in place of siRNA against Bcl-xL, and repeated the same experiment. Results were as 

previous, where when WEHI-539 and Mcl-1 siRNA were combined near 100% 

apoptosis was observed (Figure 5.1A, D). These results with the WEHI-539 compound 

mirror that of the Bcl-xL siRNA, thereby suggesting that WEHI-539 specifically inhibits 

Bcl-xL.  
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Figure 5.1 Effect of the co-depletion of Mcl-1 and Bcl-xL.
(A) Dose matrix plot with non-targeting (NT), Mcl-1 and Bcl-xL RNAi, and various 
WEHI-539 concentrations, measuring caspase 3/7 (A/U) activation (or fluorescence)
as a function of time, +/- 100 nM Taxol, studied in RKO cells.
(B) Immunoblot showing the levels of Bcl-xL and Mcl-1 following transient transfection 
with RNAi for 48 hours in RKO cells.
(C) Line graph with the % apoptosis following Mcl-1 and Bcl-xL suppression with RNAi
for a 72 hour period in RKO cells.
(D) Line graph where % apoptosis was measured over 72 hours after RNAi
transfection for NT and Mcl-1 and 100 nM WEHI-539 treatment in RKO cells. 

A

B

D

C
kD

126



	

127 

5.22 The effect of WEHI-539 on Bim-induced apoptosis 

 Bcl-xL and Bim interact, where Bim binds in the BH3 domain of Bcl-xL and is 

sequestered. Inhibition of this interaction sensitises cells to taxanes such as Taxol 

(Kutuk and Letai, 2010; Li et al., 2005; Topham et al., 2015). Therefore, I asked 

whether WEHI-539 was able to intensify apoptosis induced by the overexpression of 

Bim. RKO cells expressing untagged Bim were exposed to increasing concentrations of 

tetracycline to express the transgene and both confluency and apoptosis were 

measured over 72 hours (Figure 5.2A, B, C). As expected, increasing Bim expression 

increased apoptosis and decreased confluency (Figure 5.2B, C). Cells expressing 

varying amounts of Bim were then exposed to titrating concentrations of WEHI-539. 

The lowest tetracycline concentration at which Bcl-xL inhibition enhanced death 

following transgene expression was then highlighted. These conditions were noted in 

order to analyse conditions where Bcl-xL inhibition was able to enhance Bim-induced 

apoptosis, but also to allow for single-cell tracking of behaviour. Observing the line 

graph in Figure 5.2D, it was apparent that a 30 ng/ml tetracycline concentration gave a 

moderate level of apoptosis at 72 hours, whilst with the addition of WEHI-539, this was 

drastically increased. Single cell behaviour analysis revealed even without any other 

cytotoxic insult, the overexpression of Bim induced apoptosis (Figure 5.2E). It was 

evident that 26% of cells died in interphase following a mitosis within 9.3 hours, where 

85% of these died following the first mitosis, and 15% following the second mitosis. 

When WEHI-539 was added, 78% of cells underwent apoptosis, where 82% of the total 

died in interphase following the first mitosis within 2.2 hours. Therefore, WEHI-539 is 

able to ‘mimic’ the action of a BH3-only protein. 

 

5.23 Examining the effect of WEHI-539 on apoptosis resistance induced 
by Bcl-xL overexpression 
 In addition, another approach to test the specificity of WEHI-539 is to determine 

if the inhibitor reverses a cell fate phenotype induced by Bcl-xL overexpression. Bcl-xL 

overexpression opposes Taxol-induced apoptosis (Topham et al., 2015). Thus in order 

to confirm WEHI-539 specifically inhibits Bcl-xL, I reasoned that this resistance to 

apoptosis should be reversed upon addition of the Bcl-xL inhibitor. RKO myc-Bcl-xL 

cells were exposed to increasing concentrations of tetracycline and WEHI-539 (Figure 

5.3A, B) and apoptosis was measured, with data expressed as a concentration matrix. 

Following transgene expression (with 100 ng/ml tetracycline) in the presence of 100 nM 

Taxol, apoptosis was greatly suppressed, confirming previous observations ((Topham  
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imaging started.
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et al., 2015) and see (Figure 5.3C)). When 100 nM WEHI-539 was added to this 

system, apoptosis was restored and levels were similar to Taxol-only treated cells 

(Figure 5.3D). This suggests that WEHI-539 inhibits Bcl-xL.  

 In previous studies, the overexpression of Bcl-xL resisted both mitotic and post-

mitotic apoptosis in Taxol (Topham et al., 2015). Since the addition of WEHI-539 

restores apoptosis, I asked whether the death was in mitosis or post-mitosis. To do this 

I analysed single cell behaviour over a 72 hour time period (Figure 5.3E). Consistent 

with Topham et al., RKO cells treated with Taxol alone gave 100% death, where 86% 

died in mitosis (Topham et al., 2015). Although the addition of WEHI-539 did not 

significantly alter the number of cells dying in mitosis or post-mitosis, DiM was 

accelerated from 12.7 to 7.7 hours. When Bcl-xL was overexpressed, a potent pro-

survival effect was observed, where death was reduced to 12% and 88% of the cells 

analysed underwent slippage after an average mitotic arrest of 18.8 hrs. It was 

interesting to note that analysing cells at 50 nM, 100 nM and 500 nM of WEHI-539 

showed a dose-dependent effect. At 50 nM, 88% did die, but of these, 84% died 

following exit from mitosis. When WEHI-539 was increased to 100 nM, although the 

total number of cells undergoing death was maximum at 100%, the number of cells 

dying following exit reduced to 68%, with the rest dying in mitosis. At both of these 

concentrations the time to PmD was accelerated. At 500 nM of WEHI-539, 94% died in 

mitosis after an average 9.5 hours, similar to control cells. This indicates that Bcl-xL is 

a potent pro-survival factor, exhibiting its effect in both mitosis and following exit.  

 

5.24 Examining the effect of WEHI-539 on the interactions between Bcl-xL 
and its binding partner proteins 
 To further validate WEHI-539 as a Bcl-xL inhibitor, I looked at the interactions 

between Bcl-xL and its binding partners, where Bcl-xL interacts with Bim, Bid, Bad, Bax 

and Bak (Chen et al., 2005; Sattler et al., 1997). As WEHI-539 is a BH3 mimetic, it 

should compete with the proteins to bind in the BH3 domain, reducing the protein-

protein interactions. To test this I expressed GFP- Bcl-xL in RKO cell lines using 

tetracycline and harvested cells for immunoprecipitation (Figure 5.4A). To detect 

interacting partners of the exogenous protein, a GFP-binder protein was used to pull 

down GFP-Bcl-xL (Rothbauer et al., 2007; Sloss et al., 2016). An immunoblot of the 

input samples for each condition confirmed the addition of protein sample prior to 

affinity purification (Figure 5.4B). Immunoblots of the immunoprecipitated proteins 

indicated that when exogenous GFP-Bcl-xL was expressed, Bim, Bad, Bak and Bax  
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were affinity purified, thus confirming Bcl-xL interaction with these proteins (Figure 

5.4C). In contrast, addition of 100 nM WEHI-539 inhibited immunoprecipitation of these 

proteins, suggesting that the agent interferes specifically with these interactions. This 

confirms that WEHI-539 is most likely docking in the BH3 domain of Bcl-xL, preventing 

the sequestration of the pro-apoptotic proteins. 

 

5.3 Investigating the combination of WEHI-539 and antimitotics 

 Following confirmation of WEHI-539’s specificity for Bcl-xL, I then used the 

inhibitor to study cellular fate following mitotic perturbation. The combination of 

antimitotics with inhibitors against the pro-survival proteins is not a new concept. 

Previous analyses have shown that the combination of ABT-737 and paclitaxel or an 

Eg5 inhibitor results in synergistic death (Bah et al., 2014; Chen et al., 2011; Kutuk and 

Letai, 2008; Oltersdorf et al., 2005; Shi et al., 2011). Studies focused on whole 

population apoptosis, with only some single cell analysis (Bah et al., 2014). Using 

single-cell tracking allows the careful observation of cellular behaviour over time, where 

these behaviours would not be observed if using techniques such as whole population 

apoptosis analysis (e.g. FACS, or annexin V assays). Furthermore, only Taxol and an 

Eg5 inhibitor have been previously analysed. Reports have also used ABT-737, which 

hits a number of pro-survival proteins and therefore, teasing apart the contribution of 

the individual apoptotic members to death is difficult. Together with previous evidences 

of synergy, and the fact that c-myc was shown to downregulate Bcl-xL in order to 

regulate DiM, this gives a sound rationale to study the combinatorial effect of Bcl-xL 

inhibition using WEHI-539 and antimitotics (including mitotic blockers and drivers) 

further.  

 

5.31 The effect of Bcl-xL inhibition and mitotic blockers  
 Firstly, I gave focus to mitotic blockers which induce a mitotic arrest, preventing 

mitotic progression. I gave initial attention to the microtubule-targeting agents (MTA’s) 

Taxol and nocodazole. These are part of the original class of antimitotics, where Taxol 

is used commonly in the clinic for treatment of breast and ovarian cancers, whilst 

nocodazole is used in cell biological contexts.  

 In the first instance, I concentrated on the microtubule-stabilising agent 

paclitaxel. I titrated various concentrations of paclitaxel along one axis, followed by 

WEHI-539 along the other, giving a total of 35 wells imaged (Figure 5.5A, left matrix). 

Again, to analyse the cell death quantitatively, the caspase 3/7 marker was used. From  
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the concentration matrix, this allowed me to highlight the lowest concentration of Taxol 

for which the addition of WEHI-539 increased death, enabling me to carefully evaluate 

the contribution of Bcl-xL to the observed death. As highlighted, addition of separate 

treatments of 10 nM Taxol and 100 nM WEHI-539 resulted in 46% and 11% apoptosis 

respectively, but combining the drugs caused a potent induction of apoptosis (100%)  

(Figure 5.6A, left).  

 Next, I turned my attention to the microtubule-depolymerising mitotic blocker 

nocodazole. Under similar conditions, increasing the concentration of nocodazole gave 

rise to increasing apoptosis, evident after 15 ng/ml (Figure 5.5A, right matrix). From the 

matrix, the lowest concentration of nocodazole where the addition of WEHI-539 gave 

an increase in apoptosis was highlighted, here being 20 ng/ml and 100 nM WEHI-539, 

where 23% and 11% apoptosis was observed (Figure 5.6A, right). When the agents 

were combined 99% apoptosis was induced.   

 Following on from the microtubule-targeting agents, I next moved onto second-

generation antimitotics, whose mechanism of action is similar to MTA’s, with the 

induction of a mitotic arrest due to the perturbation of spindle assembly (Jackson et al., 

2007; Keen and Taylor, 2009). This class of agents includes inhibitors targeting Eg5, 

Plk-1 and Cenp-E. Due to the similar effect on mitotic progression, I then asked 

whether combining these agents with Bcl-xL inhibition would result in an increased 

sensitisation to apoptosis.  

 Considering the motor protein Eg5, AZ138 exposure results in a monopolar 

spindle phenotype, activating the SAC and preventing mitotic progression (Gascoigne 

and Taylor, 2008). RKO cells were treated with increasing concentrations of AZ138, 

titrated against WEHI-539 (Figure 5.5B, top left). AZ138 resulted in little apoptosis until 

200 nM, where 51% apoptosis was observed. This was further increased to 85% 

apoptosis with the addition of 100 nM WEHI-539 (Figure 5.7A, top). Furthermore, Plk-1 

is a mitotic kinase, with functions implicated in mitotic entry (Zitouni et al., 2014). Upon 

targeting by genetic perturbation or small molecule inhibitors, cells arrest in mitosis due 

to the generation of a monopolar spindle, with failure to satisfy the SAC (Aspinall et al., 

2015; Hanisch et al., 2006; Steegmaier et al., 2007; Sumara et al., 2004; Van Vugt et 

al., 2004). To inhibit Plk-1 I used BI2536 (Steegmaier et al., 2007). In a similar fashion 

to previous experiments, BI2536 was titrated against WEHI-539 (Figure 5.5B, right). At 

50 nM BI2536, 100 nM of WEHI-539 enhanced apoptosis from 21% to 71%. (Figure 

5.7A, middle). Interestingly at higher concentrations of BI2536, apoptosis was reduced, 

which has been indicated previously (Aspinall et al., 2015; Raab et al., 2015, 2014).  



0 24 48 72
Time (hrs)

Ta
xo

l
N

oc
od

az
ol

e

WEHI-539

0 24 48 72
0

25

50

75

100

Time (hrs)

Ap
op

to
si

s 
(%

)
Control
Taxol
WEHI
Taxol + 
WEHI

0 24 48 72
0

25

50

75

100

Time (hrs)

Control
Nocodazole
WEHI
Noc + 
WEHI

Taxol Taxol + WEHI
0

10

20

30

Ti
m

e 
to

 D
iM

 (h
rs

)

Nocodazole Noc + WEHI
0

5

10

15

20

Ti
m

e 
to

 D
iM

 (h
rs

)
Control

****

ns

DiM
PmD

Slippage
Division

A

B
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The addition of WEHI-539 did not increase this further. Lastly, using the Cenp-E 

inhibitor GSK923295 (Wood et al., 2010), that was synthesised and characterised in 

Chapter 4, I titrated the two drugs against one another, with apoptosis evident with 

GSK923295 from 100 nM (Figure 5.5A, bottom left). At 100 nM of GSK923295, 32% of 

cells died, increasing to 75% with the addition of 100 nM WEHI-539 (Figure 5.7A, 

bottom).  

 Therefore, when considering the second-generation inhibitors against Eg5, Plk-

1 and Cenp-E, each agent alone induced enhanced apoptosis with increasing 

concentrations. Importantly, the concentration matrix approach allowed the 

identification of cases where WEHI-539 was able to enhance cell death. In all cases, 

the combination of antimitotic and Bcl-xL inhibitor significantly enhanced the level of 

apoptosis. 

 

5.32 Determining when cells are dying: in mitosis or post-mitosis 
 I have previously shown that in the Bcl-xL overexpressing cells, the addition of 

WEHI-539 accelerates PmD (Figure 5.3E) and also, when added to Taxol-treated cells, 

WEHI-539 increases the level of and reduces time to DiM ((Bah et al., 2014) and see 

(Figure 5.3E, 5.6B)). To see if WEHI-539 had an effect on both PmD and DiM with the 

mitotic blockers, I chose the lowest concentration of each blocker and together with the 

Bcl-xL inhibitor, plotted cell fate profiles. These were generated by analysing phase-

contrast movies and following single cells over time. At the concentrations highlighted, 

a mixture of fates were obtained, including DiM, PmD, division and mitotic exit. This 

heterogeneity allowed me to analyse both DiM and PmD at the same time.    

 Firstly, considering Taxol, when RKO cells were exposed to 10 nM, 76% 

underwent DiM after a period of 10.3 hours. Furthermore, 12% underwent division after 

a prolonged arrest, and then arrested in the following interphase for the remainder of 

filming (Figure 5.6B, top). When 100 nM WEHI-539 was added, the cells that divided 

then underwent PmD after 10.6 hours. Of particular note, time to DiM was also 

accelerated from 10.3 to 6.8 hours. This infers again that Bcl-xL Is important for 

survival both during mitosis and following a perturbed mitosis. To confirm this 

observation, other combinations were analysed similarly. In nocodazole-treated cells, 

44% died in mitosis, and 56% divided then arrested in interphase (Figure 5.6B, 

bottom). Upon addition of WEHI-539 the cells that divided then underwent death post-

mitosis. There was no acceleration of timings to DiM here, indicating that Bcl-xL plays a 

role for survival following mitosis in this particular case. Although the mechanism of 
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WEHI-539 action with the two drugs may be different, these observations enhance 

those described previously (Leverson et al., 2015a). 

  I next analysed the second-generation inhibitors to determine where WEHI-539 

was eliciting its effect. Treatment of cells with 200 nM AZ138 gave 54% DiM and 40% 

division (Figure 5.7B,C). After WEHI-539 was added although the number dying in 

mitosis was relatively unchanged, 58% died following division or exit with an average 

time of 6.9 hours. Furthermore, RKO cells treated with 50 nM BI2536 mostly showed a 

survival phenotype, where only 24% died in mitosis and 52% divided, with no resulting 

PmD. After exposure to WEHI-539, 42% died in interphase after exit or division. At 

higher concentrations of BI2536, for example 100 nM and 500nM, most of the cells 

underwent DiM or PmD following mitotic exit (Figure 5.8A, B). When cells were 

exposed to WEHI-539, PmD was accelerated. With 500 nM BI2536, time to PmD was 

reduced from 9.1 to 2.4 hours (Figure 5.8C). Lastly, at 100 nM GSK923295, 66% of 

cells divided, with 21% of these dying in the following interphase after 12.6 hours 

(Figure 5.7B,C). After WEHI-539 addition, 97% of those that divided underwent PmD 

after 3.6 hours. The striking acceleration to PmD with the GSK923295 and WEHI-539 

combination (Figure 5.7D), indicates the importance of Bcl-xL for survival post-mitosis.  

 From the analysis, the prominent effect WEHI-539 has on PmD suggests the 

importance of Bcl-xL for survival following a mitotic arrest induced by MTA’s or second-

generation inhibitors. In general, there is little effect on timings or the level of DiM. 

 

5.33 The effect of a WEHI-539 and mitotic driver combination 
 As with the second-generation inhibitors, which affect spindle assembly but 

have little effect on microtubule dynamics, a class of mitotic drivers have also been of 

interest. These include inhibitors of the kinases Aurora A, Aurora B and Mps1. It would 

be expected that targeting these kinases would activate the SAC, however, their role in 

spindle checkpoint function causes deficient cells to enter anaphase and exit an 

aberrant mitosis, in the presence of unaligned or non-segregated chromosomes (Keen 

and Taylor, 2009). 

 Inhibition of Aurora A induces a monopolar spindle (Glover et al., 1995; 

Manfredi et al., 2007) and targeting is of interest in a clinical setting (Nigg, 2001; Taylor 

and Peters, 2008), including with the inhibitor MLN8054 (Manfredi et al., 2007). 

Furthermore, studies on Aurora A inhibitors indicated for example, that ZM447439 had 

an increased preference for Aurora B, where cells were driven through an aberrant 

mitosis, overriding the SAC (Ditchfield et al., 2003; Keen and Taylor, 2009). This  
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marked the first use of the term ‘mitotic driver’. Targeting other SAC components in a 

similar fashion led to the Mps1 inhibitor AZ3146 (Hewitt et al., 2010), where similarly 

cells override the checkpoint. Consequently, I chose to turn my attention to this class of 

inhibitors, driven by the lack of studies involving the combination of drivers and pro-

survival inhibition. Thus, I next aimed to determine if the use of drivers and WEHI-539 

together resulted in a synergistic effect in a similar way to that of the mitotic blockers. 

 Initially, I titrated various concentrations of the mitotic drivers MLN8054 (Aurora 

A), ZM447439 (Aurora B) and AZ3146 (Mps1) against WEHI-539 (Figure 5.9). At 

increasing concentrations of MLN8054 and ZM447439 the inhibitors induced little 

apoptosis alone. This is in contrast to the Mps1 inhibitor AZ3146, where at 

concentrations of 1 μM and above, late apoptosis was initiated (Figure 5.9, bottom). In 

contrast to the mitotic blockers, when WEHI-539 was combined with the mitotic drivers, 

little effect or enhancement of cell death was observed. However, when highlighting 

particular concentrations of the drivers and WEHI-539 concentrations, the AZ3146 and 

WEHI-539 combination did show a small increase in apoptosis (Figure 5.10A, bottom). 

Analysing this effect with single cell tacking confirmed that apoptosis was enhanced in 

this setting, where PmD increased from 38% to 62%, with an acceleration to death of 4 

hours (Figure 5.10B). In contrast, for cells exposed to the Aurora A inhibitor, WEHI-539 

had no observable impact on fate, with 100% dividing and surviving. With ZM447439, 

cells exited mitosis without dividing, with 72% of cells undergoing a second or third 

cytokinesis failure following interphase. When WEHI-539 was added to these cells, 6% 

underwent PmD but the majority were unaffected.    

 One possible explanation for the lack of WEHI-539-induced sensitivity to death 

is that the mitotic drivers were not added at sufficient concentration to inhibit the 

relevant kinase. One way this can be validated is to check the drug phenotype using 

cell fate profiling, with analysis of the cell behaviour at the concentrations in Figure 

5.10A. I followed single cells for all conditions and compared the time in the first mitosis 

with untreated control cells (Figure 5.10B, 5.11A). Inhibiting Aurora A caused a slight 

delay in mitosis followed by division, with an increase from 0.3 hours to 0.9 hours. 

Aurora B inhibition also increased the time in the first mitosis to 0.9 hours, with a 

resulting cytokinesis failure. On the other hand, targeting Mps1 accelerated the time in 

the first mitosis to 0.26 hours. These deviations from normal mitotic timings suggest 

that the concentrations used do inhibit the kinases under analysis. Of particular note is 

the concentration of MLN8054 used. Previous studies have shown 1 μM inhibits Aurora  
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A kinase activity (Manfredi et al., 2007), but here I indicated that 250 nM is sufficient to 

block its activity, as higher concentrations may also hit Aurora B and C (Figure 5.11B). 

 Therefore, although WEHI-539 is able to sensitise cells to mitotic blockers, 

there is little effect when combined with mitotic drivers. This indicates the importance of 

Bcl-xL for survival following a protracted mitosis, but when cells do not arrest and are 

driven through an abnormal mitosis, cells are less dependent upon Bcl-xL for survival.  

 

5.34 Determining synergistic combinations 
 Based on the combinatorial studies, it is likely that there are synergistic 

combinations between the antimitotic blockers and WEHI-539. In order to define ‘how 

synergistic’ the combinations are, there are a number of models that can be used. 

These include: (i) Highest Single Agent (HSA) model; (ii) Bliss additivism model; (iii) 

Lowe model (Borisy et al., 2003). For purposes here, the Bliss model (Lehár et al., 

2009; Wong et al., 2012) was chosen, where this assumes that the drugs inhibit 

independent sites, with mutually non-exclusive binding. Figure 5.12 gives an overview 

of how to calculate the synergy scores. For each individual matrix in Figures 5.5 and 

5.9, the maximum fluorescence observed was noted (as caspase 3/7). Then, for each 

distinct well, the fluorescence for the 72 hour time point was expressed as a 

percentage of the maximum. From this, an expected synergy score for the combination 

of the two drugs was defined e.g. if drug A inhibition = 0.8 (i.e. 80% of the maximum for 

the experiment) and drug B = 0.2, then the expected score (C) = (0.8 + 0.2) – (0.8 x 

0.2) = 0.84. If the actual response (D) was 0.9, then the Bliss score will be E = 0.9 – 

0.84 x 100 = 6. This is a small positive value, but indicates a slight synergistic 

interaction for the combination. All scores for the individual wells were calculated 

similarly and then summated to give the Bliss Sum. Here, a positive value indicates 

synergy, a negative value antagonism and a score of zero indicates an additive 

interaction or zero interaction.  

 Initially, following this method, I then calculated Bliss Scores and Sums for the 

mitotic blockers and WEHI-539 combinations. Using Excel, I converted the Bliss 

Scores into heat maps, where green indicated synergy (positive value), red antagonism 

(negative value) and white no effect (zero number). Observing the heat maps in Figure 

5.13 it is evident that for Taxol, most combinations are synergistic, indicated by the 

large number of green boxes. When the Bliss Score system was also applied to cells 

treated with nocodazole, AZ138, BI2536 and GSK923295, synergistic combinations 

were apparent in all matrices. If the heat maps are compared alongside the dose  
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Figure 5.12 Calculating Bliss Scores and Sums.
(A) The formulae used for the determination of the Bliss Scores and Sums.
(B) The process by which the Bliss Sums were calculated. From the caspase 3/7 (A/U) 
profiles obtained from the IncuCyte® Zoom, the percentage of the maximum inhibition was 
calculated by identifying the maximum caspase value for the experiment. From this the 
expected and actual values were compared for each well, and then the Bliss Scores were 
summated to give the Bliss Sums. 
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matrices in Figure 5.5, they correlate well. For comparison, I calculated scores for the 

mitotic drivers similarly (Figure 5.14), and it became apparent that most interactions 

were antagonistic, indicated by the red boxes; an observation that also coincides with 

the dose matrices in Figure 5.9. 

 Bliss Scores were summated across the concentration matrix to give a Bliss 

Sum for each individual antimitotic and WEHI-539 combination (Figure 5.15). This 

enabled for comparison between all blockers and drivers. Overall, all mitotic blockers 

gave positive synergistic Bliss Sums, and the drivers negative antagonistic values. One 

exception was the Mps1 inhibitor, where a small positive value was seen. Thus, the 

Bliss Sums obtained were consistent with the observations made previously.        

 

5.4 Investigating the role of Mcl-1 in survival 
 In order to understand why Bcl-xL inhibition only sensitises cells to mitotic 

blockers, but no significant effect is seen with the mitotic drivers, I turned my attention 

to another pro-survival factor Mcl-1. A likely explanation for the differential sensitivity 

stems from the redundancy that exists between Mcl-1 and Bcl-xL ((Eichhorn et al., 

2014) and also see (Figure 5.1)). In contrast to other pro-survival proteins, Mcl-1 is 

degraded throughout a mitotic arrest (Harley et al., 2010; Millman and Pagano, 2011; 

Sloss et al., 2016; Wertz et al., 2011). Thus, in cases where cells undergo a mitotic 

arrest, Mcl-1 will be degraded, and cells will become increasingly dependent upon Bcl-

xL for survival. Therefore, inhibition of Bcl-xL in these cases will largely tilt the balance 

towards death due to a reduced pro-survival/pro-apoptotic ratio. Conversely, in 

situations where Mcl-1 is not degraded (e.g. with the addition of mitotic drivers), the un-

degraded pool of Mcl-1 would compensate for Bcl-xL inhibition to maintain pro-survival 

signalling. 

 

5.41 Studying Mcl-1 levels in the presence of a mitotic blocker and driver 
 To confirm that Mcl-1 is compensating for the loss of Bcl-xL when cells are 

exposed to drivers, I compared the Mcl-1 protein levels following treatment with a 

mitotic blocker and a mitotic driver (Figure 5.16). RKO cells were treated with thymidine 

to synchronise in S phase for 16 hours. Following this, thymidine was washed out, and 

the antimitotic (either 20 ng/ml nocodazole or 2 μM ZM447439) was added. After a 10 

hour incubation, when cells should be entering mitosis, samples were taken every 2 

hours for both drug treatments and compared with the interphase population. For 

nocodazole-treated cells, which induce a mitotic arrest, Mcl-1 levels slowly declined in  
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comparison to the interphase population, which is consistent with previous 

observations ((Harley et al., 2010; Millman and Pagano, 2011; Sloss et al., 2016; Wertz 

et al., 2011) and see (Figure 5.16B)). However upon addition of ZM447439, Mcl-1 

levels remained relatively stable over the time course. Cells exposed to the Aurora B 

inhibitor undergo slippage after a short period in mitosis and so it is likely that the 

majority of cells in this population analysed have exited and may be in an interphase 

state at the time of sampling.  

 Altogether this suggests that unlike the mitotic blockers, addition of mitotic 

drivers do not induce a decline of Mcl-1 levels. This implies that the sensitivity with 

WEHI-539 seen with the blockers is due to reduced Mcl-1 dependency and increased 

Bcl-xL dependency.  

 
5.42 The effect of increasing or decreasing Mcl-1 expression on survival 
 To test the hypothesis that cells require Bcl-xL protection as Mcl-1 levels 

decline, two methods were used to functionally assess the effect of Mcl-1 level 

modulation. The first method involved overexpressing Mcl-1, where I rationalised that 

increasing Mcl-1 expression, thereby delaying Mcl-1 decline, may protect cells from 

death when exposed to WEHI-539 plus a mitotic blocker. The second method involved 

the suppression of Mcl-1, where cells should be more sensitive to death with WEHI-539 

plus a mitotic driver.  

 Firstly, to examine the impact of increased Mcl-1 expression, I used an RKO 

cell line previously generated, expressing exogenous tetracycline-inducible GFP-

tagged Mcl-1 ((Sloss et al., 2016) and see (Figure 5.17A)). Consistent with Figure 5.6B, 

cells exposed to 20 ng/ml nococdazole gave 17% PmD after 32 hours, with the majority 

undergoing division following a 4 hour arrest (Figure 5.17B). When Mcl-1 was 

overexpressed, little change on cell fate was observed. When nocodazole and WEHI-

539 were combined, near maximal death was observed, where cells that divided 

ultimately underwent rapid PmD (68%) in 2.8 hrs. When Mcl-1 was overexpressed in 

this system, although no effect on the number of cells dying was apparent, the time to 

PmD was greatly increased to 17.5 hrs. This indicates the protective effect of Mcl-1 

when expression is increased, with cells less sensitive to pharmacological inhibition of 

Bcl-xL.  

 Secondly, I tested whether suppression of Mcl-1 sensitised cells to death in the 

presence of a mitotic driver and WEHI-539. In Figure 5.10, WEHI-539 was unable to 

enhance apoptosis when cells were exposed to ZM447439.  Therefore, I reasoned that  
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if this insensitivity was due to the abundance of Mcl-1 in the system, then suppressing 

Mcl-1 in this context should sensitise Bcl-xL inhibited cells to ZM447439. As noted the 

co-suppression of Mcl-1 and Bcl-xL gives rise to high levels of apoptosis in untreated 

cells ((Topham et al., 2015) and see (Figure 5.1C,D)) and therefore, there is little room 

for comparison of cell fates. Due to this, I reduced the Mcl-1 siRNA concentration to 25 

nM (rather than 66 nM normally used). Immunoblotting for Mcl-1 showed reduced 

levels of Mcl-1 upon siRNA transfection (Figure 5.18A). However, potent apoptosis was 

still observed with this reduced siRNA concentration and 100 nM WEHI-539, where 

54% of these died very rapidly in mitosis within 0.7 hrs (Figure 5.18B). Upon addition of 

ZM447439 (2 μM), there was in fact, a slight protective effect on the cells, with fewer 

dying in mitosis (28%). Furthermore, under these conditions, 54% of cells died in 

interphase following cytokinesis failure, with an average time to death of 7.6 hrs, 

compared to 0.7 hours for the double suppression alone. The protection inferred by 

Aurora B inhibition may be as a result of telomere deprotection (Hayashi et al., 2012; 

Topham et al., 2015). 

  Since using RNAi-mediated suppression of Mcl-1 gave potent apoptosis, I 

turned to a recently described Mcl-1 inhibitor A-1210477 (Leverson et al., 2015b). The 

use of a small molecule inhibitor over the siRNA approach allows for rapid onset of 

inhibition, compared to 24-48 hours required for genetic perturbation. Also, this 

approach allows for titrated suppression of activity, which is very difficult to achieve 

with siRNA (Weiss et al., 2012). Due to these advantages I envisaged that I would be 

able to pick an Mcl-1/Bcl-xL inhibitor combination where there was a low level of 

apoptosis.  Thus, I varied the concentration of A-1210477 against WEHI-539, 

measuring confluency and apoptosis induction (Figure 5.19A). From the dose matrix, I 

selected a combination of 2 μM A-1210477 and 100 nM WEHI-539 where minimal 

apoptosis was induced. The use of the inhibitors at these concentrations gave little or 

no effect when used on their own and only a small level of cell death was observed 

when added together. This allowed for the effect of a mitotic driver on apoptosis to be 

observed with facile comparison of cell fates. With the combined treatment of WEHI-

539 and A-1210477, cell fate profiling revealed 38% of cells died post-mitosis with an 

average time to death of 35 hours, and 56% of cells divided 1-2 times during filming 

(Figure 5.19B, C). Consistent with previous results (Figure 5.10B), ZM447439 and 100 

nM WEHI-539 together gave little apoptosis (Figure 5.19B). When A-1210477 was also 

added to this combination, apoptosis was enhanced and 86% died in interphase within 

10 hours following mitotic exit. Therefore, when Bcl-xL and Aurora B are dually  
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inhibited, Mcl-1 is able to maintain post-mitotic survival following cytokinesis failure. 

Thus, when cells exhibit a mitotic arrest, dependency upon Bcl-xL for survival is due to 

the reduced levels of Mcl-1. 

 
5.43 Using Mcl-1 deficient DLD-1 cells to analyse the effect of ZM447439 
and WEHI-539 
 My previous experiments have shown redundancy between Mcl-1 and Bcl-xL 

and have suggested that Mcl-1 compensation is a possible reason for the lack of 

synergy between WEHI-539 and mitotic drivers. I therefore questioned whether WEHI-

539 could further increase death in combination with a mitotic driver in cells with 

diminished levels of Mcl-1 and that are largely dependent on Bcl-xL. The colon cancer 

cell line DLD-1 is a prime candidate for this (Sloss et al., 2016). To test this, I exposed 

DLD-1 cells to 2 μM of ZM447439, which resulted in 34% of cells undergoing death. Of 

these, 18% died in mitosis, 76% post-mitosis and 6% died in interphase as filming 

commenced (Figure 5.20). As anticipated, 62% of the total population underwent 

multiple cytokinesis failures (slippage), showing that ZM447439 was functioning as 

expected in these cells. In comparison to the RKO cells where WEHI-539 was benign, 

DLD-1 cells exposed to 100 nM WEHI-539 exhibited some death, with 26% dying post-

mitosis. However, when ZM447439 and WEHI-539 were combined, 76% apoptosis 

was seen, with 93% of these dying following exit in the subsequent interphase. This 

infers that in the absence of Mcl-1 function and with a mitotic driver, post-mitotic 

survival is dependent upon Bcl-xL functioning.  

 Taken together, modulating Mcl-1 levels has revealed that Bcl-xL and Mcl-1 

have overlapping functions. The lack of synergy seen for the combination of mitotic 

drivers and WEHI-539 can be explained by the presence of the pro-survival Mcl-1 

exhibiting a protective function in these cells. The differences between the RKO and 

DLD-1 cell lines are highlighted due to contrasting dependencies upon pro-survival 

proteins, confirming the inter- and intra-line heterogenetic response to antimitotics 

(Gascoigne and Taylor, 2008).  

 

5.5 Summary 
 In this chapter I found that Bcl-xL inhibition using WEHI-539 was able to 

sensitise cells to antimitotics dependent on the context. When studying both mitotic 

blockers and mitotic drivers, I discovered that Bcl-xL repression was only able to 

enhance apoptosis in response to mitotic blockers, reasoning that this was due to the  
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decreased dependency of cells on Mcl-1 throughout the mitotic arrest. This was further 

confirmed when Bcl-xL inhibition was seen to be ineffective with mitotic drivers, 

indicated by Mcl-1 levels remaining prominent. Through methods including 

overexpression of Mcl-1, suppression of Mcl-1 and utilising a cell line with diminished 

dependency upon Mcl-1, I established that the Mcl-1/Bcl-xL ratio is important in 

determining sensitivity to the antimitotic plus WEHI-539 combination. Through the use 

of a specific Bcl-xL inhibitor WEHI-539 I was able to see the subtle effects of Bcl-xL on 

post-mitotic survival following a protracted mitosis. Titration of protein levels is not as 

facile with siRNA, and therefore the effects I uncovered here were not seen previously 

when genetic perturbation was used (Bah et al., 2014). See Appendix 2 and 3 for the 

corresponding published papers (Bennett et al., 2016; Topham et al., 2015). 

 

5.6 Discussion 
5.61 The concept of synergy and the overlapping functioning between 

Mcl-1 and Bcl-xL 
 Throughout mitosis, proteins are prone to post-translational modifications such 

as phosphorylation and proteolysis, as transcription and translation are largely 

suppressed (Barr et al., 2011; Nigg, 2001; Pines, 2006). These modifications can 

influence activity and progression through mitosis. In the case of the apoptotic 

machinery, several proteins of this family undergo post-translational modifications, 

such as phosphorylation, including Bcl-xL (Bah et al., 2014). Mcl-1 is also 

phosphorylated, but unlike other apoptotic members it has been suggested that this 

may stimulate its proteasome-mediated degradation during a mitotic arrest (Harley et 

al., 2010; Sloss et al., 2016; Wertz et al., 2011). However, the exact mechanism of 

degradation is not fully known, with many E3 ubiquitin ligases being implicated (Sloss 

et al., 2016; Stewart et al., 2010). This degradation pushes the balance towards 

apoptosis, with an increase in DiM in many cases (Shi et al., 2011; Topham et al., 

2015; Tunquist et al., 2010). 

 The general rationale behind combining antimitotics and BH3 mimetics stems 

from studies eluding to the role of the intrinsic apoptotic pathway in the mechanism of 

antimitotics (Allan and Clarke, 2007; Andersen et al., 2009; Gascoigne and Taylor, 

2008; Shi et al., 2008). The combination tips the balance towards the pro-apoptotic 

proteins and increases the potential for apoptosis. Previously, it had been shown that 

combining ABT-737 with Taxol or an Eg5 inhibitor gives a synergistic response in 

cancer cell lines, patient derived tumour cells, and animal models (Bah et al., 2014; 
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Chen et al., 2011; Kutuk and Letai, 2008; Oltersdorf et al., 2005; Shi et al., 2011; Tan 

et al., 2011). Studying a wide range of mitotic blockers in cell culture, I was able to 

confirm this observation with a specific Bcl-xL inhibitor WEHI-539, where in most cases 

Bcl-xL was important for post-mitotic survival. However, no synergy was apparent with 

mitotic drivers plus WEHI-539 in this thesis. It should be noted that although a negative 

score is given for some combinations of mitotic drivers/blockers and WEHI-539 

(indicated by red in the heat maps, Figures 5.13, 5.14), the interaction is not 

antagonistic. The caspase 3/7 reading detected by the IncuCyte® is dependent upon 

the number of cells within a well and therefore, two wells may give different readings 

yet have the same level of death (Figure 5.14B). For example, if cells are treated with 

15 ng/ml nocodazole, some death will occur, and with 100 nM WEHI-539 little death 

will occur. However, even though the combination gives a similar level of death to 

nocodazole alone, the well with combined treatments may initially have fewer cells, 

giving a lower caspase 3/7 reading than nocodazole alone. Consequently, even though 

there is no additional effect (i.e. no increased death) of the combined treatment 

compared with nocodazole alone, when calculating the Bliss Score, a negative value is 

given. The interaction is therefore classified as ‘not synergistic’.  

 Sometimes BH3 mimetics are not effective, which may be because of the 

redundancy between the pro-survival proteins, for example where Mcl-1 expression 

confers resistance to ABT-737 (Chen et al., 2007; Konopleva et al., 2006; Tahir et al., 

2007; van Delft et al., 2006). Indeed, redundancy between Mcl-1 and Bcl-xL has been 

well documented by modulating the levels of both proteins (Eichhorn et al., 2014; Eno 

et al., 2012; Topham et al., 2015) and this was the most likely explanation for the 

differential sensitivity between mitotic blockers and drivers with WEHI-539. When 

exposed to mitotic blockers, the resulting mitotic arrest was accompanied by Mcl-1 

levels declining, meaning that cells were highly dependent upon Bcl-xL when they 

exited mitosis (Figure 5.21). In contrast, the mitotic drivers did not induce an arrest, but 

drove cells through an aberrant mitosis (Keen and Taylor, 2009). This meant that cells 

were dependent upon both Mcl-1 and Bcl-xL for survival and thus, the inhibition of Bcl-

xL did not enhance death significantly. This hypothesis was further confirmed by the 

co-inhibition of both Bcl-xL and Mcl-1 in the presence of an Aurora B inhibitor (Figures 

5.18, 5.19). Here, PmD timings were accelerated and high levels of death were seen. 

The synergistic behaviour seen here is specific to the RKO cell line, as other cell lines 

will likely express different levels of the apoptotic proteins and therefore this differential 

dependency will influence the redundancy observed. This was exemplified where the 
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 DLD-1 cell line does in fact show synergistic behaviour with drivers and WEHI-539 due 

to the increased dependency upon Bcl-xL over Mcl-1. This is in contrast to the  RKO 

cell line which is equally dependent upon both proteins and therefore does not show 

this synergy. Further testing would involve many cell lines with differential expression. 

Therefore, mitotic blockers are unique in that they reduce the redundancy through Mcl-

1 degradation, something that cannot be recapitulated with the mitotic drivers.  

 

5.62 The post-mitotic response 

 The levels of Mcl-1 to Bcl-xL (i.e. the Mcl-1/Bcl-xL ratio) are important in 

determining the sensitivity to antimitotics and Bcl-xL inhibition, and this study has 

revealed the importance of both pro-survival proteins in promoting survival following 

and during a perturbed mitosis. Mcl-1 has been previously described as a mitotic ‘death 

timer’ (Haschka et al., 2015; Tunquist et al., 2010). Indeed, when Mcl-1 was 

overexpressed in my system, DiM was also delayed by five hours (Figure 5.17B), 

establishing its requirement for survival during a prolonged mitosis. Additionally, the 

importance of Mcl-1 in post-mitotic survival has also been indicated, where Mcl-1 RNAi 

in slippage-prone DLD-1 cells increased PmD when cells were exposed to AZ138 and 

also the overexpression of Mcl-1 delayed death following slippage (Sloss et al., 2016). 

In addition to this observation, I revealed that in the presence of Bcl-xL inhibition and 

increased Mcl-1 expression, nocodazole-treated cells exhibited an extended time to 

PmD (Figure 5.17B). I have repeatedly indicated that when Bcl-xL is inhibited in the 

presence of low concentrations of antimitotics, increased PmD is widespread. In some 

cases, DiM is increased and timings are accelerated, particularly in the presence of 

Taxol (Figure 5.6B). Therefore, both Mcl-1 and Bcl-xL are important for survival in 

mitosis and post-mitosis.  

 A premature exit from mitosis confers resistance to death and to microtubule-

targeting agents (Bekier et al., 2009; Gascoigne and Taylor, 2008; Shin et al., 2003; 

Swanton et al., 2007; Tao et al., 2005; Taylor and McKeon, 1997). Often a limiting 

factor regarding the efficacy of anticancer agents is the lack of apoptosis induction 

during or after a mitotic arrest. This has been evidenced in cell culture and mouse 

studies with taxanes (Milross et al., 1996; Shi et al., 2008), where a mitotic arrest was 

not followed by PmD. In the examples in my thesis, it is noted that exposure of cells to 

antimitotics results in various phenotypes. Often, some cells undergo DiM, whilst some 

slip. PmD was a rare occurrence at the low drug concentrations studied here. When 

PmD was seen (e.g. with GSK923295, Figure 5.7B) then the timings to death were 
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relatively long (12.6 hours) and levels were low (14%), implying that a premature exit 

does stimulate a slight protective function and resistance to apoptosis. Furthermore, 

when these cells were exposed to WEHI-539, the cells that were previously resistant to 

death, then underwent rapid post-mitotic death (3.6 hours). This concept was also 

evidenced by studies where delaying slippage increased post-mitotic death (Sloss et 

al., 2016), again consistent with the notion that a premature exit confers resistance to 

PmD- where the longer the mitotic arrest, the increased likelihood that post-mitotic 

responses will be activated. Consequently, this contributes to the view that mitotic exit 

(slippage) is a good therapeutic target (Huang et al., 2009; Zasadil et al., 2014). It may 

be that the combination of mitotic blockers with Bcl-xL inhibition could overcome this 

apoptotic resistance, as Mcl-1 levels decline in this situation, resulting in increased 

dependency upon Bcl-xL. 

 

5.63 Mitosis as a stress 
 In the absence of any other cytotoxic insult, the simultaneous suppression of 

both Mcl-1 (either with siRNA or A-1210477) and Bcl-xL results in potent apoptosis 

((Eichhorn et al., 2014; Topham et al., 2015) and see (Figure 5.1C,D)). This confirms 

the functional redundancy between the pro-survival members in this system, since 

repression of only one pro-survival member does not result in significant apoptosis. 

Interestingly, when cells were lacking both Mcl-1 and Bcl-xL, apoptosis occurred either 

in mitosis or rapidly following exit ((Topham et al., 2015) and see (Figure 5.18B)). 

Additionally, when Bim was overexpressed in the presence of WEHI-539, cells died 

rapidly following mitotic exit (Figure 5.2E). This indicates that even without an 

additional cytotoxic insult, the lack of pro-survival functioning can induce death both in 

mitosis and post-mitosis. Thus, in these cases, mitosis itself is sufficient to activate 

apoptosis.  

 During mitosis, many processes occur such as cellular architecture 

modifications, changes in chromosome condensation and the halting of transcription 

and translation. These changes make the mitotic process a vulnerable state for the cell. 

Therefore, it is not surprising that further perturbations in mitosis e.g. reduced pro-

survival functioning, can cause additional damage to the cells, resulting in apoptosis. 

These mitotic stress signals may be as a result of DNA damage or telomere 

deprotection mechanisms (Hayashi et al., 2012; Imreh et al., 2011; Topham et al., 

2015). Under certain conditions, it is likely that upon mitotic entry, telomere 

deprotection causes DNA damage (Hayashi et al., 2012). The kinase Aurora B 
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removes the protective TRF2 from telomeres, and this exposed telomere gives rise to 

caspase-dependent DNA damage responses (Colin et al., 2015; Hain et al., 2016; 

Hayashi et al., 2012). Furthermore, when TRF2 was overexpressed or Aurora B 

inhibited, in the presence of Mcl-1 and Bcl-xL repression, DiM was reduced (Topham et 

al., 2015). Similarly, I have also shown that when Mcl-1 is depleted in the presence of 

WEHI-539, Aurora B inhibition resulted in a delay in apoptosis (Figure 5.18B). Further 

experimentation may reveal if the observed death in cells with little pro-survival 

functioning is a result of telomere deprotection.   

 Other potential inducers of cell death may arise from metabolic changes. A 

mitotic arrest is accompanied by mitophagy, where ATP levels are reduced, resulting in 

AMPK activation (Doménech et al., 2015). This is accompanied by a metabolic change 

from oxidative respiration to glycolysis. Consequently, when pro-survival functioning is 

lacking, the metabolic changes in a mitotic arrest may cause sufficient stress to induce 

apoptosis. 

 

5.64 Bcl-xL inhibition in the clinic 
5.641 Combination chemotherapy 

 Understanding the effect of taxanes is important if the associated issues are to 

be overcome, including undesirable side effects, resistance and the inability to predict 

responsiveness. One important matter that is essential to understand is the stage of 

the cell cycle at which paclitaxel, for example, affects cells. Studies involving the 

combination of docetaxel and an Mps1 inhibitor (NTRC 0066-0) inferred that they act 

synergistically and with an increase in multipolar spindles (Maia et al., 2015). 

Therefore, the likely mechanism by which docetaxel elicits its effect is via mitosis. 

When breast cancer tissue samples were exposed to Taxol in vivo, abnormal mitoses 

with multipolar spindles were apparent (Zasadil et al., 2014). Together, these 

observations are consistent with the notion that taxanes act in mitosis. However, this 

theory has been questioned by others. Some have suggested the action of paclitaxel is 

in interphase (Weaver, 2014). However, cell culture studies signify that clinically 

relevant taxane concentrations don't cause death in interphase (Janssen et al., 2013; 

Zasadil et al., 2014). Nevertheless, tumour models indicated a low mitotic index 

following paclitaxel exposure, implying the absence of a mitotic arrest (Janssen et al., 

2013; Orth et al., 2011). However, it is not clear how paclitaxel would elicit its action in 

interphase. In general, my studies have reiterated the importance of taxanes in mitosis 
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and therefore, understanding the dynamics of how these drugs influence this phase is 

beneficial to understanding the interactions with combination therapies.  

 When combined with mitotic blockers, WEHI-539 exposed Bcl-xL as an 

important pro-survival factor. Death following an abnormal mitosis was increased, but 

also time to DiM was decreased in the case of paclitaxel (Figure 5.6). This has been 

suggested previously, where inhibiting pro-survival functioning in the presence of 

antimitotics increased apoptosis (Bah et al., 2014; Leverson et al., 2015b; Shi et al., 

2011; Tan et al., 2011). Clinically, the combination of Bcl-xL inhibitors and antimitotics 

may therefore be advantageous. I gave particular interest to highlighting combinations 

of antimitotics plus WEHI-539 where Bcl-xL inhibition was able to enhance apoptosis, 

specifically when the antimitotic was used at the lowest dose possible. For example, 

GSK923295 alone would have to be used at a higher dose (>500 nM), to induce 

apoptosis to the same level as a 100 nM dose with 100 nM WEHI-539 elicits (Figure 

5.5B). This is important when considering a major drawback of agents such as Taxol is 

peripheral neuropathy (Dumontet and Jordan, 2010; Rowinsky et al., 1993) and 

reducing doses of these agents should result in milder side effects. Whilst the inhibition 

of Bcl-xL causes thrombocytopenia (Roberts et al., 2012; Tse et al., 2008) due to the 

detrimental effect on platelet survival (Mason et al., 2007; Zhang et al., 2007), these 

toxicity problems may be manageable with the lower doses in combination with mitotic 

blockers. 

 Furthermore, although WEHI-539 is effective in cells, it lacks the efficacy and 

chemical stability needed for efficiency in vivo and therefore similar testing would need 

to be carried out with the improved A-1155463 and A-13311852 (Leverson et al., 

2015a). In fact, studies have indicated these agents displayed enhanced efficacy when 

in combination with docetaxel. Additionally, the Bcl-xL overexpression assay used in 

Figure 5.3 may allow for the screening of potential new inhibitors of Bcl-xL. As the 

overexpression of Bcl-xL protected against apoptosis in the presence of Taxol, WEHI-

539 was able to reverse this. Compounds which mimic the activity of WEHI-539 would 

be taken forward as potential Bcl-xL inhibitors.  Later testing would make use of in vivo 

animal models, patient-derived xenograft models (PDX) and perhaps patient samples 

to test the response following this combination strategy. 

 

5.642 Biomarkers for efficacy 

 Clinically, in order for the antimitotic combination to be successful, potential 

biomarkers need to be identified for noting patients likely to respond to treatment. 
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Those with low levels (or low dependency) of Mcl-1 may respond to the antimitotic plus 

Bcl-xL inhibitor combination, whether the antimitotic is a blocker or driver. However, if 

patients have high Mcl-1 dependency they may not respond to a mitotic driver and Bcl-

xL inhibitor, but may show success with a mitotic blocker with or without a BH3 mimetic 

combination. Therefore, it is important that patients are screened for the Bcl-xL/Mcl-1 

ratios prior to therapy. Although in this study I have focused on Bcl-xL and Mcl-1, it may 

be that Bcl-2 dependency is important for survival in a subset of cancers and so this 

cannot be dismissed. However, Bcl-2 has yet to be implicated for DiM in response to 

antimitotics (Li et al., 2005; Shi et al., 2011). 

 The requirement for biomarkers is further reiterated by studies in ovarian cancer 

cell lines, where high Bcl-xL expression conferred resistance to taxanes, and those 

with increased Bcl-xL/Mcl-1 ratios had higher Bliss Sums when navitoclax and Taxol 

were combined (Wong et al., 2012). These observations indicate that patients with high 

Bcl-xL/Mcl-1 ratio would likely respond better in trials with antimitotics and Bcl-xL 

inhibitors. To further this evaluation, the use of other cell lines with differential 

dependency upon the apoptotic proteins will be required.  

 While it may be unlikely that inhibiting a single pro-survival protein will be 

clinically effective, there may be cases where a particular cancer is reliant on one 

protein for survival. For example, ABT-199 has been approved for the treatment of 

chronic lymphocytic leukemia (CLL), which is a cancer reliant upon Bcl-2 for survival 

(http://www.fda.gov/NewsEvents/Newsroom/PressAnnouncements/ucm4 95253.htm). 

Furthermore, genes encoding both Bcl-xL and Mcl-1 are amplified in a number of 

cancers, making them likely candidates for target therapy (Beroukhim et al., 2010). 

Therefore, in these cases, single agent therapy may be effective.  

 Although the ratio of Bcl-xL/Mcl-1 is important, the levels of the pro-apoptotic 

proteins also have to be considered. Both the pro- and anti-apoptotic proteins undergo 

post-translational modifications in mitosis, including caspase-9, Bid, Bcl-xL and Bim 

(Allan and Clarke, 2007; Poruchynsky et al., 1998; Sakurikar et al., 2012; Upreti et al., 

2008; Wan et al., 2014; Wang et al., 2014) and due to the functional redundancy that 

exists, it is likely that the interplay between all members that determines sensitivity to 

antimitotics. As some cancers exhibit overexpression of many Bcl-2 members 

(Beroukhim et al., 2010), further detailed studies need to explore the factors that confer 

sensitivity or resistance to chemotherapy. One method of predicting sensitivity to 

chemotherapeutics is via BH3 profiling or dynamic BH3 profiling (Montero et al., 2015; 

Ryan et al., 2010). This method measures how close to the apoptotic threshold a cell 
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is, i.e. how ‘primed’ a cell is to death. Dynamic BH3 profiling (DBP) has been used to 

foresee initial changes in death signalling that occur upon exposure to 

chemotherapeutic drugs (Montero et al., 2015). In this particular study, the authors 

indicated that DBP could be used to predict in vitro and in vivo responses, and 

eventually it may be able to predict patient responses in the clinic.  

 An additional biomarker of efficacy of BH3 mimetics may be the state of 

association of, for example Bcl-xL:Bim complexes (or similar), since the level of priming 

encountered depends on the relative association or proteins with their binding partners 

(Certo et al., 2006). A higher association results in an increased sensitivity to agents 

such as the BH3 mimetics, exemplified in studies with A-1155463 (Punnoose et al., 

2016). Therefore it may be that inhibitors of Bcl-xL will be more efficacious in patients 

where Bcl-xL:Bim association is higher. Consequently, these approaches may be used 

in predicting patient response to the antimitotic plus Bcl-xL inhibitor approach described 

here.    

 

 This chapter has confirmed the role of the intrinsic apoptotic pathway in the 

mechanism of antimitotics. The use of WEHI-539 in combination with antimitotics has 

been exploited, showing an enhancement of cell death. The study has highlighted the 

requirement for biomarkers in order to predict when the antimitotic plus Bcl-xL inhibitor 

combination will be most effective, with focus on the difference between mitotic 

blockers and drivers and the role of Mcl-1. Therefore, these observations may be used 

clinically to devise improved anticancer strategies.  
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Chapter 6: Discussion 
 
6.1 Overview  
 Antimitotic agents targeting tubulin are used extensively during cancer 

chemotherapy but their use is complicated by issues regarding predictability, resistance 

and toxicity (Dumontet and Jordan, 2010; Rowinsky et al., 1993). My thesis has 

focused on the interplay between mitosis and apoptosis, with a view to identifying 

strategies by which mitosis could be exploited to improve the efficacy of existing 

antimitotic agents. In order to achieve this, I focused on three areas: 

 

(i) Establishing new methods of anticancer therapy: this involved the 

examination of the ability to target Bub1 kinase with a novel inhibitor 2OH-

BNPP1 in in vitro and cell-based settings; 

(ii) The establishment of an assay to induce aneuploidy: this encompassed the 

use of a synthesised Cenp-E inhibitor GSK923295 to induce chromosome 

misalignment, followed by checkpoint override to missegregate 

chromosomes and generate daughter cells with unequal chromosome 

numbers;   

(iii) Understanding how antimitotics cause cell death: this involved testing the 

ability of Bcl-xL inhibition with WEHI-539 to sensitise cells to antimitotic 

agents, including mitotic blockers and mitotic drivers. Furthermore, this 

enabled the role of Bcl-xL in survival during mitosis and post-mitosis to be 

examined. 

 

             The initial aims of the project were to address the issues associated with the 

lack of efficacy of newly developed mitotic agents. Given that Taxol is thought to elicit 

its action via mitotic arrest-induced apoptosis, second-generation inhibitors were 

developed to mimic this mechanism. Unfortunately, such agents against Cenp-E, Plk-1 

and Eg5 for example, have failed to elicit the expected clinical effect (Komlodi-Pasztor 

et al., 2012; Mitchison, 2012). Consequently, I asked whether targeting the checkpoint 

protein Bub1 would be beneficial. Upon initiation of the project, the importance of the 

kinase activity of Bub1 was not fully known, and there were no bona fide Bub1 kinase 

inhibitors. I tested the ability of the only published inhibitor, 2OH-BNPP1, to target 

Bub1. I also aimed to establish Bub1 kinase’s role in the SAC. In doing so, this may 

have determined whether inhibiting Bub1 may give improved effects over other mitotic 
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agents. However, this was unsuccessful due to the lack of evidence of 2OH-BNPP1 

inhibiting Bub1 in cells. Indeed, I may have used the Bub1 interphase assay in Figure 

3.11 or modelling studies to identify new potential lead compounds for Bub1 inhibition, 

however, at this time, we became aware that Bayer had patented a series of Bub1 

inhibitors and in collaboration with Erich Nigg’s lab were characterising these in cell 

based assays. This work was later published, describing two compounds namely BAY-

320 and BAY-524 (Baron et al., 2016). These compounds did exhibit activity in cells, 

where the H2A phosphorylation signal was reduced upon exposure, and at 3-7 μM they 

exhibited synergy with paclitaxel, similar to results published with previous Mps1 

inhibitors (Janssen et al., 2009; Maia et al., 2015). Furthermore, selectivity profiles 

indicated even at 10 μM, the compounds showed little activity towards other kinases 

(Baron et al., 2016). Therefore, given the specificity and efficacy of these compounds, 

and the known difficulty in developing specific kinase inhibitors (Hanks and Hunter, 

1995), I feel my decision to terminate this project was well justified.  

 Following on from this, I chose to study another aspect of mitotic perturbation, 

that is chromosome misseegregation and the resulting aneuploidy. Aneuploidy is a 

hallmark of cancers (Mitelman, 2014), yet the causes and consequences of this 

karyotype remain vague. The lack of suitable assays to study this phenomenon led to 

the proposal of the Cenp-E/Mps1 inhibitor approach, where success was proven with 

98% of chromosomes missegregating at least one chromosome (Bennett et al., 2015). 

Following generation of the assay within the lab, other groups including that of Angelika 

Amon, were heavily studying aneuploidy and therefore, it was realised that our group 

lacked the expertise to be competitive in this area. It was suggested that I may have 

taken the project in the direction of a chemical synthesis route, with the potential 

generation of improved Cenp-E inhibitors. The kinetic resolution method described 

would have allowed for GSK923295-analogues to be developed, however, there was 

no guarantee these would have been more effective. For the purposes of studying 

mitosis, GSK923295 was suitable, and notably, concentrations of 50-100 nM were 

sufficient to inhibit Cenp-E in these assays, meaning potency was not an issue that 

needed to be addressed. Consequently, I used GSK923295 as an antimitotic in my 

final part of my thesis. 

 Furthermore, the final aspect of mitotic perturbation I studied was the effect of 

antimitotics on cell fate. Despite advances, the mechanisms that control the fate of 

cells when exposed to antimitotics are lacking in detail. Recently, c-myc was found to 

drive the expression of the members of the intrinsic apoptotic network, and in doing so, 
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controls death in mitosis upon mitotic perturbation (Topham et al., 2015). c-myc 

downregulates Bcl-xL, and this sensitises cells to antimitotic agents, and therefore, it 

was hypothesised that targeting Bcl-xL in the presence of antimitotics would sensitise 

cells to death, which was confirmed by my studies, in particular with mitotic blockers. I 

determined that the Mcl-l/Bcl-xL ratio is important in influencing sensitivity to mitotic 

drivers and blockers, an observation which has not been seen previously. This finding 

may allow for the identification of possible biomarkers that will confer resistance or 

sensitivity, but also will allow for possible drug combinations to be identified. In order to 

do so, this will be expanded to other cell lines and eventually tested in vivo, to 

definitively link the Bcl-xL/Mcl-1 ratio with the synergistic effect seen. Therefore, this 

project was very successful. 

 Furthermore, my studies have highlighted the advantage of the single-cell 

tracking approach. Whole-population analysis masks subtle cellular behaviour which 

can only be observed with a single-cell approach. For example, the caspase readout 

used throughout is only a crude analytical method for cell death, but to truly understand 

the biology in regards to mitosis, the single-cell analysis approach is vital. This was 

particularly important when studying the role of Bcl-xL in mitotic and post-mitotic 

survival.  

 

6.2 Concluding remarks  
 The deregulation of the cell cycle is a common feature of cancers and therefore 

targeting the cell cycle in anticancer therapy has been of major interest (Manchado et 

al., 2012). Targeting has focused on many aspects of the cycle including cell cycle 

entry, mitotic entry, spindle assembly, the SAC and mitotic exit, where proteins and 

processes controlling these are often disrupted in cancer. For example, further 

exacerbating the level of genomic instability by targeting the SAC is thought to be a 

promising strategy in chemotherapy due to the already high levels of aneuploidy and 

CIN often associated with cancer (Weaver and Cleveland, 2006). Our understanding of 

aneuploidy has advanced over the past years, with the possibility of targeting 

aneuploidy as an anticancer strategy being acknowledged. Possible targeting 

strategies include the use of compounds such as the energy-stress inducing AICAR, 

which target pathways that are essential for the survival of aneuploidy cells (Tang et 

al., 2011). Further compounds which target aneuploidy are now being developed 

(Santaguida and Amon, 2015). 
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 Further studies have also indicated that perhaps Taxol does not induce death 

due to a prolonged mitotic arrest. Paclitaxel accumulates intracellularly up to 100-fold, 

in comparison to serum levels (Zasadil et al., 2014), and this characteristic may 

contribute to its efficacy. Studies indicated that at the clinical concentrations 

encountered in tumours, Taxol did not induce a mitotic arrest, but in fact, the cytotoxic 

effect was as a result of chromosome missegregation on multipolar spindles. It is this 

mitotic defect that induces the tumour regression effect, indicating that Taxol effects 

mitosis in a number of different ways. Therefore, the mitotic arrest that is stimulated 

with the second-generation inhibitors may not be sufficient for antitumour effects. 

However, development and testing is still in its infancy, so it is premature to discount 

these agents. Evidence from Plk-1 inhibitor studies indicates that dosing at low 

concentrations causes chromosome missegregation (Lera and Burkard, 2012), similar 

to the effects seen with paclitaxel. Therefore, similar effects may be seen with other 

second-generation inhibitors with further experimentation.  

 It is most likely that combination chemotherapy will be the most successful 

approach in cancer treatment rather than single-agent treatment. The combination will 

allow for overall improved efficacy, whilst maintaining toxicity at a more manageable 

level. Challenges will be faced, including validating targets within tumours, the 

appropriate dosage and schedule and most importantly, identifying patients who are 

most likely to be sensitive and benefit from treatment- where problems still exist due to 

the heterogeneity. With the emergence of new possible targets and inhibitors beyond 

the traditional microtubule-targeting agents, it may be that we are closer to devising 

novel and improved anticancer strategies.  
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ABSTRACT

Aneuploidy is a common feature of cancer, with human solid tumour cells 
typically harbouring abnormal chromosome complements. The aneuploidy observed 
in cancer is often caused by a chromosome instability phenotype, resulting in genomic 
heterogeneity. However, the role aneuploidy and chromosome instability play in 
tumour evolution and chemotherapy response remains poorly understood. In some 
contexts, aneuploidy has oncogenic effects, whereas in others it is anti-proliferative 
and tumour-suppressive. Dissecting fully the role aneuploidy plays in tumourigenesis 
requires tools and facile assays that allow chromosome missegregation to be induced 
experimentally in cells that are otherwise diploid and chromosomally stable. Here, we 
describe a chemical biology approach that induces low-level aneuploidy across a large 
population of cells. Specifically, cells are first exposed to GSK923295, an inhibitor 
targeting the mitotic kinesin Cenp-E; while the majority of chromosomes align at the 
cell’s equator, a small number cluster near the spindle poles. By then driving these 
cells into anaphase using AZ3146, an inhibitor targeting the spindle checkpoint kinase 
Mps1, the polar chromosomes are missegregated. This results in, on average, two 
chromosome missegregation events per division, and avoids trapping chromosomes 
in the spindle midzone, which could otherwise lead to DNA damage. We also describe 
an efficient route for the synthesis of GSK923295 that employs a novel enzymatic 
resolution. Together, the approaches described here open up new opportunities for 
studying cellular responses to aneuploidy.

INTRODUCTION

Aneuploidy is defined as a karyotype with a 
chromosome number that deviates from the expected. 
For example, individuals with Down Syndrome have 
three copies of chromosome 21 instead of two, leading to 
developmental disabilities and shortened life expectancy. 
Aneuploidy can arise due to unequal chromosome 
segregation during mitosis and meiosis, generating 
daughter cells with extensive gene copy number changes. 
The consequences of the chromosomal imbalance 
manifest at the cellular level. In yeast, aneuploidy induces 
proteotoxic stress, suppresses proliferation and reduces 
fitness [1–4]. Similarly, in mammalian cells, aneuploidy 

is anti-proliferative and sensitizes cells to compounds that 
interfere with protein folding [5–7].

Despite aneuploidy’s anti-proliferative potential, it is 
a common feature of cancers and indeed, Boveri suggested 
over 100 years ago that aneuploidy might promote tumour 
formation [8–10]. In mice, artificial induction of aneuploidy 
can act either as a tumour promoter or a tumour suppressor, 
depending on the context [11–13]. An emerging view is that 
while a low level of aneuploidy provides enough genetic 
variation to fuel tumour evolution, excessive chromosome 
instability creates genetic chaos, which is detrimental to 
fitness [14, 15]. Nevertheless, because aneuploidy is anti-
proliferative in non-transformed cells, understanding how 
cancer cells tolerate aneuploidy is a key question.



Oncotarget20922www.impactjournals.com/oncotarget

Defining the acute and chronic effects of chromo- 
some missegregation requires tools and assays to generate 
aneuploidy in otherwise diploid, chromosomally stable 
cells so that the short and long term consequences on 
cellular physiology can be studied. A current approach 
to induce chromosome missegregation involves arresting 
cells in mitosis with drugs that block spindle assembly, e.g. 
the microtubule targeting agent nocodazole or Eg5/KSP 
kinesin inhibitors such as monastrol [16–19]. Following 
washout, spindle assembly leads to chromosome 
segregation but with maloriented chromosomes that 
missegregate [16]. While effective, a monastrol-washout 
has a major impact on spindle assembly and only gives 
rise to one chromosome missegregation event every three 
divisions [19]. Moreover, these chromosomes can often 
get trapped in the cleavage furrow or form micronuclei, 
leading to DNA damage, in turn causing chromosome 
translocations as well as whole chromosome aneuploidies 
[20, 21]. Other methods of generating aneuploidies 
includes the use of topoisomerase II inhibitors [22], 
but again this approach induces DNA damage leading 
to chromosome translocations. Dissecting aneuploidy 
without the complication of DNA damage therefore 
requires new approaches.

Cenp-E (Centromere Associated Protein-E), is a 
plus-end directed kinesin-7 motor protein, required for 
chromosome segregation in both mitosis and meiosis [23]. 
Cenp-E localises to kinetochores throughout mitosis, with 
phosphorylation by Aurora kinases A and B, plus the 
opposing function of protein phosphatase 1, imposing 
important regulatory control [24–26]. Cenp-E function 
aids chromosome alignment by moving chromosomes 
from the spindle poles to the metaphase plate [25]. 
Specifically, by linking the unattached kinetochores on 
mono-oriented chromosomes to an adjacent, mature 
kinetochore fibre, Cenp-E mediates congression of polar 
chromosomes prior to biorientation [27].

When Cenp-E expression is perturbed using 
antibody injections, immunodepletions, anti-sense, siRNA 
or gene deletion approaches, complete chromosome 
alignment is inhibited [28–30]. This is consistent with 
even a single unattached kinetochore being sufficient to 
prevent anaphase onset [31–33]. Cenp-E inhibition leads 
to persistent activation of the spindle assembly checkpoint 
(SAC), in turn leading to a mitotic arrest [29, 34, 35]. 
Cenp-E may also play a direct role in the SAC; Cenp-E 
binds and, in the absence of bound microtubules, activates 
the SAC kinase BubR1 [36, 37].

In the quest to develop novel antimitotic 
chemotherapy agents, mitotic kinesins are attractive 
targets [38]. To explore Cenp-E’s potential, small 
molecule inhibitors that disrupt Cenp-E function 
have been developed [39, 40]. A high throughput 
library screen seeking compounds that inhibited the 
microtubule-stimulated ATPase activity of Cenp-E led 
to the development of GSK923295 [40]. GSK923295 

is an allosteric inhibitor of Cenp-E that prevents ATP 
hydrolysis, thus stabilizing the enzyme in a conformation 
with increased affinity for microtubule binding [41]. Cells 
treated with GSK923295 assemble bipolar spindles and 
align most of their chromosomes. However, a number 
remain clustered near the spindle poles, leading to SAC 
arrest and apoptosis [41].

We reasoned that in combination with drugs that 
override the SAC, GSK923295 would be a useful tool to 
efficiently generate whole chromosomes aneuploidies, 
without the risk of DNA damage. Here we describe a 
novel approach to synthesize GSK923295, together 
with an assay that induces on average two chromosome 
missegregation events per cell division without trapping 
chromosomes in the cleavage furrow.

RESULTS

Enzymatic resolution facilitates an asymmetric 
synthesis of GSK923295

To experimentally induce whole chromosome 
aneuploidies, we set out to synthesise the Cenp-E 
inhibitor, GSK923295 by following previously 
published routes [40, 42]. A key step involves 
resolution of racemic 1-(2-amino-3-pyridinyl)ethanol 
(Fig. 1, compound 2) to obtain enantiomerically pure 
1S-(2-amino-3-pyridinyl)ethanol ((S)–2) for subsequent 
reaction with an intermediate (1), ultimately producing 
GSK923295 (6). In our hands, the published preparative 
HPLC resolution method was inefficient and therefore 
we explored other options. Previously, a mutated variant 
of Candida antarctica lipase B was shown to successfully 
resolve aromatic secondary alcohols [43], so we explored 
a similar strategy. Candida antarctica lipase B (CALB) 
enzyme was added to a racemic mixture of (2), with 
excess S-ethyl thiohexanoate 3, under solvent free 
conditions, at 39°C (Fig. 1). The progress of the reaction 
was monitored using HPLC. The enzyme specifically 
reacted with the (R)-enantiomer over a 12-hour period, 
leaving the (S)-enantiomer unreacted. The ester and 
alcohol were each obtained in 50% yield, and the alcohol 
(S)–2 in > 99% enantiomeric excess (ee). Purification by 
column chromatography then yielded pure 1S-(2-amino-
3-pyridinyl)ethanol ((S)–2). The pure (S)-enantiomer 
was then reacted with phenacyl chloride (1) to give the 
pyridyl imidazole (5). Methods used for subsequent steps to 
GSK923295 (6) were as published [44–47]. Our synthetic 
studies employing a lipase in a kinetic resolution, illustrate 
the (R) specificity of the enzyme and provide a convenient 
and reliable synthesis of the Cenp-E inhibitor GSK923295.

GSK923295 inhibits chromosome alignment

To characterise the synthesized inhibitor, diploid 
DLD-1 colon cancer cells were treated with 50 nM 
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GSK923295. After four hours, cells were fixed and stained 
to detect Bub1, tubulin and the DNA, then analysed by 
immunofluorescence microscopy (Fig. 2A). Consistent 
with previous reports [41], in the presence of GSK923295, 
bipolar spindles formed and while the majority of 
chromosomes aligned at metaphase, a few remained close 
to the spindle poles. The kinetochores of these unaligned 
chromosomes stained strongly for Bub1, indicating that 
they were not correctly attached to spindle microtubules 
[48, 49]. Thus, our preparation of GSK923295 yields the 
expected cellular phenotype.

To identify minimal concentrations and exposure 
times required to induce a potent chromosome 
misalignment phenotype, HeLa cells were first treated 
with varying concentrations of GSK923295 for 
four hours then fixed and analysed by fluorescence 
microscopy (Fig. 2B). 100 mitotic cells for each 
condition were assigned to one of four different stages 
of mitosis, namely prophase, prometaphase, metaphase 
and anaphase. Cells with unaligned chromosomes were 
classified as prometaphase. In the control populations, 
on average 12% were in prophase, 21% prometaphase, 
29% metaphase and 38% in anaphase. At 50 nM, the 
number in prometaphase increased to 94%, with no 
obvious metaphase or anaphase figures (Fig. 2B). Many 
of these prometaphase figures typically had bipolar 
spindles with many aligned chromosomes but a few 
polar chromosomes, similar to the situation in DLD-1 
cells (Fig. 2A). This phenotype did not appear to change 

at concentrations above 50 nM. Next, we treated HeLa 
cells with 50 nM GSK923295 then analysed them at 
various time points as described above. Within two 
hours of treatment, > 95% of cells were in prometaphase, 
indicating a complete block of metaphase and anaphase 
(Fig. 2C). We observed a similar result in DLD-1 
cells, with ~91% of cells scored as prometaphase by 
two hours of exposure (Fig. 2C). Thus, in both HeLa and  
DLD-1 cells, a two-hour exposure of 50 nM GSK923295 
is sufficient to induce a potent chromosome misalignment 
phenotype.

We next set out to determine whether GSK923295-
mediated inhibition of Cenp-E is reversible by asking 
whether cells completed chromosome alignment 
following drug washout. HeLa cells were treated 
with 50 nM GSK923295 for four hours, washed 
twice with PBS then fresh media added. At various 
time points, chromosome alignment was analysed 
as above (Fig. 2D). In the control population, where 
the inhibitor was not washed out, 96% of the mitotic 
cells were scored as prometaphase. By contrast, 
following a 30-minute period after washout, 54% were 
classified as prometaphase, 19% metaphase, and 19% 
anaphase. Therefore, following washout of GSK923295 
chromosome alignment appears to recover. Moreover, 
the presence of anaphase figures indicates SAC 
satisfaction. Thus, Cenp-E function can be restored 
following washout of GSK923295, indicating that the 
drug is reversible.

Figure 1: Resolution of racemic mixture to synthesise GSK923295. The desired (S)-enantiomer (2) was obtained by the 
resolution of the racemic mixture of 1-(2-amino-3-pyridinyl)ethanol (rac-2), through the reaction with S-ethyl thiohexanoate at 39°C 
with Candida Antarctica Lipase B enzyme (50% w/w). The pure enantiomer (2) and the intermediate (1) then reacted to give the pyridyl 
imidazole (5), with subsequent reactions yielding GSK923295 (6).
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Figure 2: GSK923295 induces chromosome misalignment. A. Immunofluorescence images of DLD-1 cells treated with 50 nM 
GSK923295 for four hours, fixed and stained for DNA (blue), Bub1 (green) and tubulin (red), with insets showing unaligned chromosome(s). 
Bar: 5 μm or 2.5 μm for increased magnification. B. A bar chart quantifying the number of cells in each mitotic phase following exposure 
of HeLa cells to GSK923295 at various concentrations. C. Quantification of the number of HeLa cells in each mitotic phase over a time 
course, following 50 nM GSK923295 treatment. D. The number of DLD-1 cells in each stage of mitosis over time after 50 nM GSK923295 
treatment. E. Treatment of HeLa cells with 50 nM GSK923295, and classification of 100 mitotic cells after no washout (control), or at 
various times following wash-out. F. Time lapse sequences of control and 50 nM Cenp-E inhibitor treated HeLa GFP Histone-H2B cells. 
Time zero represents nuclear envelope break down. Bar: 5 μm.
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GSK923295 induces mitotic arrest

The lack of obvious metaphases and anaphases in 
GSK923295-treated cultures is consistent with persistent 
activation of the SAC and mitotic arrest. Indeed, Cenp-E 
inhibition has been shown to activate the SAC [23, 29]. 
However, it is conceivable that GSK923295-treated cells 
also slip out mitosis without completing chromosome 
alignment and undergoing sister chromatid disjunction 
[50]. To distinguish between these two possibilities, 
we turned to time-lapse microscopy, analysing HeLa 
cells expressing a GFP-tagged histone to visualize the 
chromosomes in living cells (Fig. 2F). HeLa GFP Histone-
H2B cells were treated with 50 nM GSK923295 then 
analysed by time-lapse fluorescence microscopy, acquiring 
images every 2 minutes, marking nuclear envelope 
break-down (NEBD) at time zero. In the representative 
control cell shown in Fig. 2F, chromosome alignment was 
complete by 24 minutes and chromosome segregation 
apparent by 40 minutes, such that by 70 minutes 
the daughter cells had returned to interphase. In the 
GSK923295-treated cell, most chromosomes had aligned 
by 26 minutes but at least 1 chromosome was visible near 
each of the two spindle poles. This configuration persisted 
for several hours until chromosomes started to “fall off” 
the metaphase plate, resulting in more chromosomes/
chromatids near the spindle poles (Fig. 2F, see 424 and 
644 mins). This is highly reminiscent of cohesion fatigue 
[51, 52], a phenomenon whereby aligned chromosomes 
are eventually peeled apart by spindle forces, during 
a metaphase delay. Note that the HeLa cell line used 
here is particularly prone to cohesion fatigue [51–53]. 
Once cohesion fatigue occurs, satisfaction of the SAC 
is impossible and indeed, the cell shown eventually 
underwent slippage (not shown), but other cells in the 
population were shown to undergo apoptosis. Thus, 
GSK923295-mediated inhibition of Cenp-E does indeed 
lead to a prolonged mitotic arrest, which in the first 
instance appears to be caused by blocking complete 
chromosome congression.

GSK923295 induces death in mitosis and post-
mitotic apoptosis

Cell fate in response to anti-mitotic agents varies 
considerably depending on the cell line studied, the anti-
mitotic drug used and the drug concentration applied 
[54]. Moreover, genetically identical cells can undergo 
different fates despite identical environmental conditions. 
The time-lapse analysis above shows that HeLa cells 
undergo a prolonged mitotic arrest, then cohesion fatigue 
followed by mitotic exit (in the representative example). 
To determine whether this was the dominant phenotype, 
HeLa cells treated with 50 nM GSK923295 were analysed 
by flow cytometry at various time points to determine 
DNA content (Fig. 3A). After an eight-hour exposure, the 

vast majority of cells had 4c DNA contents, consistent 
with an inability to undergo a normal cell division. At later 
time points, and in particular by 48 hours, the majority 
of cells had sub-2c DNA contents, indicating extensive 
apoptosis (Fig. 3A). Thus, although 50 nM GSK923295 
only initially leads to misalignment of a few chromosomes 
(Fig. 2A), which are in principle capable of alignment 
(Fig. 2E), we suggest that the subsequent cohesion fatigue 
generates single chromatids that cannot align (Fig. 2F), 
thereby leading to persistent activation of the SAC, in turn 
leading to extensive apoptosis.

As mentioned above, the HeLa cells used here 
are particularly sensitive to cohesion fatigue [51, 52]. 
Thus, the prolonged mitotic arrest and subsequent death 
observed in may be a reflection of cohesion fatigue rather 
than prolonged Cenp-E inhibition. Therefore we turned to 
RKO cells, a diploid colon cancer cell line that appears 
to be more resistant to cohesion fatigue (not shown). 
When exposed to taxol, nocoazole or an Eg5 inhibitor, 
RKO cells typically undergo death in mitosis [54]. 
To determine the long-term effects of GSK923295 on 
RKO cells, time-lapse imaging was performed over a 
72 hour period. Proliferation and apoptosis were analysed 
by confluence based measurements and caspase 3/7 
fluorescent probes. While concentrations of 50 nM and 
below appeared relatively benign, 100 nM GSK923295 
inhibited proliferation and induced apoptosis (Fig. 3B). 
To determine when cells treated with 100 nM were 
dying, we inspected the image sequences and used phase 
contrast morphology to monitor mitosis and generated 
cell fate profiles as described previously [54]. Briefly, 
each fate profile represents 50 cells with the colour of the 
line showing the fate of the cell in the period of imaging, 
and the length of the line is the time taken to undergo 
the particular cell behaviour. In the control population, 
cells underwent, on average, three cell divisions during 
72 hours. Consistent with the HeLa time-lapse and 
FACS data, GSK923295 treated RKO cells underwent 
mitotic arrest. 40% of the cells then died in mitosis after 
an average arrest time of 11.91 hours. Cohesion fatigue 
was not obvious in these cells, but higher resolution 
time-lapse microscopy would be required to definitively 
conclude this. Strikingly, despite the continued presence 
of GSK923295, 26% of the cells divided after an arrest 
of 15.22 hours, yielding two daughter cells. Interestingly, 
only one of these cells entered a second mitosis. Of 
the rest, 24% died in the subsequent interphase, while 
the remainder remained arrested in interphase for the 
remainder of the experiment.

Sequential Cenp-E and Mps1 inhibition 
generates aneuploid daughter cells

Our analysis confirms that GSK923295-treated 
cells assembly bipolar spindles and, while the majority 
of chromosomes align, a few remain clustered near 
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Figure 3: GSK923295 causes cell death. A. DNA content histograms of HeLa cells treated with 50 nM GSK923295, over a 
time course. B. Line graph showing percent confluency and caspase 3/7 activation of RKO cells treated with varying Cenp-E inhibitor 
concentrations. C. Fate profiles for untreated and Cenp-E inhibitor treated RKO cells. One bar represents one cell.



Oncotarget20927www.impactjournals.com/oncotarget

the spindle poles. We reasoned that driving these 
cells into anaphase by overriding the SAC should 
induce missegregation of the polar chromosomes, 
thereby generating aneuploid daughter cells. To test 
this, DLD-1 Histone-H2B- mCherry cells were treated 
with 50 nM GSK923295 for 4 hours and then analysed 
by time-lapse imaging (Fig. 4A). Metaphase cells 
with polar chromosomes were identified and 2 μM 
of AZ3146, an Mps1 kinase inhibitor, was added to 
override the SAC [55]. As predicted, AZ3146 induced 
anaphase onset in the cells with polar chromosomes 
leading to obvious non-disjunction events (Arrows 
in Fig. 4A, Supplemental Movie S1). Importantly, 
lagging chromosomes were not observed (Arrowheads 
in Fig. 4A, lower panels). By contrast, addition of 
AZ3146 in the absence of GSK923295 resulted in 
anaphases with chromosomes near the poles and in 
the midzone that appeared to get stretched between 
the two separating masses (Fig. 4A, Supplemental 
Movie S2). To confirm that this strategy also induces 
chromosome missegregation in diploid cells we repeated 
the analysis in HCT116 cells. Quantitation of time-lapse 
sequences showed that 98% of the anaphases observed 
in GSK923295-AZ3146-treated cultures underwent 
anaphase with unaligned chromosomes (Fig. 4B). To 
confirm that these cells completed cytokinesis, HCT116 
cells were exposed to GSK923295 for 4 hours and 
mitotic-arrested cells isolated by selective detachment. 
Flow cytometry analysis showed that the vast majority 
of the isolated cells had 4c DNA contents consistent 
with mitotic arrest (Fig. 4C). Two hours after addition of 
AZ3146 the vast majority of cells had 2c DNA contents, 
indicating that they had completed chromosome 
segregation and cytokinesis. To confirm that these 
cells were aneuploid, we performed in situ fluorescent 
hybridization on interphase cells following sequential 
GSK923295-AZ3146 exposure, using probes to detect 
the centromeres of chromosomes 6 and 7 (Fig. 4D). 
We focussed on cell pairs to enrich for daughters. In 
control populations, we typically saw two foci for 
each of the probes. In drug-treated populations, we 
often saw cell pairs where one cell had three foci 
for one of the probes while the adjacent cell only 
had 1, i.e. a 3+1 foci pattern (Fig. 4D), indicating a 
missegregation event. Quantitation showed that ~9% 
of cells missegregated chromosome 6 or 7. By contrast, 
following a monastrol washout, only ~2% of cells had 
3+1 foci. Multiplying these rates by the total number 
of chromosomes per cell to calculate how often any 
chromosome missegregates indicates cells treated with 
sequential GSK923295-AZ3146 exposure missegregate 
~2 chromosomes per division, compared to monastrol 
washout where less than 50% of divisions result in a 
single missegregation event (42%). Missegregation 
in untreated populations is rare, with only one 
missegregation event in 100 divisions.

DISCUSSION

Chiral amino alcohols are important building 
blocks for medicinal chemistry and drug discovery 
[56–58]. In particular, 1S-(2-amino-3-pyridinyl)ethanol 
(S)–2 is a crucial component in the synthetic route to 
GSK923295. However, access to amino alcohol motifs 
in enantiopure form, using either asymmetric synthetic 
methods or resolution, is often difficult thus reducing 
the overall efficiency of syntheses. We show here that an 
enzyme-based kinetic resolution using CALB, efficiently 
and reproducibly gives the maximum 50% yield of the 
required 1S-(2-amino-3-pyridinyl)ethanol (S)–2 in high 
enantiomeric excess. A previously reported route to 
GSK923295 involved resolution of rac–2 by chiral HPLC 
[40]; a process that we found to be unsatisfactory. In turn, 
our asymmetric biocatalytic approach has resulted in an 
efficient and convenient route to GSK923295. Our novel 
asymmetric approach has the potential to deliver novel 
compounds inspired by GSK923295.

We set out to use GSK923295 in conjunction with 
the Mps1 inhibitor AZ3146 to efficiently induce whole 
chromosome aneuploidies without major disruption 
to the spindle and without inducing DNA damage. 
Consistent with previous reports [41], our data shows 
that GSK923295 does not prevent spindle assembly but 
efficiently and rapidly prevents complete chromosome 
alignment. Importantly, GSK923295 is reversible; 
following washout, the remaining chromosomes align and 
anaphase occurs in a timely manner. While this suggests 
that GSK923295 does not induce irreparable damage, 
note that prolonged mitotic arrest in the presence of a 
functional spindle can induce cohesion fatigue, which 
is irreversible [51, 52].This can be avoided either by 
short mitotic arrests or selecting cell lines that are more 
resistant to cohesion fatigue. Indeed, when overriding the 
SAC in GSK923295-treated DLD-1 cells, the majority of 
chromosomes appeared to segregate normally. Importantly 
however, the polar chromosomes missegregated giving 
rise to aneuploid daughters. Although Cenp-E is required 
to maintain the integrity of kinetochore-microtubule 
interactions on bioriented chromosomes [59, 60], when 
we triggered anaphase in GSK923295-arrested cells, we 
did not observe lagging chromosomes or bridges. Thus, 
in contrast to nocodazole and monastrol washouts, the 
approach we describe is promising in terms of inducing 
whole chromosome aneuploidies without concomitant 
DNA damage. Moreover, interphase FISH indicates that 
the sequential GSK923295-AZ3146 exposure gave rise to 
~2 chromosome missegregation events per division, and 
is thus about five-fold more efficient than a monastrol-
washout-based strategy.

The chemical biology approach we describe 
here to induce aneuploidy has several advantages 
over molecular genetic approaches. Small molecular 
inhibitors can efficiently induce highly penetrant effects 
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across whole cell populations, facilitating, for example, 
large-scale bio- chemical experiments that are more 
difficult to achieve with RNAi. And indeed, we show 
that > 95% of cells treated with GSK923295-AZ3146 
missegregate at least one chromosome. Inhibitors can 
easily be combined with other modalities, such as RNAi. 
This may facilitate RNAi screens for cellular responses 
to aneuploidy. Inhibitors inactivate their targets with 
rapid onset, allowing loss-of-function experiments to be 
conducted with precise temporal control. Consequently, 
the assay we describe here involves short time courses 
that can be used to avoid issues such as cohesion 
fatigue. Finally, small-molecule regimens can easily 
be transferred from one cell type or even species to 
another, including specialized cell types, which are not 
amenable to RNAi-based strategies. This could facilitate 
aneuploidy induction in specialised cell types, such 
as stem cells, or in existing lines expressing specific 
biosensors and reporters.

Interestingly, when RKO cells were exposed 
to GSK923295, 26% arrested in mitosis but then 

eventually divided. Whether these dividing cells aligned 
all their chromosomes before committing to anaphase, 
or whether they underwent anaphase with unaligned 
chromosomes is not known. Distinguishing between 
these two possibilities is important; the first possibility 
implies SAC satisfaction while the latter implies SAC 
exhaustion. High-resolution time-lapse imaging will 
be required to address this. Following division in the 
presence of GSK923295, the vast majority of cells then 
failed to undergo another mitosis, indicating a robust cell 
cycle arrest. Again, determining whether the dividing 
cells underwent anaphase with unaligned chromosomes 
or not will be required to determine why these cells 
engaged post-mitotic anti-proliferative responses. If 
chromosome segregation was completed, then it could 
be the prolonged arrest was sufficient to induce the 
subsequent G1 arrest [61]. If anaphase was initiated 
with unaligned chromosomes, then DNA damage and/or 
aneuploidy could be the cause [19, 20]. Distinguishing 
between these possibilities is an important area for 
future experimentation. Moreover, the chemical biology 

Figure 4: Sequential Cenp-E and Mps1 inhibition generates aneuploid daughter cells. A. Time lapse sequences of DLD-1 
histone-H2B-mCherry cells treated with the Mps1 inhibitor alone or Cenp-E inhibitor treated cells, washed into the Mps1 inhibitor. Arrows 
indicate mitotic defects: unaligned chromosomes/lagging chromosomes. B. Quantification of the number of anaphases in HCT-116 cells 
with unaligned chromosomes after treatment with Cenp-E inhibitor alone or Cenp-E inhibitor and Mps1 inhibitor combined. C. DNA 
content histograms of Cenp-E and Cenp-E and Mps1 inhibitors treated cells. D. FISH analysis labelling chromosomes 6 and 7 in control 
and Cenp-E and Mps1 inhibitor treated cells. Bar: 10 μm. E. Bar chart quantifying the number of pairs of daughter cells with 3+1 foci under 
control, monastrol washout (100 μM), and Cenp-E and Mps1 inhibitor treated conditions.
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approaches we describe here have potential in terms 
of understanding how cells respond to chromosome 
missegregation and tolerate aneuploidy.

MATERIALS AND METHODS

Synthesis

All synthetic methods were as described previously 
[42]. All chemicals were purchased from Sigma. In a 
closed reaction vessel equipped with bleach trap, S-ethyl 
thiohexanoate (10 mmol) (3) was added to racemic 
1-(2-aminophenyl)ethanol (1 mmol) (rac–2) and the 
CALB enzyme preparation (50% w/w). The reaction 
proceeded at 39°C and was monitored via HPLC analysis 
(Chiralcel OD-H; Heptane: ethanol 90:10, 0.1% IPAM; 
Flow: 0.8 mL/min). After completion at 12 hours, the 
enzyme was removed by filtration. The mixture was then 
purified by column chromatography (ethyl acetate as 
eluent) to give ester (R)–4 and the unreacted alcohol (S)–2.

Unreacted alcohol (S)–2. Colourless oil. 
RT = 10.8 min. Yield: 50%. ee: > 99%. [α]D = -0.5o 
(ethanol, c = 1.00).

Ester (R)–4 obtained from reacting alcohol (R)–2. 
Colourless oil. RT = 7.1 min. Yield: 50%. 1H NMR (400 
MHz, CDCl3) δ 0.78–0.86 (m, 3H, CO(CH2)4CH3), 
1.18–1.30 (m, 4H, CO(CH2)2(CH2)2CH3), 1.49–1.59 
(m, 5H, COCH2CH2(CH2)2CH3), OCHCH3), 2.23–2.29 
(m, 2H, COCH2(CH2)3CH3), 5.15 (s, 2H, NH2), 5.82 
(q, J = 6.8 Hz, 1H, OCHCH3), 6.58 (dd, J = 5.2, 7.8 Hz, 
1H, H-5), 7.40–7.41 (m, 1H, H-4), 7.86–7.88 (m, 1H, 
H-6). 13C NMR (100 MHz, CDCl3) δ 13.9 (CO(CH2)4CH3), 
19.1 (CH3CHOH), 22.3 (CO(CH2)3CH2CH3), 24.6 
(CO(CH2)2CH2), 31.1 (COCH2CH2CH2), 34.3 (COCH2CH2), 
68.9 (CH3CHOH), 113.6 (CH-5), 119.9 (C-3), 136.2 (CH-4), 
146.4 (CH-6), 156.4 (C-2). 173.3 (CO).

Cell lines

DLD-1, HeLa, RKO and HCT-116 cell lines 
were cultured in DMEM plus 10% fetal calf serum 
(LifeTechnologies), 2 mM glutamine, 100 U/mL 
penicillin, and 100 U/mL streptomycin (Lonza) at 37°C 
in a humidified 5% CO2 atmosphere. DLD-1 Histone-
H2B-mCherry were as described previously [62]. Small 
molecule inhibitors dissolved in DMSO were as follows: 
GSK923295, Cenp-E inhibitor (in house); AZ3146, Mps1 
inhibitor (Tocris); Monastrol, Eg5 inhibitor (Sigma).

Immunofluorescence

Cells were plated at 8 × 104 cells/mL on 19 mm 
(VWR International) coverslips at 500 μL. After overnight 
incubation, the Cenp-E inhibitor was added for various 
time periods. Cells were fixed with 1% formaldehyde, 
quenched with glycine, and then permeabilised with PBST 
(PBS and 0.1% Triton X-100). For microtubule staining 
the PEM buffer was used. Cells were pre-extracted with 
100 mM Pipes, 1 mM MgCl2, 0.1 mM CaCl2, and 0.1% 
Triton X-100 for 90 seconds, followed by fixation with 
4% formaldehyde in PEM buffer for 10 minutes. Cells 
were then incubated with sheep anti-Bub1 SB1.3 [49] 
and with mouse anti-tubulin TAT1 [63], for 30 minutes, 
and then washed and incubated with secondary antibodies 
Cy2-, and Cy3-, antisheep/mouse (Millipore) for 
30 minutes. Hoechst 33358 (Sigma) at 1 μg/mL was then 
added to the cells, followed by mounting onto slides with 
90% glycerol and 20 mM Tris-HCl, pH 8.0. Images were 
taken at room temperature with a restoration microscope 
(DeltaVision RT; Applied Precision) using a 100x 1.40 NA 
Plan Apo objective and a filter set (Sedat Quad; Chroma 
Technology Corp.). Images were captured with a charge-
coupled device camera (CoolSNAP HQ; Photometrics) 
with a z-optical spacing of 0.2 μm. Raw images were 
then deconvolved with the SoftWorx software (Applied 
Precision), and these were then processed, and PhotoShop 
(Adobe) was used to analyse the images.

Time lapse

Cells were plated at 8 × 104 cells/mL in a 24 well 
plate (Corning) at a volume of 500 μL. 16 hours later 
DMSO (control) or Cenp-E inhibitor (50 nM) were 
added. Cells were then imaged every 2 minutes using 
a Zeiss Axiovert 200 microscope, with an automated 
PZ-2000 stage (Applied Biosystems), with cells maintained 
at 37°C and a continuous flow of 5% CO2. Images were 
acquired with a 60x objective. All the shutters, filter 
wheels and point visiting were driven by MetaMorph 
software (Universal imaging). Images were taken with a 
camera (CoolSNAP HQ; Photometrics) and processed with 
Photoshop (Adobe), and Quicktime (Apple).
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FACS

The method was as previous [48]. After harvesting, 
samples were fixed in 100% ethanol at −20°C 
overnight, and after washing with PBS, cells were 
resuspended in propidium iodide (40 μg/mL) and RNase 
(50 μg/mL), leaving at room temperature for 30 minutes. 
Flow cytometric analysis was performed measuring 
DNA content of at least 10, 000 cells using a Cyan ADP 
(Beckman Coulter), and Summit 4.3 was used for data 
analysis.

Proliferation and apoptosis assays

For the cell proliferation, caspase 3/7 activation 
and the phase imaging, cells were plated in a 96 
well plate (Greiner Bio-One) at a density of 1 × 105 
cells/mL, with 100 μL per well. The IncuCyte ZOOM 
(Essen BioSciences) was used to image the cells, 
according to the manufacturer’s instructions. Prism 
(GraphPad) was used for the analysis and fate profiling.

Interphase FISH

HCT-116 cells were plated at a density of 8 × 104 
cells/mL onto glass coverslips. After drug treatment, cells 
were washed and 75 mM potassium chloride was added. 
Samples were fixed with methanol-acetic acid (3:1). 
Alpha-satellite probes for chromosomes 6 and 7 (MP 
Biomedicals and Cytocell) were used consistent with 
the manufacturers protocol. Chromosome signals in 300 
nuclei were scored according to [16]. FISH images were 
acquired as 0.25 μm optical sections with the 60x 1.4 NA 
objective and are projections of four to five merged planes 
in the z-axis.
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SUMMARY

Taxol and other antimitotic agents are frontline chemotherapy agents but the mechanisms responsible for
patient benefit remain unclear. Following a genome-wide siRNA screen, we identified the oncogenic tran-
scription factor Myc as a taxol sensitizer. Using time-lapse imaging to correlate mitotic behavior with cell
fate, we show that Myc sensitizes cells to mitotic blockers and agents that accelerate mitotic progression.
Myc achieves this by upregulating a cluster of redundant pro-apoptotic BH3-only proteins and suppressing
pro-survival Bcl-xL. Gene expression analysis of breast cancers indicates that taxane responses correlate
positively with Myc and negatively with Bcl-xL. Accordingly, pharmacological inhibition of Bcl-xL restores
apoptosis in Myc-deficient cells. These results open up opportunities for biomarkers and combination ther-
apies that could enhance traditional and second-generation antimitotic agents.

INTRODUCTION

Antimitotic drugs are frontline treatments for breast, ovarian, and

lung cancer, as well as various hematological malignancies (Du-

montet and Jordan, 2010). These drugs bind tubulin and inhibit

microtubule dynamics, and although many cancers initially

respond well, some are intrinsically resistant and others acquire

resistance (Murray et al., 2012). Predicting which cancers will

respond is hampered by our limited understanding of the molec-

ular mechanisms responsible for patient benefit (Gascoigne and

Taylor, 2009; Weaver, 2014). At high concentrations, antimitotic

drugs disrupt spindle assembly, leading to mitotic arrest by

persistent activation of the spindle assembly checkpoint (SAC)

(Lara-Gonzalez et al., 2012). SAC activation blocks the anaphase

promoting complex/cyclosome (APC/C), thereby preventing

ubiquitination and degradation of cyclin B1, in turn maintaining

the mitotic state. Following prolonged arrest, cells either die in

mitosis or undergo ‘‘slippage,’’ returning to interphase without

completing cell division (Brito and Rieder, 2006). Following slip-

page, p53-dependent post-mitotic responses then induce cell

cycle arrest, senescence, or apoptosis (Rieder and Maiato,

2004). At lower taxol concentrations, the SAC becomes satis-

fied, allowing cells to progress through mitosis, albeit with spin-

dle abnormalities and chromosome segregation errors (Zasadil

et al., 2014). Bypassing both death in mitosis (DiM) and post-

mitotic responses can fuel chromosome instability and taxane

resistance (A’Hern et al., 2013).

The competing-networks model helps explain whether a

cell either dies in mitosis or undergoes slippage (Gascoigne and

Taylor, 2008). According to thismodel, two independent networks

dictate mitotic cell fate, one slowly generating a death signal, the

other slowly degrading cyclin B1, leading to slippage. During a

Significance

Antimitotic agents such as the taxanes are used widely to treat various cancers. To address limitations with these agents, a
new generation of inhibitors that disrupt mitosis without affectingmicrotubule dynamics is being evaluated, including drugs
targeting mitotic kinesins and mitotic kinases. However, we still have limited understanding of the mechanisms that dictate
cell fate in response to mitotic disruption. Here we show that Myc drives expression of an apoptotic network that sensitizes
breast, ovarian, lung, and colon cancer cells to drugs that both activate and override the spindle assembly checkpoint.
Moreover, we show that Myc promotes both p53-independent death inmitosis and p53-dependent post-mitotic responses.
Our results raise opportunities to explore biomarkers and combination therapies aimed at enhancing antimitotic efficacy.
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prolonged arrest, these networks work in opposite directions:

while cell death signals become stronger, cyclin B1 levels slowly

fall due to incomplete penetrance of SAC-mediated APC/C inhibi-

tion (Brito and Rieder, 2006). Both networks have thresholds and

the fate of the cell is dictated by which threshold is breached first.

Whereas our understanding of the mechanisms regulating cyclin

B1 degradation is well advanced, less is known about death in

mitosis. It involves the intrinsic apoptosis pathway; however,

how this is regulatedduringmitosis is unclear (TophamandTaylor,

2013). The nature of the apoptotic trigger is also unclear, but DNA

damage seems a likely candidate, with one source being partial

activation of caspase-activated DNase (CAD), caused by cyto-

chrome c leakage frommitochondria (Orth et al., 2012). A second

source is telomere deprotection, driven by the mitotic kinase

AuroraB (Hayashi et al., 2012). In light of our limited understanding

regarding the mechanisms responsible for apoptosis during a

mitotic arrest, we adopted an unbiased approach and screened

a genome-wide library for siRNAs that suppress taxol-induced

cell death. To define how genes identified in the screen modulate

antimitotic responses, we then used single-cell time-lapse imag-

ing to directly correlatemitotic behavior with subsequent cell fate.

RESULTS

A Genome-wide Screen for Regulators of Mitotic
Cell Fate
The competing-networks model predicts that suppressing death

signals during mitotic arrest provides more time for cyclin B1

degradation, thereby shifting cell fate fromdeath to slippage (Fig-

ure 1A). To test this, we screened an siRNA library to identify

genes required for DiM. Because slippage results in cell survival,

we based the screen on a viability assay (Figure S1A). To maxi-

mize the assay’s dynamic range, we treated RKO cells, which

predominantly undergo DiM (Gascoigne and Taylor, 2008), with

a saturating concentration of taxol to ensure maximal mitotic

blockage and apoptotic response. We also synchronized the

cells to maximize cell death by 48 hr (Figure 1B). The primary

screen identified 325 hits (Figure S1B). To filter out off-target

hits, we performed a secondary screen using a pool of four

different siRNAs, yielding 100 hits. Because taxol-induced death

requires mitotic entry and robust spindle checkpoint activation,

we predicted that in addition to DiM genes, the screen would

also uncover genes required for cell cycle progression and SAC

function. Indeed, we identified all the known SAC components,

several kinetochore proteins required for SAC function and the

entire chromosomal passenger complex, plus several genes

required for mitotic entry (Figure 1C). To distinguish cell cycle

andSACgenes frompotential DiMgenes,weperformeda tertiary

screen measuring mitotic index at 24 hr (Figure 1B) and plotted it

against viability at 48 hr (Figure 1C). To hone in on potential DiM

genes, we focused on hits with a high mitotic index at 24 hr and

a substantial viability score at 48 hr (Figure 1C). Time-lapse mi-

croscopy showed that siRNA pools targeting KCNK1, ZNF791,

SNTA1, and MYC shifted cell fate from death to slippage (Fig-

ureS1C). Importantly,mitotic exit wasnot accelerated, indicating

inhibition of apoptosis rather than SAC override.

Myc Is a Regulator of Cell Fate following Prolonged
Mitotic Arrest
Of the four hits, we first focused on MYC, which encodes the

bHLH-Zip transcription factor c-Myc (hereafter Myc). Myc, a

potent oncogenederegulated inmany cancers, regulates amulti-

tude of genes via both transcriptional amplification and co-fac-

tor-dependent activation/repression (Conacci-Sorrell et al.,

2014; Eilers and Eisenman, 2008; Hann, 2014; Wolf et al.,

2015). Myc thus drives numerous biological pathways including

proliferation, biogenesis, and metabolism which, when deregu-

lated, promote transformation and tumorigenesis. Because

Myc can also drive apoptosis, primarily via the ARF-MDM2-p53

pathway (Lowe et al., 2004; McMahon, 2014), we considered it

an attractive candidate for a DiM gene. To validate Myc as a

bona fide on-target hit, we deconvolved the siRNA pools, identi-

fying four distinct siRNAs that repressed Myc and inhibited DiM

(Figures S1D and S2A). When combined, these four siRNAs

reduced Myc protein levels by 90% and shifted cell fate in favor

of slippage (Figures 2A and 2B). In nine control experiments,

quantitating 100 cells per population, 82% of cells underwent

DiM,while 18%slipped (Figure 2C). In fiveMycRNAi populations,

45% of cells died, while 55% slipped. Moreover, titrating the

siRNAs revealed a correlation between Myc protein levels and

cell fate (Figure 2D). In addition, anRNAi-resistantMyc transgene
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reverted the fate profile back toward DiM (Figure S2B). To further

validate Myc, we turned to non-RNAi modalities, in particular the

small molecules DMSO and JQ1 (Figure S2C). DMSO, which

blocks transcriptional elongation of MYC (Eick and Bornkamm,

1986), efficiently suppressed Myc in RKO cells (Figure S2C) and

reduced DiM from 92% to 58% (Figure S2D). JQ1 displaces the

Brd4 transcriptional elongation factor from the MYC promoter

A

B C

D E

F G

Figure 2. Myc Is a Regulator of Mitotic Cell

Fate

(A) Immunoblots showing Myc inhibition.

(B) Fate profiles of RKO cells exposed to 0.1 mM

taxol following Myc RNAi.

(C) Cell fate in nine control and five Myc RNAi

populations.

(D) Correlation between Myc protein levels and cell

fate.

(E) Fate profiles of RKO cells exposed to 0.1 mM

taxol and 0.5 mM JQ1.

(F) Time spent arrested in mitosis; entire population

(gray), cells that die (red), and cells that slip (blue).

(G) Time arrested in mitosis with lines con-

necting cells from the same population. **p < 0.01,

****p < 0.0001.

See also Figure S2.

(Filippakopoulos et al., 2010; McKeown

and Bradner, 2014) and accordingly JQ1

inhibited Myc expression in RKO cells (Fig-

ure S2C). This was accompanied by a sub-

stantial effect on proliferation (Figure 2E).

However, of the cells that did enter mitosis,

only 56% were killed by taxol, demon-

strating a shift in favor of slippage (Fig-

ure 2E). Significantly, a Myc cDNA resisted

the DMSO and JQ1 effects and restored

DiM (Figure S2D). To determine whether

Myc’s role in DiM depends on its ability to

modulate gene expression, we turned to

Omomyc, a mutant bHLH-Zip domain

that sequesters Myc in complexes unable

to bind to E-boxes (Soucek et al., 2002).

Inducing Omomyc in RKO cells inhibited

DiM (Figure S2B), indicating that Myc

most likely promotes DiM via its canonical

role as a transcription factor. Interestingly

Myc V394D, which cannot bind the

Miz1 transcriptional repressor (Wiese

et al., 2013), rescued Myc RNAi (Fig-

ure S2B), suggesting that Myc promotes

DiM largely via transcriptional activation.

Taking together the RNAi data, the DMSO,

JQ1, and Omomyc experiments, we

conclude that Myc is a key determinant of

cell fate following prolonged mitotic arrest.

Using Myc to Test the Competing-
Networks Model
The competing-networks model predicts

that suppressing mitotic death provides

more time for cyclin B1 degradation, thus shifting the balance

toward slippage. A corollary is that the average time spent in

mitosis should increase (Figure 1A). Consistently, whereas

controls spent 17.1 hr arrested in mitosis, Myc-deficient cells

spent 21.3 hr (Figure 2F) arrested in mitosis. Moreover, when

we compared the cells that died, controls took 16.0 hr, whereas

Myc-deficient cells took 20.4 hr; thus, even if a cell did not
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escape death, inhibiting Myc delayed its onset. Slippage typi-

cally took longer than DiM (Figure 2G) and the time from mitotic

entry to slippagewas not significantly affected byMycRNAi (Fig-

ure 2F), consistent with the notion that the two competing net-

works are independent, and that Myc influences the death

pathway but not the slippage pathway.

Myc Inhibition Deregulates an Apoptosis Module
To define how Myc promotes DiM, we interrogated mitosis and

apoptosis gene expression modules using Nanostring technol-

ogy. With the exception of Cenp-T, all the mitosis genes were

suppressed following Myc RNAi (Figure 3A), reflecting Myc’s

role as a transcriptional amplifier and/or cell cycle driver. Of

the three notably repressed genes, Survivin and Mad2 promote

chromosome alignment and SAC function. Consistently, in the

absence of taxol, whereas overall mitotic timing was normal in

Myc RNAi cells, chromosome alignment was delayed slightly

and anaphase onset slightly accelerated (Figure S3A). Neverthe-

less, despite these subtle effects on an unperturbedmitosis, Fig-

ure 2 clearly demonstrates that Myc-deficient cells mount a

robust SAC response in 100 nM taxol, suggesting that mitotic

deregulation is unlikely to account for the shift in cell fate. We

therefore turned to the apoptosis module, which included 12 up-

regulated and six downregulated genes (Figure 3A). Because
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Figure 3. A Cluster of Redundant BH3-Only

Proteins Promote Death in Mitosis

(A) Gene expression changes following Myc RNAi;

y axis shows the fold change and circle sizes

reflect the number of transcripts detected. Hori-

zontal lines represent mean ± 1 SD.

(B–E) Fate profiles of RKO cells exposed to 0.1 mM

taxol following tet-induced overexpression of

Bcl-xL (B); RNAi-mediated co-repression of Myc

and Bcl-xL (C); RNAi-mediated co-repression of

Bim, Bid, and Noxa (D); and tet-induced over-

expression of Bim following Myc RNAi (E).

See also Figure S3 and Table S3.

Myc RNAi promotes survival, the domi-

nant effectors are likely to be upregulated

pro-survival genes and/or downregulated

pro-death genes. Of the upregulated

genes, Bcl-xL is a well-established pro-

survival factor, while three of the down-

regulated genes, namely Bid, Bim, and

Noxa, encode BH3-only pro-apoptotic

proteins (Figure 3A). Because these are

Myc effectors in other contexts (McMa-

hon, 2014), we analyzed them in more

detail.

BH3-Only Pro-apoptotic Proteins
Are Redundant Effectors of Myc
Consistent with Myc’s known ability to

repress Bcl-xL (Eischen et al., 2001),

Myc RNAi elevated Bcl-xL protein levels

in RKO cells (Figure S3B). Ectopic over-

expression of Bcl-xL suppressed both

DiM and post-mitotic apoptosis (Figures

3B and S3C), supporting the notion that Bcl-xL is a potent mitotic

survival factor (Bah et al., 2014; Minn et al., 1996; Upreti et al.,

2008). However, ectopic Bcl-xL enhanced survival more potently

than Myc RNAi, suggesting that other consequences of Myc

inhibition attenuate the pro-survival effect of increased Bcl-xL

(Eichhorn et al., 2014). Indeed, whereas Mcl1 transcripts fell

only marginally upon Myc RNAi, Mcl1 protein levels fell substan-

tially (Figures S3B and S3E), possibly due to deregulation of

factors involved in Mcl1 turnover. However, in taxol-arrested

cells, this residual Mcl1 appeared to resist mitotic degradation

(Figure S3E). Nevertheless, despite these complexities, we

reasoned that Bcl-xL upregulation alone is unlikely to explain

the Myc RNAi phenotype, and therefore we turned our attention

to the downregulated pro-death genes.

The downregulated BH3-only proteins (Figure 3A), namely

Bid, Bim, and Noxa, are known to be upregulated by Myc,

either directly or via the ARF-MDM2-p53 pathway (McMahon,

2014). If Bid, Bim, and Noxa are important Myc DiM effectors,

then their inhibition should mimic Myc RNAi. However, because

they did not manifest in the screen they are unlikely to be

essential for DiM. Indeed, repression of each in isolation or in

pairs had little effect on mitotic fate (Figure S3G). In contrast,

co-repression of Bim, Bid, and Noxa tipped the balance in favor

of slippage (Figure 3D), consistent with them being redundant
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downstream effectors of Myc. A corollary is that overexpres-

sion of any one should revert the Myc RNAi phenotype. Indeed,

transgenic Bim restored DiM in Myc RNAi cells (Figures 3E and

S3H). Consistent with the competing-networks concept, Bim/

Bid/Noxa RNAi extended mitotic timing, whereas induction of

Bim accelerated the onset of DiM (Figure S3I). We conclude

therefore that Bim, Bid, and Noxa are redundant Myc effectors

required for DiM.

MYC Sensitizes Various Cancer Lines to
Antimitotic Drugs
To test the role of Myc in a wider context, we inhibited Myc in 12

cell lines derived from colon, lung, breast, cervical, and ovarian

cancers (Figure S4A), then exposed them to a panel of antimi-

totic drugs including agents targeting Eg5/KSP, Plk1, Cenp-E,

Aurora A, Aurora B, and Mps1. To monitor apoptosis, we used

time-lapse imaging to measure caspase-3/7 activity. The effects

of inhibiting Myc were strikingly consistent, significantly attenu-

ating apoptosis in nine lines (Figure 4A). Interestingly, Myc inhibi-

tion had little effect in three lines, namely DLD-1, H1703, and

Caov-3. The competing-networks model may explain these ex-

A B

C D

Figure 4. Myc Promotes Post-mitotic Death

(A) Apoptosis induction in cell lines indicated

exposed to various antimitotic agents following

Myc RNAi.

(B) Graph quantitating death following slippage in

the presence of 0.1 mM taxol.

(C) Fate profiles of wild-type and p53-deficient

HCT116 cells following Myc RNAi then exposed to

the Mps1 inhibitor AZ3146 (2 mM). Numbers indi-

cate percentage of cells that undergo one division

(white), multiple divisions (black), post-mitotic

death (green), and DiM (red).

(D) Fate profiles of RKO cells exposed to 10 nM

taxol in combination with 100 nMWEHI-539. In (C),

0 hr is when imaging started.*p < 0.05, **p < 0.01.

See also Figure S4 and Table S4.

ceptions. DLD-1 cells slip very quickly

(Gascoigne and Taylor, 2008); therefore,

despite inhibiting DiM, slippage would

be expected to continue such that Myc

RNAi has little effect. Conversely, H1703

cells die very quickly and rarely slip,

suggesting that despite delaying DiM,

slippage may not be fast enough to

permit exit. Nevertheless, Myc promotes

apoptosis in a variety of cancer lines

exposed to various antimitotic agents.

MYC Promotes Apoptosis following
Slippage
In contrast to taxol, drugs targeting

Aurora B and Mps1 drive cells through

an aberrant mitosis (Keen and Taylor,

2009), suggesting that Myc also pro-

motes apoptosis following slippage.

Indeed, following exit from a prolonged

taxol arrest, Myc RNAi reduced cell

death from 60% to 25% (Figure 4B). Moreover, in response

to an Mps1 inhibitor, Myc RNAi reduced post-mitotic

apoptosis from 40% to 18% (Figure 4C) and enhanced colony

formation (Figure S4B). Canonical Myc-driven apoptosis in-

volves the ARF-MDM2-p53 pathway; however, because p53

is disengaged during mitosis, Myc-dependent DiM is likely

p53-independent. Indeed, Myc RNAi suppressed apoptosis

in p53-deficient HCT116 cells treated with mitotic blockers

(Figure 4A). Consistent with p53 restraining further cell cycle

progression following an aberrant mitosis (Thompson and

Compton, 2010), p53 deletion increased the number of

HCT116 cells entering a second mitosis from 32% to 68% (Fig-

ure 4C). However, apoptosis was only slightly affected by p53

loss, 30% versus 40% in controls, indicating that post-mitotic

apoptosis is largely p53-independent. Interestingly, whereas

Myc RNAi only had a marginal effect on post-mitotic apoptosis

in p53-deficient cells, it increased the number of p53-proficient

cells entering a second mitosis from 32% to 58% (Figure 4C).

Thus, following an aberrant mitosis, Myc not only enhances

post-mitotic apoptosis but also suppresses cell cycle progres-

sion, possibly via the ARF-MDM2-p53 pathway.
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Myc Enhances Survival in Low-Dose Taxol
In breast cancers, taxol does not accumulate to concentrations

high enough to induce prolonged mitotic arrest; rather cells

progress through mitosis, albeit with chromosome segregation

errors (Zasadil et al., 2014). Because Myc promotes post-mitotic

death, we reasoned that Myc would also influence low-dose

taxol responses. To test this, we reduced the taxol concentration

to 10 nM (Figure S4C), a concentration in cell culture medium

that results in intracellular concentrations similar to those

measured in breast cancer (Zasadil et al., 2014). In 10 nM taxol,

most RKO cells died in mitosis but 31% divided, indicating that

the taxol concentration was ‘‘on the edge’’ (Figure 4D). Of those

that divided, 12.5% died in the next interphase. Strikingly, Myc

RNAi cells spent considerably less time in mitosis then divided,

indicating that the SAC became satisfied (Figure 4D). Consis-

tently, Myc RNAi slightly accelerated anaphase onset during

an unperturbed mitosis (Figure S3A). Following division in

10 nM taxol, Myc RNAi cells survived, at least for the duration

of the experiment. These divisions are unlikely to be normal;

A B

C D

E

Figure 5. Overexpression of Myc Sensitizes

Cancer Cells to Antimitotic Agents

(A) Fate profiles and box-and-whisker plot showing

time to DiM in RKO cells exposed to 0.1 mM taxol

following tet-induced overexpression of Myc.

(B) Gene IC50 effects forMYC comparing antimitotic

agents with other drugs.

(C) Heatmaps showing gene expression profiles

of 22 breast tumors (six non-responders and 16

complete/near-complete responders) treated with

capecitabine and docetaxel.

(D) Box-and-whisker plots showing Myc and Bcl-xL

expression levels in non-responsive (N) and

responsive tumors (C).

(E) Bar graphs showing correlations between

MYC and the SAC, cell cycle, and apoptosis genes.

*p < 0.05, **p < 0.01, ***p < 0.001.

See also Figure S5 and Tables S5 and S6.

indeed, when we added 100 nM WEHI-

539, a selective Bcl-xL inhibitor (Lessene

et al., 2013), all the cells that divided

subsequently died (Figures 4D and S4C).

Thus, inhibiting Myc enhances survival in

low-dose taxol but this can be ameliorated

by inhibition of Bcl-xL.

Tumor Cells Overexpressing MYC
Are Sensitive to Antimitotic Agents
Because inhibiting Myc suppresses

apoptosis in response to antimitotic

agents, we asked whether elevating Myc

expression had the opposite effect.

Indeed, tet-induction of a Myc transgene

in RKO cells accelerated DiM by 2.3 hr

and reduced slippage, albeit modestly

(Figure 5A). Moreover, of the cells that

slipped, overexpressing Myc increased

post-mitotic death from 46% to 78%.

Consistently, overexpressing Myc in

Rat1a cells enhances colcemid-induced apoptosis (Li and

Dang, 1999). To examineMyc overexpression in a wider context,

we interrogated the Genomics of Drug Sensitivity in Cancer

database (Garnett et al., 2012), which describes 665 cell lines,

47 of which overexpress Myc, in response to 141 drugs, 11 of

which target microtubules or mitotic regulators. The mean half-

maximal inhibitory concentration (IC50) effect for the 11 antimi-

totic drugs was 0.47 compared to 0.83 for the other 130 drugs

(Figures 5B and S5A), confirming that tumor cells overexpressing

Myc are more sensitive to antimitotic agents compared to drugs

in general.

To determine whether the Myc overexpression effect

extended to patient chemotherapy responses, we interrogated

microarray datasets from XeNA, a clinical trial examining

response rates in women with operable, early stage breast

cancer receiving neoadjuvant capecitabine plus the antimitotic

agent docetaxel (Glück et al., 2012). Tumors from patients

showing complete or near-complete responses tended to have

elevated Myc (Figures 5C and 5D). Next, we analyzed the SAC
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and cell cycle genes identified by the siRNA screen (Figure 1C),

and the Myc regulated genes identified by our Nanostring

analysis (Figure 3A). Although there was no obvious overall cor-

relation between Myc and several housekeeping genes, Myc

correlated positively with the SAC, cell cycle, and apoptosis

genes (Figures 5C and 5E). Moreover, the SAC, cell cycle, and

Myc clusters were elevated in the responsive tumors (Fig-

ure S5B). The elevation was not simply due to a global increase

in gene expression because Bcl-xL displayed a negative correla-

tion (Figures 5C–5E), consistent with Myc-induced suppression

(Figure 3A). Moreover, the correlation between Myc and cell cy-

cle/SAC genes was not simply due to increased proliferation,

because Her2-positive tumors did not show a similar pattern

(Figures 5E and S5C). These results suggest that a positive

response to antimitotic chemotherapy requires entry into

mitosis, a robust SAC response, and the ability to undergo

Myc-dependent apoptosis.

Myc Is Required for Taxol-Induced Apoptosis in Mouse
Intestinal Crypts
The correlation between Myc expression and chemotherapy re-

sponses is provocative. However, Her2-negative breast cancers

include various tumor subtypes and XeNA used multiple chemo-

therapy agents. We therefore turned to a genetically constrained

model system that allows single agent exposure to validate the

role of Myc in the context of an intact tissue. Mice harboring a

conditional MYC allele provided such a system (Phesse et al.,

2014). AhCre+ MYCfl/fl mice were injected with b-napthoflavone

to delete MYC in the small intestine. Four days later, taxol was

administered to induce mitotic arrest and then apoptosis was

measured with caspase 3 staining (Radulescu et al., 2010). In

Myc-deficient intestines, we observed 0.2 apoptotic cells per

intestinal crypt compared to 1.2 in Myc-proficient controls (Fig-

ure 6). We conclude therefore that Myc is a determinant of

mitotic cell fate in the mouse intestine.

Interrogating Kcnk1, Snta1, and Znf791
The transcript profiling and functional experiments indicate that

Myc enhances DiM by suppressing Bcl-xL and upregulating

BH3-only proteins (Figure 3). However, a defining feature of

Myc is its ability to modulate numerous genes thereby influ-

encing various biological processes, including biosynthesis

and metabolism pathways (Conacci-Sorrell et al., 2014; Eilers

and Eisenman, 2008). Consequently, Myc targets not included

in the Nanostring analysis could contribute to the phenotype.

Moreover, the screen identified KCNK1, ZNF791 and SNTA1

(Figure S1C), but it is not immediately obvious how they might

modulate apoptosis. To address these issues, we deconvolved

the Kcnk1, Znf791, and Snta1 siRNA pools. In each case, only

a single siRNA sequence enhanced viability, suggesting that

they were ‘‘off-target’’ hits (Figure S1D). When transfected in

isolation, the active Znf791 and Snta1 siRNAs accelerated

mitotic exit rather than delaying DiM (Figure S1E). In contrast,

the active Kcnk1 siRNA induced a Myc-like phenotype, sup-

pressing DiM without accelerating mitotic exit. Therefore, to

identify the target of this siRNA, and to interrogate Myc target

genes not included in the Nanostring analysis, we turned to

global gene expression profiling.

Egr1 Promotes Death in Mitosis
RKO cells were transfected with Myc, Kcnk1, and Snta1 siRNAs

and then cDNA libraries were sequenced using Illumina HiSeq

technology. Myc RNAi induced numerous changes, with 955

downregulated genes and 1,214 upregulated genes (Figure 7A).

The effect onMyc itself was relatively modest, possibly reflecting

negative auto-regulation (Conacci-Sorrell et al., 2014). Gene

ontology analysis highlighted ribosome biogenesis, metabolism,

gene expression, cell cycle, and apoptosis pathways (Fig-

ure S6C), consistent with known Myc functions. The Kcnk1

siRNA affected 424 genes, with KCNK1 itself one of the most

repressed (Figure 7A). Whereas gene ontology analysis also

highlightedmetabolism and biosynthesis pathways, the p values

and fold enrichment scores were substantially lower (Fig-

ure S6C), indicating that DiM can be suppressed without major

effects on metabolism and biosynthesis pathways.

To understand how the active Kcnk1 siRNA suppresses DiM,

we focused on the 58 downregulated genes in commonwithMyc

(Figure 7B). Only two were repressed more than 2-fold in both

conditions, namely SNORD102 and EGR1. Of these, Egr1, a

zinc finger transcription factor, stands out as it is an established

Myc target required for Myc-dependent, p53-independent

apoptosis, and it cooperates with Myc to upregulate Bim and

Noxa (Boone et al., 2011; Wirth et al., 2014). We reasoned there-

fore that the Kcnk1 siRNA might suppress DiM via inhibition of

Egr1. Consistently, transcript profiling indicated that Bim, Bid,

and Noxa were reduced following Kcnk1 siRNA (not shown).

To test directly whether Egr1 promotes DiM, we transfected

RKO cells with siRNAs specifically targeting Egr1. Strikingly,

this shifted cell fate from DiM to slippage in a manner compara-

ble to Myc siRNA (Figure 7C). Thus, these observations identify

EGR1 as a ‘‘DiM’’ gene and suggest that KCNK1 manifested in

the screen because of off-target activity toward Egr1.

Myc Modulates DNA Damage Accumulation in Mitosis
AlthoughMycandEgr1appear to set the stage forDiM,what actu-

ally triggers apoptosis during a prolongedmitotic arrest is unclear.

During the course of this work, we made two observations sug-

gesting that Myc may modulate two recently identified mecha-

nisms (Hayashi et al., 2012; Orth et al., 2012). First, we noted

that ICAD, the inhibitor of CAD, was markedly reduced by Myc

RNAi (Figure 3A). This was intriguing in light of the demonstration

Figure 6. MYC-Deficient Crypts Are Resistant to Taxol-Induced

Apoptosis

Immunohistochemical staining and quantitation of cleaved caspase 3 in

intestinal sections fromwild-type andMYCmutant mice following 3, 6, and 9 hr

exposure to taxol. Bar represents 50 mm. *p < 0.05.
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that CAD-dependent DNA damage incurred during mitosis acti-

vatesp53 following slippage (Orth et al., 2012). In addition tobeing

an inhibitor of CAD, ICAD is also a chaperone essential for CAD

function (Nagase et al., 2003), and accordingly, inhibition of both

ICAD and Myc reduced CAD (Figure S7A). Moreover, ICAD RNAi

suppressed DiM (Figure 8A), suggesting that by stabilizing CAD,

Myc promotes accumulation of DNA damage during mitosis

thereby accelerating DiM. Consistently, g-H2AX accumulation

was less prevalent in taxol-treated Myc RNAi cells (Figure S7B).

We were also intrigued by the very rapid DiM in cells lacking

Bcl-xL and Mcl1 (Figure S3F). In addition, we noticed that in

the absence of taxol, Bcl-xL/Mcl1-deficient cells often died

upon mitotic entry (Figure S7C). However, it seems unlikely

that ICAD/CAD-dependent damage accumulates fast enough

to trigger apoptosis during an unperturbed mitosis. Indeed,

ICAD RNAi had little protective effect in cells co-depleted for

A

B

C

Figure 7. Egr1 Is a Regulator of Mitotic Cell

Fate

(A) Volcano plots showing gene expression changes

following Myc and Kcnk1 RNAi.

(B) Venn diagram and scatterplot showing common

downregulated genes.

(C) Fate profiles of RKO cells exposed to 0.1 mM taxol

following Egr1 RNAi and immunoblots showing

reduced Egr1 following Myc RNAi.

See also Figure S6 and Table S7.

Bcl-xL and Mcl1 (not shown). In contrast,

telomere deprotection might cause a burst

of DNA damage upon mitotic entry (Hayashi

et al., 2012). Indeed, inhibiting Aurora B in

Bcl-xL/Mcl1-deficient cells reduced DiM

from 69% to 34% (Figure S7C) and sup-

pressing telomere deprotection by overex-

pressing TRF2 also had a protective effect

(Figures 8B and S7D). Inhibiting Myc in

Bcl-xL/Mcl1-deficient cells had an even

more penetrant effect, reducing DiM in the

absence of taxol from 69% to 10% (Fig-

ure S7C). Although this could simply reflect

Myc’s role setting the balance between pro-

survival and pro-death factors, these obser-

vations raise the possibility that Myc may

also modulate the DNA damage-inducing

pathways that trigger apoptosis during a

prolonged mitotic arrest.

DISCUSSION

The success of the siRNA screen was pred-

icated on the existence of genes essential

for DiM. Consistent with the SAC being

indirectly required for DiM (Taylor and

McKeon, 1997), we identified all the known

SAC components. Indeed, SAC genes

frequently manifest in antimitotic RNAi

screens, yet apoptotic regulators rarely do

(Dı́az-Martı́nez et al., 2014). This suggests

that the two networks governing mitotic fate are rather different:

while the SAC consists of essential genes, the DiM network

involves redundant sub-networks. Myc drives expression of

the apoptotic network required for DiM, providing a simple

explanation for why it manifested in the screen. The different ar-

chitectures of the two networks may reflect evolutionary origins

and/or buffering capacities. The SAC, which is conserved from

yeast to man, is an ‘‘all-or-nothing’’ mechanism that responds

to a single input, unattached kinetochores, and is not buffered

by transcription (Lara-Gonzalez et al., 2012). In contrast,

apoptosis, a metazoan characteristic, responds to multiple in-

puts and can be ‘‘fine-tuned’’ by transcriptional buffering de-

pending on developmental context and homeostatic pressures

(Barkett and Gilmore, 1999). The differing architectures also

support the notion that they are largely independent (Gascoigne

and Taylor, 2008; Huang et al., 2010).
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In addition to driving proliferation, Myc overexpression drives

apoptosis via ARF-MDM2-p53 (McMahon, 2014). Because p53

is disengaged during mitosis, it is not clear how this mechanism

could contribute to DiM, and indeed p53 is not required for Myc-

dependent mitotic death. Moreover, Myc can upregulate Bim,

Bid, and Noxa independently of p53 (Campone et al., 2011;

Egle et al., 2004; Eischen et al., 2001; Hemann et al., 2005; Iac-

carino et al., 2003; Muthalagu et al., 2014; Nikiforov et al., 2007).

Recent evidence shows that Myc drives p53-independent

apoptosis by cooperating with Egr1, itself a Myc target (Boone

et al., 2011). Myc promotes EGR1 expression via a non-canoni-

cal mechanism involving ARF and in turn, Myc and Egr1 are co-

recruited to the promoters of BIM andNOXA (Boone et al., 2011;

Wirth et al., 2014). It seems likely, therefore, that in interphase,

Myc and Egr1 upregulate a cluster of redundant pro-apoptotic

BH3-only proteins and suppress Bcl-xL, establishing the

apoptotic network which can later induce DiM without the

need for p53 engagement and de novo gene expression. Upon

entry into mitosis, the apoptotic network is balanced so that a

pro-survival environment is maintained (Figure 8C). However,

in the presence of mitotic blockers, the balance slowly tips in

favor of the pro-apoptotic BH3-only proteins, eventually trig-

gering cell death. Several processes help tip the balance,

including accumulation of DNA damage due to partial CAD acti-

vation and telomere deprotection (Hayashi et al., 2012; Orth

et al., 2012). Also, slow degradation of Mcl1, possibly due to

incomplete APC/C inhibition (Harley et al., 2010), weakens pro-

survival function. When Myc is inhibited, the initial balance is

more heavily weighted toward pro-survival, mitotic death is

thus delayed providing more time for CyclinB1 degradation

and slippage. Myc inhibition may also suppress DNA damage

accumulation, weakening the apoptotic trigger. When Bcl-xL

and Mcl1 are co-inhibited, the balance is so heavily weighted to-

ward pro-death that cells cannot survive a short mitotic arrest,

and even an unperturbed mitosis can induce apoptosis.

Myc is also required for efficient apoptosis in response to

drugs that drive cells through an aberrant mitosis. Whether this

is because these cells inherit an apoptotic balance tipped in

favor of pro-survival or cannot initiate a robust post-mitotic

response remains to be seen. Consistent with the latter, Myc

also promotes cell cycle restraint following SAC override. One

possibility to account for this is the ARF-MDM2-p53 pathway;

by inducing ARF and thus suppressing MDM2, Myc may sensi-

tize the p53-dependent mechanism that detects DNA damage

incurred when chromosomes missegregate (Janssen et al.,

2011). This may explain why ARF-deficient mouse embryonic

fibroblasts tolerate aneuploidies (Silk et al., 2013). Alternatively,

following chromosome missegregation induced by SAC over-

ride, Myc’s ability to drive global gene expression might elevate

the proteotoxic burden that arises in aneuploid daughter cells,

thus enhancing cell cycle suppression (Tang and Amon, 2013).

Interestingly, several mitotic regulators are synthetic lethal with

Myc overexpression, including Cdk1, Survivin, Aurora B, and

the SUMO-activating enzyme SAE-2 (den Hollander et al.,

2010; Goga et al., 2007; Kessler et al., 2012; Yang et al., 2010).

Whether this is due to deregulation of mitosis per se as opposed

to deregulation of cellular responses to mitotic abnormalities is

unclear. Consistent with the former, SAE-2 modulates a spindle

assembly gene expression program (Kessler et al., 2012).

Consistent with the latter, our observations show that Myc en-

hances both DiM and post-mitotic responses.

Antimitotic agents continue to be important frontline drugs,

emphasized by the impressive effect of combining taxanes

with targeted therapies in the treatment of breast cancer (Slamon

et al., 2001). Whether taxanes inhibit tumor growth via antimitotic

or other tubulin-dependent mechanisms remains unclear (Kom-

lodi-Pasztor et al., 2012; Mitchison, 2012). Consistent with Myc

enhancing antimitotic apoptosis, ovarian cancers treated with

taxol and carboplatin responded better if Myc was more highly

expressed (Iba et al., 2004). Consistently, Her2-negative breast

cancers that responded to docetaxel and capecitabine had

higher Myc levels. The correlation between Myc and cell cycle/

SAC genes is especially striking because Her2-positive tumors

do not show a similar pattern. This suggests that docetaxel-ca-

pecitabine responses require cell cycle progression and a robust

SAC response. In contrast, anti-tumor effects mediated by tras-

tuzumab-docetaxel-capecitabine are more likely dominated by

A B

C

Figure 8. Inhibition of ICAD Enhances Slippage

(A) Fate profiles of RKO cells exposed to 0.1 mM taxol following ICAD RNAi.

(B) Fate profiles of RKO cells in the absence of taxol following RNAi-mediated

co-repression Bcl-xL/Mcl1 plus tet-induced overexpression of TRF2. In (B),

0 hr represents when imaging started.

(C) Mechanistic model, see text for details.

See also Figure S7.
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inhibition of Her2-dependent PI3K/Akt survival signaling (Berns

et al., 2007), and therefore less dependent on mitotic entry and

SAC activation. Taken together, these observations suggest

that the Myc network may yield potential biomarkers. However,

a recent study found that while triple-negative breast cancers ex-

hibited elevated Myc expression, this did not predict responses

to neoadjuvant chemotherapy (Horiuchi et al., 2012). Consistent

with the mechanisms we describe here, this study did however

observe that elevated Myc sensitized triple-negative cells to

Cdk1 inhibition in a Bim-dependent, p53-independent manner.

Thus, taking together our observations, the synthetic lethality re-

lationships described above, and the provocative clinical obser-

vations, there is considerable merit in further exploring the links

between the BH3-only/Bcl-xL pathway and mitotic regulators in

the context of Myc-driven tumors. Interestingly, Myc inhibition

had little effect on three cell lines we studied, suggesting that

this avenue may provide insight into intrinsic resistance, while

changes and/or heterogeneity in Myc expression may provide

insight into acquired taxane resistance.

Myc suppresses Bcl-xL in various contexts (Eischen et al.,

2001) and they inversely correlate in the breast cancer gene

expression profiles we analyzed. Moreover, Bcl-xL overexpres-

sion potently blocks Myc-driven apoptosis (Pelengaris et al.,

2002) and our observations reaffirm Bcl-xL as a potent mitotic

survival factor. Although Mcl1 and Bcl-xL can partially compen-

sate for each other during mitosis (Shi et al., 2011), degradation

of Mcl1 during a mitotic arrest means that Bcl-xL becomes

particularly critical following slippage. Because slippage is a clin-

ically relevant phenotype (Zasadil et al., 2014), these observa-

tions make a compelling case for combining Bcl-xL inhibitors

with antimitotic agents. Indeed, the Bcl2/Bcl-xL inhibitor navito-

clax sensitizes ovarian cancer cell lines to taxol (Wong et al.,

2012). Similar combination strategies may also help revive the

prospects of targeted antimitotic agents that have thus far

been disappointing in the clinic (Komlodi-Pasztor et al., 2012;

Mitchison, 2012). ExploringMyc-dependent apoptotic pathways

for predicative biomarkers may also facilitate better clinical eval-

uation of these agents. Finally, as a potent driver of tumorigen-

esis, Myc is itself an attractive anti-cancer target (McKeown

and Bradner, 2014; Sodir and Evan, 2011). However, if superim-

posed on existing taxane chemotherapy regimens, targeting

Myc may be counterproductive, weakening both the SAC and

post-mitotic apoptosis, thereby fueling genomic instability.

This should not detract fromMyc as a target as long asmitigating

strategies are also explored. Our observation that pharmacolog-

ical inhibition of Bcl-xL potently restores apoptosis in Myc-defi-

cient cells exposed to low-dose taxol further supports the case

for exploring Bcl-xL inhibitors in the context of antimitotic

agents.

EXPERIMENTAL PROCEDURES

siRNA Library Screen

RKO cells were synchronized for 16 hr using 2 mM thymidine, released then

seeded in 96-well plates (Greiner Bio-One) containing Opti-MEM media (Life-

Technologies), DharmaFECT 1 transfection reagent (Dharmacon), and siRNAs

at a final concentration of 66 nM, after which 0.1 mM taxol and viability reagent

(CellTiter 96 AQueousOne Solution Cell Proliferation Assay, Promega) were

added after 24 and 68 hr, respectively, and the absorbance at 490 nm

measured after 72 hr. For the tertiary screen, the mitotic index at 24 hr was

determined using a BD Pathway (BD Biosciences). Cell lines and small mole-

cule inhibitors are described in the Supplemental Experimental Procedures.

Functional Experiments

siRNAs and DharmaFECT 1 combined in Opti-MEM media were added to

RKO cells plated at 10 3 104 cells/ml, yielding a final siRNA concentration

of 66 nM. For siRNA sequences, see the Supplemental Experimental Proce-

dures. Open reading frames described in the Supplemental Experimental Pro-

cedures were cloned into pcDNA5/FRT/TO based vectors and isogenic, tetra-

cycline-inducible, stable cell lines generated by co-transfection with pOG44

(Invitrogen) into Flp-In T-REx RKO cells. Phase contrast imaging, cell prolifer-

ation, and apoptosis measurements were performed on an IncuCyte ZOOM

(EssenBioScience) with CellPlayer Kinetic Caspase-3/7 Apoptosis Assay Kit

(EssenBioSciences). Image sequences were analyzed manually and statisti-

cal analysis performed with GraphPad Prism. On fate profiles, 0 hr corre-

sponds to mitotic entry unless stated otherwise in the legend. Immunoblotting

was performed using antibodies described in the Supplemental Experimental

Procedures.

Gene Expression Profiling

Cells transfected with siRNAs were synchronized, released for 5 hr, then RNA

was prepared using Trizol (Life Technologies). One hundred nanograms of

RNA was hybridized with custom nCounter Reporter and Capture probe

sets (Nanostring Technologies) at 65�C overnight, unhybridized probes

removed, complexes bound to the imaging surface, and images acquired us-

ing the nCounter Digital Analyzer. Transcript counts were normalized to house-

keeping genes using nSolver Analysis Software. For global gene expression

profiling, total RNA was processed using the Illumina TruSeq Stranded

mRNA Sample Preparation Kit, then cDNA libraries sequenced on an Illumina

HiSeq 2000 using single read, 50 cycle runs. Quality of sequencing reads was

assessed using FastQC (Babraham Bioinformatics) and aligned to a reference

genome (hg19, UCSC Genome Browser) using TopHat. Sequencing yielded

on average 23.7 million unique reads per sample with a 60.7%–65.7% map-

ping rate. Cufflinks was used to generate transcript abundance as fragments

per kilobase of transcript per million mapped reads (FPKM), and statistical

analysis of FPKM values was calculated using R (Bioconductor).

Inactivation of Myc in the Mouse Intestine

Cre-mediated inactivation of MYC in the intestinal epithelium was induced via

three intraperitoneal (i.p.) injections of 80 mg/kg b-naphthoflavone in 1 day.

Four days later, 10 mg/kg taxol was administered via i.p. injection, tissue har-

vested after various time points, fixed in 4% formaldehyde, then stained for

cleaved caspase 3 (R&D systems). All animal experiments were conducted un-

der an appropriate animal project license approved by the UK home office and

in accordance with the Animal Welfare and Experimental Ethics Committee at

the University of Glasgow.

Statistical Methods

Statistical analysis was performed in GraphPad Prism 6 as follows: ANOVA

plus Bonferroni (Figures 2C and 2F); linear regression (Figure 2D); correlation

(Figures S1B and 5E); Paired t test (Figure 2G); Wilcoxon t test (Figure 4A);

Mann-Whitney (Figures 4B, 5A, 5B, 5D, 6, S3A, S3I, and S5B); Kruskal-Wallis

(Figure S1E). In figures, p values were *p < 0.05, **p < 0.01, ***p < 0.001,

****p < 0.0001. Scatterplots show mean and SD. Unless stated otherwise in

the figure legend, box-and-whisker plots show median, interquartile ranges,

plus min to max range. Figure S1D, mean ± SD; Figure S4B, mean ± SEM.
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Cell fate in response to an aberrant mitosis is governed by two competing

networks: the spindle assembly checkpoint (SAC) and the intrinsic apoptosis

pathway. The mechanistic interplay between these two networks is obscured

by functional redundancy and the ability of cells to die either in mitosis or in

the subsequent interphase. By coupling time-lapse microscopy with selective

pharmacological agents, we systematically probe pro-survival Bcl-xL in

response to various mitotic perturbations. Concentration matrices show

that BH3-mimetic-mediated inhibition of Bcl-xL synergises with pertur-

bations that induce an SAC-mediated mitotic block, including drugs that

dampen microtubule dynamics, and inhibitors targeting kinesins and

kinases required for spindle assembly. By contrast, Bcl-xL inhibition does

not synergize with drugs which drive cells through an aberrant mitosis by

overriding the SAC. This differential effect, which is explained by compen-

satory Mcl-1 function, provides opportunities for patient stratification and

combination treatments in the context of cancer chemotherapy.

1. Introduction
Antimitotic agents including the taxanes and vinca alkaloids are used exten-

sively to treat numerous malignancies, including ovarian and breast cancer as

well as various leukaemias [1]. Patient responses are, however, unpredictable;

some cancers are intrinsically resistant and others acquire resistance. In

addition, toxicity to the peripheral nervous system can be problematic [2].

To address these limitations, a raft of second-generation antimitotic agents has

been developed, including drugs targeting mitotic kinesins and mitotic kinases

[3–7]. Effective clinical use of these novel agents will require the development

of predictive biomarkers and patient stratification. This in turn will require an

in-depth understanding of the molecular mechanisms by which these drugs

kill cancer cells. At present, however, our understanding of the mechanisms by

which mitotic dysfunction leads to cell death is still in its infancy.

Traditional antimitotic agents and many second-generation drugs are mitotic

blockers [4]. By preventing spindle assembly, these drugs chronically activate the

spindle assembly checkpoint leading to a prolonged mitotic arrest which even-

tually leads to cell death, either directly during mitosis or following slippage

back into interphase [8]. Death in mitosis (DiM) and post-mitotic death (PMD)

both result from activation of the intrinsic apoptotic machinery, which is regu-

lated by pro-apoptotic and anti-apoptotic members of the Bcl-2 family [9–13].

On the pro-apoptotic side, the BH3-only proteins, Bim, Bid, Bad and Noxa,

have been shown to contribute to death in mitosis [14–17]. On the anti-apoptotic

side, Bcl-xL and Mcl-1 have been shown to be important mitotic survival factors

[18–23]. However, the relative importance of any given Bcl-2 family member is

complicated by two issues. First, there is considerable functional overlap

among both the pro- and anti-apoptotic factors [12,24–26]. Second, whether

these proteins act differently during DiM and PMD is often obscured by
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population-based approaches that do not distinguish between

death in mitosis or following slippage.

Understanding the relative contributions of the various

Bcl-2 family members to mitotic cell fate is important from

an antimitotic chemotherapy perspective because several

pro-survival inhibitors are being evaluated as anti-cancer

drugs [27,28]. For example, the BH3 mimetic compound class

comprises several molecules that dock into a hydrophobic

groove of pro-survival Bcl-2 family proteins, thereby prevent-

ing binding of their pro-apoptotic BH3-only partners [29].

Frontrunners in this class include ABT-737 and ABT-263/

Navitoclax, related molecules that both inhibit three Bcl-2

family members, namely Bcl-2, Bcl-xL and Bcl-w. Notably,

Navitoclax accelerates apoptosis during mitotic arrest induced

by either taxol or inhibitors targeting the Eg5 kinesin [21]. In

addition, exposing the slippage-prone MDA-MB-231 breast

cancer cell line to ABT-737 induces death in mitosis [18].

In these cases, suppressing Bcl-xL using RNAi phenocopied

the BH3 mimetic, indicating that Bcl-xL plays an important

pro-survival role during a prolonged mitotic arrest.

More recently, novel BH3 mimetics have been developed

with enhanced specificity for individual pro-survival Bcl-2

family members, including ABT-199 (which targets Bcl-2

itself ) [30], A-1210477 (which targets Mcl-1) [31], and

WEHI-539 [32] plus a related compound, A-1155643 [33],

both of which target Bcl-xL. A-1155643 enhances the efficacy

of docetaxel in vitro and in mouse xenograft models [31],

further supporting the notion that Bcl-xL resists apoptosis

during a prolonged mitotic arrest. However, we recently

showed that WEHI-539 induces post-mitotic apoptosis

when RKO cells are treated with a low concentration of

taxol [12], indicating that Bcl-xL also supports survival fol-

lowing an abnormal mitosis. Therefore, to further explore

the role of Bcl-xL in the context of mitotic perturbations, we

set out to determine the relative contribution of Bcl-xL to sur-

vival following exposure to various antimitotic agents,

including mitotic blockers and drivers [4,34]. Moreover, to

determine Bcl-xL’s role during a prolonged mitotic arrest, fol-

lowing slippage and following an abnormal mitosis, we used

single-cell time-lapse imaging to directly correlate mitotic

behavior with subsequent cell fate [8].

2. Results
2.1. Validation of WEHI-539 as an effective Bcl-xL

inhibitor
WEHI-539 was recently described as a potent and selective

Bcl-xL inhibitor [32]. As a BH3 mimetic, it docks into a hydro-

phobic groove of Bcl-xL, thereby blocking the binding of

Bcl-xL’s BH3-only partner proteins. To assess WEHI-539 as

a research tool in our experimental systems, we first per-

formed four validation experiments. For each we used RKO

colon cancer cells in which there is substantial functional

overlap between Bcl-xL and Mcl-1: while inhibition of

either in isolation has little impact, inhibiting both is suffi-

cient to induce apoptosis in the absence of cytotoxic insult

[12] (see the electronic supplementary material, figure S1a).

To measure apoptosis, we used time-lapse imaging and cell

fate profiling in conjunction with a fluorescent caspase 3/7

reporter [8,12]. First, we reasoned that if WEHI-539 is selec-

tive for Bcl-xL over Mcl-1, then it should only induce

apoptosis in RKO cells in the absence of Mcl-1. Indeed,

while WEHI-539 alone was relatively benign up to concen-

trations of 5 mM (electronic supplementary material, figure

S1a), following Mcl-1 RNAi, 100 nM was sufficient

to induce extensive apoptosis (figure 1a; electronic

supplementary material, figure S1a).

Bcl-xL sequesters multiple BH3-only proteins, including

the apoptosis activator Bim which is involved in taxol sensi-

tivity [12,35,36]. Secondly, therefore, we asked whether

WEHI-539 exacerbated the ability of a tet-responsive Bim

transgene to induce apoptosis (electronic supplementary

material, figure S1b). Indeed, while induction of Bim with

30 ng ml21 tetracycline only induced moderate apoptosis,

100 nM WEHI-539 substantially enhanced the effect

(figure 1b). Note that Bim overexpressing cells exposed to

WEHI-539 typically died very shortly after mitosis (electronic

supplementary material, figure S1b), an issue we return to in

the Discussion.

Thirdly, we asked whether WEHI-539 blocked the binding

of Bcl-xL to its partner BH3-only proteins. Indeed, when we

affinity-purified GFP-tagged Bcl-xL in the presence of

100 nM WEHI-539, levels of co-purifying Bim, Bad, Bax and

Bak were all reduced (figure 1c; electronic supplementary

material, figure S1c). And finally, because overexpression of

a tet-responsive Bcl-xL transgene potently resists taxol-

induced apoptosis [12], we asked whether WEHI-539 reversed

this effect. Indeed, while induction of Myc-tagged Bcl-xL with

100 ng ml21 tetracycline completely blocked taxol-induced

apoptosis, this was reversed by 100 nM WEHI-539

(figure 1d; electronic supplementary material, figure S1d ).

Thus, these observations confirm that WEHI-539 behaves as

one would expect for a potent and selective Bcl-xL inhibitor.

Because we previously showed that Bcl-xL overexpression

resists apoptosis both in mitosis and following slippage [12],

we were interested to determine whether the effect of

WEHI-539 in the context of Bcl-xL overexpression was via

restoration of DiM or PMD. Cell fate profiling showed that

in the presence of taxol, 86% of RKO cells underwent DiM

and only 14% slipped (figure 1e). Every cell that slipped

then underwent PMD, with an average of 18.5 h between

mitotic exit and death. Consistent with our prior observations

[12], overexpression of Bcl-xL dramatically shifted the balance

from DiM to slippage, with 94% undergoing slippage. Of

these, only 6% underwent PMD, with an average onset

time of 26 h. Interestingly, while 50 and 100 nM WEHI-539

only marginally reversed the balance back towards DiM,

these concentrations had a major impact on PMD, increasing

both the frequency and accelerating its onset (figure 1e). By

contrast, 500 nM WEHI-539 completely shifted the balance

back in favour of DiM. Thus, these observations confirm

that Bcl-xL is a potent pro-survival factor both during a

prolonged mitotic arrest and following slippage.

2.2. WEHI-539 sensitizes cells to microtubule-binding
agents

Having validated WEHI-539 as a valuable research tool to

probe Bcl-xL function in the context of mitotic cell fate, we

set out to determine whether it sensitized cancer cells to various

mitotic blockers, initially focusing on the microtubule-binding

agents taxol and nocodazole. RKO cells were exposed to a

matrix of increasing drug concentrations, then caspase 3/7
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activation measured by time-lapse imaging over a 72 h time

course (figure 2a). As shown above, WEHI-539 alone was

relatively benign but, as anticipated, taxol and nocodazole

induced apoptosis in dose-dependent manners. Importantly,

the matrix approach readily identified concentrations where

the combination dramatically enhanced apoptosis. Specifi-

cally, while 10 nM taxol and 20 ng ml21 nocodazole only

induced apoptosis to 46% and 23% of the maximum, respect-

ively, inclusion of 100 nM WEHI-539 induced near-maximal

cell death (figure 2b). At these relatively low concentrations

of antimitotic drug, while many RKO cells underwent DiM,

rather than slipping the remainder eventually completed cell

division (figure 2c). In taxol, some of the dividers underwent

PMD but in nocodazole they all arrested in the next
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fected with siRNAs targeting Mcl-1 for 24 h before exposure to 100 nM WEHI-539. (b) Line graph showing apoptosis induction following expression of Bim with
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interphase. Interestingly, the mechanism by which WEHI-539

enhanced apoptosis differed between the two mitotic block-

ers. In taxol, WEHI-539 had two effects, accelerating DiM by

approximately 3.5 h and increasing the frequency of PMD

(figure 2c). By contrast, WEHI-539 did not accelerate DiM in

nocodazole-treated cells but rather induced PMD in every

cell that divided. Nevertheless, despite these differences,

these observations build on prior reports [37], and
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clearly demonstrate that pharmacological inhibition of Bcl-xL

sensitizes cells to microtubule-binding agents.

2.3. WEHI-539 sensitizes cells to second-generation
mitotic blockers

Like the microtubule-binding agents, several second-generation

antimitotic drugs also block mitotic progression by disrupting

spindle assembly [3,4]. These include inhibitors targeting

mitotic kinesins, such as Eg5 and Cenp-E, and mitotic kinases

such as Plk1. We therefore asked whether pharmacological

inhibition of Bcl-xL also sensitized cells to agents targeting

these mitotic regulators, focusing on the Eg5 inhibitor AZ138

[8], the Plk1 inhibitor BI 2536 [38] and the Cenp-E inhibitor

GSK923295 [39]. As above, RKO cells were analysed following

exposure to a matrix of increasing drug concentrations, which

again readily identified combinatorial concentrations that

enhanced apoptosis (electronic supplementary material, figure

S2a). To define this phenomenon in more detail, we performed

cell fate profiling at concentrations where the enhancement of

apoptosis was particularly marked.

In the case of the Eg5 inhibitor, sensitivity to 200 nM AZ138

was enhanced by 100 nM WEHI-539 (figure 3a). Note however

that 1 mM AZ138 is typically required to induce a potent mitotic

block [8]. Indeed, at 200 nM, while 54% underwent DiM and

6% slipped, 40% eventually divided (figure 3b). As above

with nocodazole, these dividers never entered another mitosis,

suggesting cell cycle arrest. Notably, in the presence of 100 nM

WEHI-549, 68% of the dividers underwent apoptosis

(figure 3b). Thus, Bcl-xL inhibition sensitizes RKO cells to Eg5

inhibition by enhancing PMD rather than DiM. The ability of

WEHI-539 to enhance apoptosis was particularly striking in

the case of the Plk1 inhibitor BI 2536; whereas 50 nM alone

only induced 21% apoptosis, 100 nM WEHI-539 increased

this to 70% (figure 3a). As with nocodazole and the Eg5 inhibi-

tor, WEHI-539 did not significantly accelerate the time to DiM

but rather induced PMD following slippage or cell division

(figure 3b,c). As above, at the relatively low concentration of

50 nM BI 2536, a substantial proportion of cells eventually

divided (figure 3b). Therefore, we asked what happened at

higher concentrations of BI 2536, which induced a potent cell

division block. At 500 nM, the majority of cells underwent

DiM or PMD after slippage (electronic supplementary material,

figure S2b). Of those cells that slipped, 78% of cells underwent

PMD after an average of 9.1 h (figure 3d). When 100 nM WEHI-

539 was included, PMD was accelerated to 2.4 h (figure 3d;

electronic supplementary material, figure S3b). Note that, para-

doxically, at BI 2536 concentrations above 500 nM, apoptosis

induction was reduced (electronic supplementary material,

figure S2a), most probably due to suppression of mitotic

entry [40]. Nevertheless, as with the Eg5 inhibitor, WEHI-539

sensitizes RKO cells to Plk1 inhibition largely by enhancing

PMD. This phenomenon was strikingly apparent with the

Cenp-E inhibitor. At 100 nM GSK923295, 66% of cells even-

tually divided, 21% of which then underwent PMD after an

average of 12.6 h (figure 3b–d). Upon inclusion of 100 nM

WEHI-539, 97% of the dividers underwent PMD after

an average 3.6 h. Thus, together with the observations

described above, these data demonstrate that inhibiting Bcl-

xL can sensitize cells to second-generation mitotic blockers,

largely by enhancing post-mitotic cell death.

2.4. WEHI-539 only has a minor impact when
combined with mitotic drivers

In contrast to the microtubule-binding agents, several second-

generation antimitotic drugs do not trigger a prolonged

mitotic arrest, but rather drive cells through an abnormal

division [4]. These include drugs targeting Aurora A,

Aurora B and Mps1. To determine whether inhibiting

Bcl-xL also sensitized cells to these drugs, we analysed

WEHI-539 in combination with the Aurora A inhibitor

MLN8054 [41], the Aurora B inhibitor ZM447439 [42] and

the Mps1 inhibitor AZ3146 [43]. In isolation, all three drugs

induced the expected phenotypes; MLN8054 induced a tran-

sient mitotic delay followed by cell division, ZM447439

induced a transient delay followed by cytokinesis failure

and AZ3146 accelerated mitotic exit (figure 4a,c). While inhi-

biting Aurora A or Aurora B alone was not sufficient to

induce apoptosis, at least during the 72 h time course,

the Mps1 inhibitor induced PMD in 38% of cells (figure 4c).

Interestingly, the concentration matrices failed to identify

combinations where WEHI-539 significantly enhanced

apoptosis (not shown). Even at relatively high concentrations

of mitotic driver, WEHI-539 had little additional effect

especially in the case of the two Aurora kinase inhibitors

(figure 4b,c). WEHI-539 did have a minor effect when com-

bined with Mps1 inhibitor, increasing PMD to 62% and

accelerating its onset by 4 h, although this latter difference

was not statistically significant (data not shown). Thus,

while pharmacological inhibition of Bcl-xL convincingly

sensitizes cells to mitotic blockers, it only has a minor effect

when combined with mitotic drivers.

To explore this notion further, we used the concentration

matrices to perform a Bliss independence analysis [44,45],

and represented the data as heat maps with positive Bliss

excess values coloured green and negative values red (elec-

tronic supplementary material, figure S3). The heat maps for

the microtubule toxins AZ138, BI 2536 and GSK923295 are

characterized by patches of green (i.e. positive Bliss excess

scores). By contrast, the heat maps for MLN8054, ZM447439

and AZ3146 are dominated by negative values, further sup-

porting the notion that inhibiting Bcl-xL has little impact in

the context of a mitotic driver. Accordingly, the mitotic block-

ers all returned high Bliss sum values, while MLN8054 and

ZM447439 returned negative Bliss sums (electronic sup-

plementary material, figure S3b). AZ3146 gave a positive

albeit low Bliss sum, consistent with the observation that it

enhances PMD to some extent (figure 4c). Thus, this analysis

confirms the notion that while pharmacological inhibition of

Bcl-xL sensitizes cells to mitotic blockers, this effect is considerably

less pronounced when combined with mitotic drivers.

2.5. Overexpression of Mcl-1 suppresses WEHI-539-
induced post-mitotic death

To rationalize the differential effect Bcl-xL inhibition had on

mitotic blockers versus mitotic drivers, we turned our atten-

tion to Mcl-1, a pro-survival factor that is degraded during

a prolonged mitotic arrest [46–49] (see the electronic sup-

plementary material, figure S4b). We reasoned that if both

Mcl-1 and Bcl-xL promote post-mitotic survival, then degra-

dation of Mcl-1 during a prolonged mitotic arrest could

account for why cells treated with mitotic blockers become
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critically dependent on Bcl-xL. Indeed, while Mcl-1 was lar-

gely depleted during a nocodazole arrest, its levels

remained high in the presence of ZM447439 (electronic

supplementary material, figure S4b). Therefore, to test this

hypothesis further, we modulated Mcl-1 levels in RKO

cells and asked whether this altered their sensitivity to

combinations of antimitotic agents plus WEHI-539.

First, we generated an RKO cell line expressing a tet-inducible

GFP-tagged Mcl-1 transgene in order to overexpress Mcl-1

(electronic supplementary material, figure S4a). When

uninduced control cells were exposed to 20 ng ml21 of nocoda-

zole, the vast majority of cells arrested for an average of 4 h

then divided (figure 5a). Of these, only 17% underwent PMD

after an average of 32 h. Consistent with observations shown
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in figure 2c, 100 nM WEHI-539 induced rapid PMD in the vast

majority of dividers (figure 5a). Overexpression of Mcl-1 only

had a minor impact in the absence of WEHI-539, prolonging

time to death in the few cells that underwent DiM. However,

Mcl-1 overexpression had a significant impact in the presence

of WEHI-539, substantially prolonging the onset of PMD in

a subset of the cells, extending the average time to PMD

from 2.8 to 17.5 h (figure 5b). Thus, elevating Mcl-1 suppresses

post-mitotic sensitivity to WEHI-539, consistent with the notion

that a prolonged mitotic arrest sensitizes cells to Bcl-xL

inhibitors by degrading Mcl-1.

2.6. Inhibition of Mcl-1 sensitizes cells to WEHI-539
plus an Aurora B inhibitor

Next, we suppressed Mcl-1 by RNAi and asked whether this

sensitized Bcl-xL-inhibited cells to a mitotic driver. Consist-

ent with the data in figure 4c, adding WEHI-539 to the

Aurora B inhibitor ZM447439 had little effect. However,

when Mcl-1 was suppressed by RNAi, apoptosis was

induced in the majority of cells, either during mitosis or fol-

lowing cell division failure (electronic supplementary

material, figure S4c). However, this experiment is compli-

cated because co-inhibition of Mcl-1 and Bcl-xL in RKO

cells is sufficient to induce apoptosis even in the absence

of extrinsic insult [12] (see the electronic supplementary

material, figure S1a). Indeed, despite reducing the concen-

tration of siRNAs targeting Mcl-1 to 25 nM, when

combined with 100 nM WEHI-539, the vast majority of

cells died, either in mitosis or shortly thereafter (electronic

supplementary material, figure S4c). In fact, the addition

of the Aurora B inhibitor actually conferred protection,

reducing the number of cells dying in mitosis and delaying

PMD, possibly due to suppressing telomere deprotection

[12,50] (see Discussion). Therefore, to enable better titration

of Mcl-1 function, rather than RNAi we turned to the Mcl-1

inhibitor, A-1210477 [31]. Like WEHI-539, A-1210477 is a

BH3-mimetic and inhibits Mcl-1 from binding its pro-

apoptotic partners (electronic supplementary material,

figure S4d ). First, we analysed a concentration matrix to

identify a combinatorial concentration of WEHI-539 and

A-1210477 that induced minimal apoptosis (electronic sup-

plementary material, figure S4e). When used in isolation,

100 nM WEHI-539 and 2 mM A-1210477 did not suppress

proliferation or induce apoptosis, and in combination only

had a minor effect (electronic supplementary material,

figure S4e). Cell fate profiling confirmed that 2 mM

A-1210477 in isolation or in combination with ZM447393

had little effect (figure 5c). When combined with WEHI-

539, 2 mM A-1210477 induced apoptosis in 44% of cells.

However, addition of ZM447439 greatly enhanced this,

increasing the apoptotic fraction to 86% and accelerating

the average time from mitotic exit to death from 35 h to

10 h (figure 5c,d ). Thus, despite the technical difficulties

inherent when suppressing both Mcl-1 and Bcl-xL, these

observations show that Mcl-1 promotes post-mitotic survi-

val when Bcl-xL-inhibited cells are driven through an

abnormal division. In turn, this supports the hypothesis

that RKO cells become dependent on Bcl-xL function after

exiting a protracted mitosis due to degradation of Mcl-1

during the delay.

2.7. Mcl-1-deficient DLD-1 cells are sensitive to WEHI-
539 when combined with ZM447439

If both Mcl-1 and Bcl-xL support post-mitotic survival when

cells are exposed to mitotic drivers, then we reasoned that cell

lines already deficient for Mcl-1 should be sensitive to the

combination of a Bcl-xL inhibitor plus a mitotic driver.

To test this, we turned to DLD-1 cells, another colon cancer

cell line which, compared with RKO, has a relatively lower

level of Mcl-1 [49]. In contrast to RKO, exposing DLD-1

cells to WEHI-539 and ZM447439 separately was sufficient

to induce apoptosis in a fraction of cells (figure 5e,f ), consist-

ent with weakened Mcl-1 function. More importantly,

however, combining WEHI-539 with ZM447439 induced

PMD in 76% of cells. Thus, in a cell line lacking robust

Mcl-1 function, post-mitotic survival in the presence of a

mitotic driver is dependent on Bcl-xL function.

3. Discussion
Bcl-xL has previously been implicated as an important mito-

tic survival factor [12,18,20–22]. To further refine our

understanding of Bcl-xL’s role when mitosis is disrupted,

we have taken advantage of WEHI-539, a BH3 mimetic that

selectively and potently blocks binding of Bcl-xL to its BH3-

only pro-apoptotic partner proteins [32]. Using concentration

matrices to combine WEHI-539 with a panel of representative

antimitotic agents, we have systematically analysed Bcl-xL’s

pro-survival potential in response to drugs that either block

or accelerate mitotic progression. In addition, by using cell

fate profiling we were able to differentiate death in mitosis

from post-mitotic apoptosis. Our results demonstrate that

Bcl-xL sustains survival following perturbations that induce

a prolonged mitotic delay. By contrast, Bcl-xL function is

less critical when cells are driven through an abnormal mito-

sis, most probably due to the compensatory action of Mcl-1.

3.1. Both Bcl-xL and Mcl-1 promote survival following
an aberrant mitosis

During mitosis, transcription and translation are heavily

suppressed. Indeed, the regulation of mitotic progression is

governed largely by post-translational modifications, in par-

ticular protein phosphorylation and ubiquitin-mediated

proteolysis [51–53]. Accordingly, the apoptotic proteome is

also extensively modified during mitosis; for example,

Caspase-9, Bid and Bcl-xL are phosphorylated by mitotic

kinases [16,22,54–56]. Pro-apoptotic Bim is ubiquitinated by

the anaphase-promoting complex (APC/C), the E3 ubiquitin

ligase that also targets Cyclin B1 for degradation [15]. How-

ever, the net physiological effect these post-translational

modifications have on the apoptotic threshold is unclear.

Moreover, how these modifications change during a delayed

or abnormal mitosis is also not clear. An exception is pro-

survival Mcl-1, with several independent reports showing

that it is slowly degraded during a checkpoint-mediated

mitotic arrest [46,48,49]. Mcl-1 degradation is proteasome

dependent and while several E3 ligases have been implicated,

the exact mechanism remains to be delineated [49,57]. Never-

theless, several independent observations support the notion

that Mcl-1 degradation serves as a mitotic ‘death timer’
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mechanism [14,58]. For example, we recently showed that

when mitotic exit is blocked in RKO cells by expression of a

non-degradable Cyclin B1 mutant, Mcl-1 RNAi accelerates

DiM [49]. Conversely, overexpressing Mcl-1 delays taxol-

induced DiM by over 5 h. Modulating Mcl-1 also influences

post-mitotic survival. We recently showed that Mcl-1 RNAi

in slippage-prone DLD-1 cells increases the frequency of

apoptosis after slippage, while overexpressing it delays

PMD [49]. Taken together with the functional overlap

between Mcl-1 and Bcl-xL [12,24,25], these observations

allowed us to formulate a simple hypothesis to account for

why pharmacological inhibition of Bcl-xL sensitized cells to

mitotic blockers but not mitotic drivers, namely that degra-

dation of Mcl-1 during the prolonged delay induced by a

blocker renders cells more dependent on Bcl-xL when they

eventually exit mitosis. Our subsequent experiment showing

that simultaneous inhibition of Bcl-xL and Mcl-1 accelerates

PMD in response to an Aurora B inhibitor supports this

hypothesis. In turn, this further supports the notion that

both Bcl-xL and Mcl-1 contribute to survival following an

aberrant mitosis.

3.2. In the absence of robust pro-survival activity,
mitosis induces apoptosis

Consistent with their overlapping function, simultaneous

inhibition of Bcl-xL and Mcl-1 can induce apoptosis even in

the absence of cytotoxic insult. This has been shown

previously by others [24], but we noted recently that

co-repression of Bcl-xL and Mcl-1 by RNAi causes RKO

cells to die either in mitosis or very shortly following mitotic

exit [12]. Here, we made a similar observation: in the absence

of any additional exogenous stress, Mcl-1 RNAi cells exposed

to WEHI-539 died either in mitosis or very shortly after mito-

tic exit. This does not appear to be an RNAi-related

phenomenon; when both Bcl-xL and Mcl-1 were inhibited

pharmacologically, using WEHI-539 and A-1210477, apopto-

sis occurred frequently in mitosis or shortly thereafter (not

shown). Moreover, when cells overexpressing Bim were

exposed to WEHI-539, the vast majority of cells died shortly

after completing mitosis. These observations indicate that in

the absence of adequate pro-survival activity, mitosis itself

is sufficiently stressful to cause apoptosis. One possible trig-

ger for mitosis-specific stress is telomere deprotection, a

phenomenon whereby mitotic Aurora B kinase activity

displaces TRF2 from telomeres, giving rise to an exposed

telomere that is recognized by DNA damage response path-

ways [50,59]. Consistent with this notion, we previously

showed that overexpression of TRF2 or inhibition of Aurora

B suppresses mitotic apoptosis in Bcl-xL/Mcl-1-deficient

cells [12]. Here, we confirm this in that inhibition of Aurora

B delayed apoptosis in Mcl-1RNAi cells exposed to WEHI-

539. However, whether telomere deprotection is sufficient

to account for apoptosis in cells with weakened pro-survival

function remains to be seen. Indeed, this is a very intriguing

phenomenon that warrants further investigation. Interest-

ingly, a prolonged mitotic arrest results in mitophagy,

reduction in ATP levels and activation of AMPK, and a

metabolic switch from oxidative respiration to glycolysis

[11]. One possibility therefore is that mitosis-dependent

changes in metabolism and/or mitochondrial function

could also contribute to mitotic stress that is sufficient

to induce apoptosis in cells with weakened pro-survival

function.

3.3. Identification of patients likely to benefit from
antimitotic/Bcl-xL inhibitor combinations

The taxanes and other antimitotic agents are vitally impor-

tant chemotherapy agents. Yet exactly how they yield

patient benefit remains obscure. Recently, the Mps1 inhibitor

NTRC 0066-0 was shown to potentiate the anti-tumour

activity of docetaxel in a mouse model of triple-negative

breast cancer [60]. Strikingly, however, the Mps1 inhibitor

alone had little effect, strongly suggesting that docetaxel’s

anti-tumour activity is via a mitotic mechanism. Indeed, an

analysis of breast cancer biopsies indicates that tumour

responses correlate with abnormal mitoses observed shortly

after taxol infusion [61]. Here, we show that Bcl-xL is a

potent pro-survival factor in this context: over a range of

clinically relevant taxol concentrations, WEHI-539 enhanced

apoptosis by both accelerating death in mitosis and by elevat-

ing the frequency of apoptosis following an abnormal

mitosis. These observations support and extend previous

reports showing that Navitoclax enhances cell death in

response to antimitotic agents [18,21,37,62,63]. Together,

these observations make a compelling case for exploring

Bcl-xL inhibitors in combination with taxanes in order to

enhance antimitotic chemotherapy. However, such combi-

nations will inevitably come with an increased toxicity

profile. Indeed, Bcl-xL is a molecular clock in platelets, defin-

ing their lifespan [64,65]. Consequently, Bcl-xL inhibitors

induce thrombocytopenia [66,67], and while this can be ame-

liorated clinically, judicious use will be required to open up a

useful therapeutic window. Interestingly, ovarian cancers

with relatively high Bcl-xL levels are less responsive to

taxane-based therapy, and ovarian cancer cell lines with

higher Bcl-xL/Mcl-1 ratios showed higher Bliss sum values

when treated with Navitoclax and taxol [45]. Taken together

with our observations, this suggests that patients whose

tumours have high Bcl-xL/Mcl-1 ratios might be good

candidates for Bcl-xL inhibitor trials in combination with

antimitotic agents. Similarly, early-phase clinical trials evalu-

ating novel mitotic blockers (e.g. those targeting Plk1 and

Cenp-E) might also benefit by pre-selecting patients with

high Bcl-xL/Mcl-1 ratios and exploring combinations with

Bcl-xL inhibitors. Conversely, exploring Bcl-xL inhibitors

may be less promising in the context of mitotic drivers

unless patients whose tumours have low Mcl-1 levels can

be identified.

4. Material and methods
4.1. Cell lines
Parental RKO and DLD-1 cells, plus RKO Flp-In T-Rex

derivatives expressing Bim, Myc-tagged Bcl-xL and GFP-

tagged Mcl-1, were as described [12,49,68]. All lines were

cultured in DMEM plus 10% fetal calf serum (Life Technol-

ogies), 100 U ml21 penicillin, 100 U ml21 streptomycin and

2 mM glutamine (all from Sigma), then maintained at 378C
in a humidified 5% CO2 atmosphere. A stable RKO line

harbouring a tetracycline-inducible GFP-tagged Bcl-xL was

generated as described [69]. In brief, a Bcl-xL cDNA [12]
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was cloned into a pcDNA5/FRT/TO-based vector (Invitro-

gen) then co-transfected with pOG44 into Flp-In T-Rex RKO

cells using Lipofectamine Plus (Thermofisher). Stable inte-

grants were selected in 400 mg ml21 hygromycin B (Roche)

and 8 mg ml21 blasticidin (Melford), colonies pooled and

expanded to create an isogenic population. To synchronize

cells in S-phase, cells were treated with 2 mM thymidine for

16 h.

4.2. Small molecule inhibitors
The following drugs were dissolved in DMSO and stored at

2208C: WEHI-539 [32] (Apexbio); taxol (Sigma); nocodazole

(Sigma); AZ138 [8] (AstraZeneca)); AZ3146 [43] (AstraZe-

neca); BI 2536 [38] (Boehringer Ingelheim); GSK923295

[39,70]; MLN8054 [41] (Millennium Pharmaceuticals);

ZM447439 [42] (Tocris); A-1210477 [31] (Medchemexpress).

Tetracycline (Sigma) was dissolved in water, stored at

2208C, and used at concentrations indicated in the figure

legends. Thymidine (Sigma) was dissolved in PBS at a

concentration of 200 mM, and stored short-term at 48C.

4.3. RNAi
For RNAi-mediated inhibition, cells were plated in mclearw

96-well plates (Greiner Bio-One) then transfected with a final

concentration of 66 nM siRNA using DharmaFECT 1 trans-

fection reagent (Dharmacon) in Opti-MEM media (Life

Technologies). siRNAs were ON-TARGETplus SMARTpools

(Dharmacon) as described [12] containing oligonucleotides

with the following sequences: Bcl-xL (50-GGACAGCAUAUC

AGAGCUU-30, 50-GAAAUGACCAGACACUGAC-30, 50-CCU

ACAAGCUUUCCCAGAA-30, 50-UUAGUGAUGUGGAAGA

GAA-30), Mcl-1(50 CGAAGGAAGUAUCGAAUUU-30, 50-GA

UUAUCUCUCGGUACCUU-30, 50-GAAGGUGGCAUCAGG

AAUG-30, 50-GGUUUGGCAUAUCUAAUAA-30), non-targeting

control (50- UGGUUUACAUGUCGACUAA-30, 50-UGGUUU

ACAUGUUGUGUGA-30, 50-GGUUUACAUGUUUUCUGA-30,

50-UGGUUUACAUGUUUUCCUA-30).

4.4. Proliferation and apoptosis assays
To measure apoptosis induction and proliferation and to per-

form cell fate profiling, 1 � 105 cells were seeded per well in

mclear 96-well plates (Greiner Bio-One) and IncuCyte Kinetic

Caspase-3/7 Apoptosis Assay Reagent (Essen BioScience)

added. Note that this cell-permeable reagent consists of a cas-

pase-3/7 recognition motif (DEVD) coupled to a DNA

intercalating dye. Upon cleavage by activated caspase-3/7,

the liberated dye binds nuclear DNA and emits green fluor-

escence [71]. Fluorescence values were then normalized to

control wells on the same plate which exhibited maximum

apoptosis yielding percentage apoptosis values which were

plotted. Note also that to maximize fluorescence detection,

DMEM was replaced with Leibovitz’s L-15 (Sigma-Aldrich).

Cells were then imaged using an IncuCyte ZOOM (Essen Bio-

Science) equipped with a 20� objective and maintained at

378C in a humidified 5% CO2 atmosphere. Phase contrast

and fluorescence images with two to four images per well

were collected every 10–30 min and IncuCyte ZOOM soft-

ware used in real-time to measure confluency, as a proxy

for proliferation, and apoptosis, respectively. Image

sequences were then exported in MPEG-4 format and

analysed manually to generate cell fate profiles [8].

IncuCyte ZOOM data and timing data were imported into

PRISM 6 (GraphPad) for statistical analysis and presentation.

Note that zero hours on the fate profiles represent either

when cells entered mitosis or when imaging was started;

see individual figure legends for details.

4.5. Immunoprecipitation
Flp-In T-Rex RKO cells harbouring an inducible GFP-tagged

Bcl-xL transgene were seeded in 6-well plates and

100 ng ml21 tetracycline added overnight. 10 � 105 cells

were then harvested and lysed in 1 ml of buffer containing

0.1% Triton X-100, 100 mM NaCl, 10 mM Tris pH 7.4,

1 mM EDTA, 1 mM EGTA, 20 mM b-glycerophosphate,

10 mM NaF and protease/phosphatase inhibitors (Roche).

The lysate was then clarified by centrifugation at 16 000g
for 20 min at 48C. To 1 ml of supernatant, 30 mg of a GST-

GFP-nanotrap fusion protein was added [49,72] along with

glutathione sepharose beads (Amintra). After incubation at

48C with rotation for 2 h, beads were harvested by centrifu-

gation and washed five times with lysis buffer. Bound

proteins were eluted by boiling in sample buffer (0.35 M

Tris pH 6.8, 0.1 g ml21 sodium dodecyl sulfate, 93 mg ml21

dithiothreitol, 30% glycerol, 50 mg ml21 bromophenol blue)

then resolved by SDS-PAGE.

4.6. Immunoblotting
Following SDS-PAGE, proteins were electroblotted onto

Immobilon-P membranes. Following blocking in 5% dried

skimmed milk (Marvel) dissolved in TBST (50 mM Tris

pH 7.6, 150 mM NaCl, 0.1% Tween-20), membranes were

incubated overnight at 48C with the following primary anti-

bodies diluted in TBST: 54H6 (Rabbit anti-Bcl-xL, 1 : 1000;

Cell Signalling Technology), S-19 (Rabbit anti-Mcl-1, Santa

Cruz Biotechnology), sheep anti-Tao1 (1 : 3000 [73]), rabbit

anti-Bim (1 : 500; BD Biosciences), mouse anti-Bad (1 : 1000;

Santa Cruz), rabbit anti-Bid (1 : 1000; Cell Signalling),

mouse anti-Bax (1 : 1000; BD BioSciences), mouse anti-Bak

(1 : 1000; Calbiochem), 4A6 (mouse anti-Myc tag; 1 : 1000;

Millipore) and GFP (Rabbit anti-GFP; 1 : 1000; Cell Signal-

ling). Membranes were then washed three times in TBST

and incubated for at least 1 h with appropriate horseradish-

peroxidase-conjugated secondary antibodies (Zymed). After

washing in TBST, bound secondary antibodies were detected

using either EZ-ECL Chemiluminescence Reagent (Biological

Industries) or Luminata Forte Western HRP Substrate

(Millipore) and a Biospectrum 500 imaging system (UVP).

4.7. Statistical methods and Bliss independence analysis
PRISM v. 6 (GraphPad) was used for statistical analysis, with

non-parametric Mann–Whitney U-tests for all figures,

where *p , 0.05, **p , 0.01, ***p , 0.001, #p , 0.0001, n.s.:

p . 0.05. Lines on scatterplots show mean and interquartile

ranges. Combination synergy of WEHI-539 with antimitotic

agents was determined by Bliss independence analyses

[44,45]. A Bliss expectation for a combined response (C )

was calculated by the equation: C ¼ (A þ B) 2 (A � B),

where A and B are the percentage apoptosis induced by

drug A and B at a given dose. The difference between the

Bliss expectation and the extent of apoptosis observed is the
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Bliss excess. Bliss excess scores were then summed across the

dose matrix to generate a Bliss sum, where a value equal to

zero indicates that the combination is additive, a value

greater than zero indicates synergy, while a Bliss sum of

less than zero indicates antagonism.
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