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ABSTRACT 
The University of Manchester 

Ian Armstrong. Doctor of Philosophy. 

Quantitative Accuracy of Iterative Reconstruction Algorithms in Positron Emission 

Tomography 

2016 

 

Positron Emission Tomography (PET) plays an essential role in the management of 
patients with cancer. It is used to detect and characterise malignancy as well as 
monitor response to therapy. PET is a quantitative imaging tool, producing images 
that quantify the uptake of a radiotracer that has been administered to the patient. The 
most common measure of uptake derived from the image is known as a Standardised 
Uptake Value (SUV). Data acquired on the scanner is processed to produce images 
that are reported by clinicians. This task is known as image reconstruction and uses 
computational algorithms to process the scan data. The last decade has seen 
substantial development of these algorithms, which have become commercially 
available: modelling of the scanner spatial resolution (resolution modelling) and time 
of flight (TOF). The Biograph mCT was the first scanner from Siemens Healthcare 
to feature these two algorithms and the scanner at Central Manchester University 
Hospitals was the first Biograph mCT to go live in the UK. This PhD project, 
sponsored by Siemens Healthcare, aims to evaluate the effect of these algorithms on 
SUV in routine oncology imaging through a combination of phantom and patient 
studies. 

Resolution modelling improved visualisation of small objects and resulted in 
significant increases of uptake measurements. This may pose a challenge to 
clinicians when interpreting established uptake metrics that are used as an indication 
of disease status. Resolution modelling reduced the variability of SUV. This 
improved precision is particularly beneficial when assessing SUV changes during 
therapy monitoring. 

TOF was shown to reduce image noise with a conservation of FDG uptake 
measurements, relative to non-TOF algorithms. As a result of this work, TOF has 
been used routinely since mid-2014 at the CMUH department. This has facilitated a 
reduction of patient and staff radiation dose and an increase of 100 scans performed 
each year in the department.
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1. INTRODUCTION  
1.1 Cancer 

Cancer (malignant neoplasm) of any form is the biggest cause of mortality in 

England and Wales accounting for 29% of deaths in 2014, ahead of circulatory 

diseases (27%) and respiratory diseases (13%) [1]. The top ten underlying causes of 

registered deaths in England and Wales in 2014 for males and females are 

summarised in Table 1.1 and Table 1.2 respectively.  

 

Rank Underlying cause of death Number of 
deaths 

registered 

Percentage of 
all male 
deaths 

1 Ischaemic heart diseases 36,319 14.8 
2 Dementia and Alzheimer disease 17,177 7.0 
3 Malignant neoplasm of trachea, bronchus and 

lung 
16,959 6.9 

4 Chronic lower respiratory diseases 14,565 5.9 
5 Cerebrovascular diseases 14,194 5.8 
6 Influenza and pneumonia 11,242 4.6 
7 Malignant neoplasm of prostate 10,153 4.1 
8 Malignant neoplasm of colon, sigmoid, rectum 

and anus 
7,718 3.1 

9 Malignant neoplasms, stated or presumed to 
primary of lymphoid, haematopoietic and related 
tissue 

6,454 2.6 

10 Diseases of liver 4,737 1.9 
Table 1.1 Top ten causes of registered male deaths in England and Wales for 2014 

[1]. 
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Rank Underlying cause of death Number of 
deaths 

registered 

Percentage of 
all female 

deaths 
1 Dementia and Alzheimer disease 34,321 13.4 
2 Ischaemic heart diseases 24,190 9.4 
3 Cerebrovascular diseases 19,963 7.8 
4 Chronic lower respiratory diseases 14,467 5.6 
5 Influenza and pneumonia 14,212 5.5 
6 Malignant neoplasm of trachea, bronchus and 

lung 
13,909 5.4 

7 Malignant neoplasms of female breast 10,097 3.9 
8 Malignant neoplasm of colon, sigmoid, rectum 

and anus 
6,569 2.6 

9 Diseases of the urinary system 5,032 2.0 
10 Malignant neoplasms, stated or presumed to 

primary of lymphoid, haematopoietic and related 
tissue 

5,025 2.0 

Table 1.2 Top ten causes of registered female deaths in England and Wales for 2014 

[1]. 

 

Cancer is the uncontrolled proliferation and potential spread of abnormal cells, with 

most types leading to the development of malignant neoplasms – a mass of cancer 

cells – which are commonly referred to as tumours or lesions. Cancerous cells 

exhibit a number of biological traits that give rise to this sinister behaviour [2]. One 

particular trait is the disease’s ability to infiltrate normal tissues and spread through 

the body to form new deposits, referred to as metastases, which also grow. As the 

disease progresses, it can lead to the function of individual organs affected being 

critically impaired or ceasing, and ultimately this can lead to death [3]. 

 

Otto Warburg is recognised as one of the pioneers in the study of the characteristics 

of cancer, with his early work on metabolic rates of normal and cancer cells. Both 

normal and cancer cells require energy to survive, with the major source of cellular 

energy originating from the compound adenosine triphosphate (ATP). ATP is created 

by two cellular processes. The first is glycolysis - a process in cells that converts 

glucose to pyruvate and lactic acid, which produces 2 ATP molecules from every 

glucose molecule. The second process is oxidative phosphorylation in the Krebs 

cycle, which uses the pyruvate produced by glycolysis to produce 36 molecules of 

ATP per glucose molecule [4]. By measuring blood glucose and lactic acid 

concentration in an artery and vein either side of normal tissue and cancer cells [5], 
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Warburg demonstrated glucose utilisation and lactic acid production was greater in 

cancer cells. Warburg concluded that during the transition from normal to cancer 

cells irreversible damage occurs to the cell's ability to produce ATP during the Krebs 

cycle [6]. In order for the damaged cells to survive, the balance between the two 

processes that produce ATP changes dramatically in favour of glycolysis and hence 

glucose utilisation is greater in cancer cells. This is known as the Warburg Effect [4]. 

 

1.2  The birth of Positron Emission Tomography 

In the 1950s, work by William Sweet [7] and Frank Wrenn [8] began on using 

positron-emitting radionuclides to assess the localisation of brain tumours. This 

technique took advantage of the emission of two 511 keV gamma-rays in opposing 

directions that are produced by positron annihilation with an electron in matter. 

Using two individual opposing gamma-ray detectors, it is possible to define the line, 

referred to as the Line of Response (LOR), created by the gamma-rays and hence 

infer the possible location of the positron-electron annihilation from which they 

resulted. In the early 1970s, Burnham and colleagues had begun to construct multi-

detector systems to map out a 2-dimensional distribution of positron-emitting 

radionuclides [9]. This was achieved by mapping multiple LORs over a range of 

angles and positions such that the distribution of the radionuclide could be derived. 

In 1975, the first Positron Emission Tomography (PET) system for use in human 

subjects was built by Michael Phelps and Ed Hoffman [10] and the first images from 

human studies published the following year in the Journal of Nuclear Medicine [11]. 

These early studies used short-lived radionuclides such as carbon-11, nitrogen-13 

and oxygen-15 and focussed mainly on neurological disorders. Following the 

collection of many LORs on the PET scanner, a process known as image 

reconstruction is required, which takes the spatial information of the LORs that is 

acquired on the scanner and creates an image. The image consists of discrete 

elements, known as voxels (short for volume element), which typically have units of 

Bq/ml to reflect the activity concentration of the radiotracer within the patient. 

 

1.3 Quantification of uptake of radio-labelled compounds in tumours 

The measurement of enhanced glucose utilisation, as demonstrated by Warburg, was 

studied using radioactivity initially with radio-labelled glucose. This used either 

carbon-11 and gamma-ray detectors [12] or carbon-14 for detection by 
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autoradiography [13]. However, the mathematical analysis of the process is 

complicated as glucose is not trapped within tissues and the short half-life of 

carbon-11 increases the complexity. A new compound was formulated by Lou 

Sokoloff [14] known as 2-Deoxyglucose (DG), an analogue of glucose, differing 

only by the replacement of a hydroxyl group by a hydrogen atom. Like glucose, it is 

transported by glucose transporter proteins into cells. Within the cell, it is 

phosphorylated by the hexokinase enzyme during glycolysis to form DG 6-phosphate 

(DG-6-P). The removal of the hydroxyl group prevents further metabolism down the 

glycolytic pathway so the compound remains essentially trapped in the cells. A 

multi-compartmental kinetic analysis of the DG molecule was used to quantify the 

uptake in rat brains [14]. The method derived three transfer rate constants of K1 (DG 

in plasma into DG in tissue), k2 (DG in tissue into DG in plasma), k3 

(phosphorylation of DG in tissue into DG-6-P in tissue). The DG molecule in this 

work by Sokoloff was radio-labelled with carbon-14 and detection was performed by 

autoradiography and not by PET. This changed in the late 1970s when, according to 

a historical account by Ronald Nutt [15], Lou Sokoloff was at a wine tasting event 

with Martin Reivich, a neurologist from the University of Pennsylvania, and 

discussed the idea of radio-labelling the DG molecule with the positron-emitting 

radionuclide fluorine-18. The 110 minute half-life of fluorine-18 alleviated the need 

for an onsite cyclotron, meaning the compound could be transported to another 

centre for use in PET imaging. After discussions with colleagues at Brookhaven, 2-

[18F]-fluorodeoxyglucose (FDG) was synthesised [16] and is now the most 

commonly used radiotracer in PET imaging [17]. 

 

A key use of PET is to derive activity concentrations of the injected radiotracer that 

reflects the biological processes determined by the chemical form of the radiotracer. 

When using FDG for oncology imaging, the main clinical application is to assess the 

glucose metabolic rate of tissues with the greater glucose utilisation of malignant 

cells providing a means of detection. Given that FDG is a glucose analogue, there is 

general systemic uptake of the radiotracer. However, the higher glucose utilisation of 

malignant cells leads to a greater than normal accumulation of FDG. On a PET 

image, the visual intensity of the voxels reflects the magnitude of activity 

concentration and so a lesion can be identified from the higher visual intensity 

compared with the expected intensity of surrounding tissue. 
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Quantifying FDG uptake can be performed by several methods. Kinetic analysis, 

similar to that of Sokoloff, was performed in the brain using FDG, radio-labelled 

with fluorine-18 and data derived from PET images [18]. This study observed the 

very slow reversibility of FDG and led to an inclusion of an additional rate constant, 

k4, representing the dephosphorylation of DG-6-P in tissue into DG in tissue. Early 

examples have demonstrated this dynamic image approach for oncology imaging 

[19–22]. To perform this analysis, a PET image acquisition is acquired using 

multiple time frames from the point of FDG injection, producing multiple images 

over the course of the acquisition, which lasts for an hour or more. The image field 

of view must be positioned such that it covers a single known tumour region within 

the patient. Arterial blood samples are taken from the patient throughout the image 

acquisition to measure in order to measure the blood plasma concentration of FDG, 

making the procedure complex, relatively invasive and lengthy. This technique is 

used to determine the transport rate constants of the FDG. From this, the rate of FDG 

uptake from plasma into the cell as trapped FDG-6-P, Ki, is determined as: 

 

 
( )32

31

kk
kK

Ki +
= . (1.1)

 

Noting that k4 has been omitted as it is assumed to be very small in comparison with 

the other rate constants [18]. 

 

An alternative method was proposed by Clifford Patlak, which derived the rate of 

FDG uptake from activity concentration measurements of the blood plasma and in 

tissue from an image [23]. While alleviating the need for blood samples, the 

procedure still required a long PET scan. In both of these methods, the area of the 

patient that is covered by the imaging is relatively small due to the limited axial field 

of view of the PET scanner, which at the time was typically 15 cm or less. As a 

result, lesions within the body that lie outside the field of view may be missed so this 

approach is unsuitable if the purpose of the PET scan is to detect and quantify the 

tumour burden as a whole.  

 

For routine clinical PET, a measurement of uptake derived from a wholebody image 

acquired at a single time-point after the radiotracer injection is desirable. After the 
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time of injection of FDG, the activity concentration in the plasma and tissue will vary 

as the FDG is transferred from plasma and trapped in tissue. Figure 1.1 gives a 

schematic of the time-activity curves of FDG in these two compartments. 

 

 
Figure 1.1 Schematic to illustrate the activity concentration of [18F]FDG in blood 

and tissue over time. 

 

After a time of approximately 45 minutes, the uptake in tissue is relatively stable and 

the activity in the plasma has fallen to low levels [21, 24, 25]. Therefore after this 

point in time, a measurement of activity concentration in a tumour can be taken, 

which is proportional to the rate of uptake. However, this measurement is dependent 

on the quantity of FDG injected and the volume of dilution for the patient in which it 

is distributed. By normalising according to these factors, a semi-quantitative 

measurement of glucose metabolic rate can be performed. Two normalisation 

methods can be used: either to take the ratio of uptake in malignant cells to normal 

tissue [26, 27] or, more commonly, to normalise to the injected activity concentration 

and patient weight. The latter technique dates back to the 1940s where studies 

assessed the uptake of phosphorus-32 in tumours [28]. Tumours were excised and the 

radioactivity per weight of the sample was determined. This was normalised to the 

radioactivity administered divided by the patient weight. This consequently resulted 

in a unit-less value and was referred to as the Differential Absorption Ratio. This 

method was used to quantify tracer uptake in hepatic tumours [29] and lung tumours 

[30]. Through the 1990s, the measure was also referred to as Differential Uptake 

Ratio and Standardised Uptake Ratio before the term Standardised Uptake Value 

(SUV) was universally accepted.  
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For normalisation to patient body weight, SUV is expressed as 

 

 
tbody weighactivity injected

ionconcentratactivity  tissueSUV =  (1.2)

 

Given the transient nature of tracer distribution and uptake in tissue, the 

measurement of SUV should be performed at a standard time post-injection to 

provide standardised and meaningful data [31]. For FDG oncology scans, PET 

images are typically performed at 60 minutes after injection of the radiotracer [17], 

as recommended in guidelines [31]. Comparisons of SUV with rate constants from 

full compartmental analysis have shown that, when the imaging time is controlled, 

SUV is generally a good surrogate for the metabolic rate of glucose utilisation [21, 

24]. 

 

A tumour will almost certainly exhibit heterogeneous FDG uptake and extend over 

several voxels in the PET image. There is a need to derive a single parameter from 

these voxel values, to produce a metric such as SUV, to reflect the tumour uptake. 

One begins by defining a region that encompasses the tumour volume using the 

voxel intensity for guidance and then defining which voxels within the tumour 

should contribute to the uptake measurement for the tumour. The current most 

commonly used method is to only include maximum voxel value within the region 

surrounding this tumour, which produces a SUV variant referred to as SUVmax [17]. 

Other SUV variants can be derived from an average of several voxels and are known 

as SUVmean. Voxels contribute to SUVmean if they fall above a particular threshold, 

which may be absolute in value or relative to the maximum voxel value within the 

region. 

 

1.4 The growth of PET and PET/CT imaging and its applications 

Through the 1980s, FDG PET was used primarily for the assessment of myocardial 

viability and as a research tool. The utilisation of FDG for oncology was slow to 

become established and it was not until 1992 that the first wholebody FDG PET 

images from oncology patients were published [32]. Through the 1990s, several 

studies were published evaluating the use of FDG in oncology, primarily in lung 

cancer [27, 33–36] but also other cancers including lymphoma [37] and hepatic 
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tumours [38]. In these studies, quantification of the FDG uptake in tumours used 

either lesion-to-normal ratios or SUV. The quantification of the FDG uptake was 

used to differentiate malignant lesions from benign. Early work on lung cancer 

showed that lesions confirmed to be benign by biopsy did not exhibit an SUV of 

greater than 2.5 and it was suggested that this value provided a useful discriminator 

between benign and malignant lesions [39]. In this work, SUVmean was extracted 

from regions that were outlined around lesions on a single image at the point of the 

most intense lesion uptake. This lead to the notion of FDG PET being used as a 

“metabolic biopsy” reflecting how an SUV of 2.5 could be used to discriminate 

malignancy from benign lesions [40, 41]. These two studies employed an SUVmax 

technique and assumed malignancy in lesions that exhibited an SUVmax of greater 

than 2.5. Despite the age of these studies and advances in scanner technology, this 

threshold is a widely used approach, which has been criticised [42]. Measurement of 

SUV suffers from partial volume effects that result in an increasing negative bias in 

SUV with decreasing object size [43]. Clinicians have developed an appreciation for 

this and can estimate the severity of this using measurements of tumours derived 

from an anatomical image from Computed Tomography (CT). 

 

Based on the evidence from the 1990s, the American Food and Drug Administration 

provided approval in 1997 for the use of FDG in oncology [44]. In 1998 the United 

States Health Care Financing Administration, now known as the Centers for 

Medicare & Medicaid Services, granted reimbursement for PET imaging for the 

diagnosis of lung cancer. Over the next three years, the range of reimbursed 

indications expanded to include colorectal cancer, oesophageal cancer, melanoma 

and lymphoma [15, 45]. 

 

At the turn of the millennium, another major milestone was reached with PET 

imaging. That was the development of a PET scanner combined with CT [46]. This 

provided co-registered images of function (glucose metabolism if using FDG) from 

the PET and anatomy from the CT. The wholebody anatomical image, acquired at 

the high-speed of a CT scan, provided the ability to accurately locate an area of 

increased FDG uptake and produced a huge step in terms of diagnostic confidence 

making it probably one of the pivotal technological developments for routine 

oncology PET/CT imaging. 
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The range of applications of PET/CT in oncology has continued to increase. All of 

which are based upon the magnitude and extent of FDG uptake that is determined 

from the PET images and localisation, which is enhanced by using the CT images. 

The applications can be broadly classified as follows: 

 

Initial diagnosis. PET/CT can be used to help determine whether a suspicious tissue 

mass identified from previous anatomical imaging may be malignant. As stated, 

normal physiological uptake of FDG is seen on PET/CT images and clinicians will 

look to identify any areas that exhibit greater than normal uptake or changes in shape 

or symmetry. Further assessment is achieved by measuring the FDG uptake usually 

by using SUV in the lesion in question. 

 

Staging of disease. If a primary cancer is either confirmed or suspected then PET/CT 

can be used to assess the extent, and hence stage, of the disease. Metastatic deposits 

can occur in either the lymphatic or other organs. These may be undetectable using 

anatomical imaging but are likely to exhibit FDG uptake. If the FDG uptake that is 

assumed malignant is detected beyond the primary tumour then the spread of the 

cancer can be classified. Total disease burden is based upon a three classification 

scoring system commonly referred to as the TNM system, which is currently in its 7th 

version [47]. The T classification is for tumour assessment and is based on size and 

invasion of neighbouring tissue. The N classification is to describe the degree of 

metastatic spread through for lymph nodes. The M is used to describe the presence of 

metastases elsewhere in the body. Criteria are defined for each type of cancer that 

state how each of the three classifications should be scored. Table 1.3 shows how T, 

N and M classifications are assigned for lung cancer. Based upon the TNM score, the 

disease stage is defined with each type of cancer having its own staging [47]. Table 

1.4 shows the disease staging for lung cancer and illustrates how different TNM 

classification scores can result in the same disease staging. The overall disease 

staging will influence the clinical decisions as part of the patient management. 
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Classification Description 
T classifications  
T1a Tumour < 2 cm in greatest dimension 
T1b Tumour 2 to 3 cm in greatest dimension 
T2a Tumour 3 to 5 cm in greatest dimension 
T2b Tumour 5 to 7 cm in greatest dimension 
T3 Tumour > 7 cm in greatest dimension or invasion into parietal 

pleural chest wall, diaphragm, phernic nerve, mediastinal 
pleura,  

T4 Tumour of any size that invades any of the following: 
mediastinum, heart, great vessels, trachea, recurrent laryngeal 
nerve, oesophagus, vertebral body, carina, separate tumour 
nodule(s) in different ipsilateral lobe 

 
N classifications 

 

N0 No regional lymph node metastases 
N1 Metastasis in ipsilateral peribronchial and/or ipsilateral hilar 

lymph nodes and intrapulmonary nodes,  
N2 Metastasis in ipsilateral mediastinal and/or subcarinal lymph 

node(s) 
N3 Metastasis in contralateral mediastinal, contralateral hilar, 

ipsilateral or contralateral scalene, or supraclavicular lymph 
node(s) 

 
M classifications 

 

M0 No distant metastasis 
M1a Separate tumour nodule(s) in a contralateral lobe tumour with 

pleural nodules or malignant pleural effusion 
M1b Distant metastasis – in extrathoracic organs 
Table 1.3 T, N and M classifications based on disease characterisation for lung 

cancer [47]. 
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Stage T classification N classification M classification 

1A T1a 
T1a 

N0 
N0 

M0 
N0 
 

1B T2a N0 M0 
 

2A T2b 
T1a 
T1b 
T2a 

N0 
N1 
N1 
N1 

M0 
M0 
M0 
M0 
 

2B T2B 
T3 

N1 
N0 

M0 
M0 
 

3A T1a 
T1b 
T2a 
T2b 
T3 
T3 
T4 
T4 

N2 
N2 
N2 
N2 
N1 
N2 
N0 
N1 

M0 
M0 
M0 
M0 
M0 
M0 
M0 
M0 
 

3B T1a 
T1b 
T2a 
T2b 
T3 
T4 
T4 

N3 
N3 
N3 
N3 
N3 
N2 
N3 

M0 
M0 
M0 
M0 
M0 
M0 
M0 
 

4 Any T 
Any T 

Any N 
Any N 

M1a 
M1b 

Table 1.4 Disease staging of lung cancer according to T, N and M classifications 

[47]. 

 

Grading of disease. Confirmation of malignant cells within a tumour is commonly 

achieved by either surgical biopsy or resection of suspicious tissue. Analysis of tissue 

samples is performed by a pathologist and the cell type of the tumour is determined. 

Two examples of malignant cell types are adenocarcinoma and squamous cell 

carcinoma. Squamous cell carcinomas tend to be more aggressive and grow faster, 

resulting in a worse prognosis [48, 49]. The other outcome from the pathology is the 

level of cell differentiation, which is a measure of how similar the cells in the sample 

are compared with the origin cell type. The magnitude of FDG uptake within a 
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tumour has been shown to be suggestive of both cell type and differentiation and 

therefore linked to prognosis [50–53]. 

 

Monitoring response to cancer therapy. Response to cancer therapy is classified 

using four categories: progressive disease; no change; partial response and complete 

response [54]. Traditionally, the classification of tumour response is determined by a 

change in tumour size, derived from anatomical imaging such as CT or Magnetic 

Resonance (MR) imaging and follows a scheme known as Response Evaluation 

Criteria for Solid Tumours (RECIST) [55]. However, data from PET/CT imaging 

can also be incorporated into this scheme where the degree of change in FDG uptake 

within the tumour specifies the response [56]. In 2009, a new protocol for assessment 

of response to therapy for cancers forming solid tumours was established, known as 

PET Response Criteria in Solid Tumours (PERCIST) [57]. 

 

Checking for disease recurrence. Patients that are in remission following cancer 

treatment will be monitored to check for signs of disease recurrence. This monitoring 

is usually in the form of clinical assessment, periodic blood tests to identify blood-

markers that are indicative of malignancy, and anatomical imaging. If markers are 

seen to rise or imaging reveals suspicious pathology, a PET/CT scan can be 

performed to detect any potential returning disease. 

 

Establishing primary tumour. Patients may exhibit symptoms and possibly blood 

markers that are highly suggestive of malignancy but the primary tumour has not 

been located on anatomical imaging. In these cases, PET/CT can be used to possibly 

identify a primary tumour. 

 

Radiotherapy planning. External beam radiotherapy uses very high energy X-rays to 

target and kill the cancerous cells within the body. The X-rays are delivered from 

various directions and a treatment planning step will determine the optimum 

configuration to deliver the desired dose to the tumour while sparing healthy tissue as 

much as possible. Traditional treatment planning is based upon anatomical images 

from CT. By including information from the PET/CT images as well, the most 

metabolically active areas can be preferentially targeted, which may result in sparing 

of healthy tissue. In addition, the concept of “dose-painting” is a growing area of 
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research. Here the distribution of the radiotherapy dose delivery within the tumour is 

heterogeneous and guided by the intra-tumour uptake of the radiotracer such that 

areas of greater uptake, hence with greater metabolic rate and considered more 

aggressive, receive the greater radiotherapy dose. 

 

1.5 PET/CT in the UK and NHS 

The first PET facility in the UK was the Medical Research Council (MRC) Cyclotron 

Unit, which opened in 1979 at the Hammersmith Hospital in London [58]. This was 

a research facility with a primary focus on neurological conditions, with research 

groups investigating oncology and cardiology. The UK’s first clinical PET centre 

opened in 1992 at Guy’s and St. Thomas’ Hospital in London with an initial vision 

of imaging neurological and cardiological conditions to reflect activities in the US at 

the same time [45]. Within two years of opening, the proportion of referrals for 

oncology indications had risen to 48% of the work and today the proportion is over 

90% [45]. 

 

Despite the growing evidence of the clinical utility of PET in oncology, especially 

lung cancer, the development of clinical PET within the UK and its National Health 

Service (NHS) was slow in the late 1990s and early 2000s compared with European 

countries. The low number of clinical PET centres were either partly hospital-funded 

or privately-funded and there was no national strategy on the role of PET in the 

NHS. In 2005 there were seven NHS PET scanners operational in the UK for clinical 

use rather than research, corresponding to one scanner per 8.6 million of the UK 

population [59]. This was some way behind the Belgium, Germany, Austria, Sweden 

and Denmark, which all had one PET scanner serving less than 2 million population. 

In addition, five of these systems were located in London so provision was all but 

absent outside the capital. The limiting factor in the UK was perceived to be cost to 

the NHS [60]. 

 

In 2003, an intercollegiate committee (ICSCNM) produced a report outlining a 

potential strategy for PET within the NHS [61]. 
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Key points from the document were 

 

• recommendations of the number of PET scans that were likely to be required 

each year;  

• that PET scans should be funded centrally by the NHS; 

• that delivery should be based around the proposed 37 cancer networks within 

the UK; 

• a list of suggested evidence-based clinical indications for which PET imaging 

should be funded. 

 

In 2005, the first version of the NHS National Institute for Clinical Excellence 

(NICE) evidence-based guidelines for lung cancer was published [62]. The 

guidelines stated that: 

 

• every cancer network should have rapid access to FDG PET;  

• patients with lung cancer should be treated within 62 days from the initial 

referral by a general practitioner;  

• FDG PET should play an essential role in their management.  

 

The role of FDG PET was recommended for: 

 

• the assessment of single pulmonary nodules; 

• the assessment of mediastinal lymph nodes for determining whether patients 

undergo resection or biopsy of lymph nodes depending on the nodal (N score) 

disease staging derived from the PET images; 

• the assessment for patients who are candidates for radical radiotherapy.  

 

Later in the same year, two companion documents were published that set out the 

strategy for PET within the NHS: the Department of Health Framework for PET in 

the UK [59] and the collaborative PET in the UK Strategy published by the Royal 

College of Radiologists, British Nuclear Medicine Society and the ICSCNM [63]. 

From here, models were proposed to provide approximately 40,000 PET scans per 

year over a three to five year period. It was also stated that all new scanners should 
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be integrated PET/CT systems and not PET-only machines. With agreed funding for 

scans and investment, clinical PET/CT for oncology finally became established in 

the UK. Additional capacity was provided by the independent sector by way of 

mobile systems. Recent analysis has shown that, from 2008, the number of PET/CT 

scans performed in the UK and Ireland has seen an annual increase of 14% [64]. In 

2012, the Royal College of Radiologists and Royal College of Physicians prepared a 

document summarising the evidence for clinical indications in PET/CT for the UK. 

The document forms the basis for NHS funding of PET/CT examinations according 

to the clinical indication and is now in its third edition [65]. It is likely that the 

evidence for the use of PET/CT will continue to increase and consequently the 

funded indications and number of scans performed will continue to expand. 

 

In 2015, the delivery of PET/CT in England was split between the independent 

provider Alliance Medical and NHS hospitals, with both routes receiving NHS 

funding. Recommendations for use of PET/CT were made according to the PET/CT 

Clinical Reference Group (CRG) which fell under the larger NHS Commissioning 

Board and had the role of developing specialist services within the NHS [66]. In 

2013, the PET/CT CRG established a national contract that specified standards of 

service required for the delivery of PET/CT [67]. A key requirement of the contract 

is that a provider of PET/CT will perform the scan and return the diagnostic report 

and images to the referring clinician within seven business days. With increasing 

numbers of referrals, these requirements exert considerable pressure on PET centres 

to increase capacity. 

 

1.6 PET in Manchester 

In Manchester, PET began at the Christie hospital with the installation of a General 

Electric (GE) Advance PET-only system that was for research purposes in 1999. In 

2001, a clinical PET imaging service using coincidence imaging on a traditional GE 

gamma camera was set up by the Manchester Royal Infirmary nuclear medicine 

department. After two years, the department was performing almost 200 oncology 

scans per year with referrals primarily from Manchester Royal but also several other 

hospitals around the region. In 2004, and in light of the developments for PET within 

the NHS at the time, the Christie hospital established the Oncology PET FDG service 

and hence initiated a clinical PET service across the Manchester region. The main 
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clinical indication for imaging, for which funding was agreed, was for staging lung 

cancer patients. As the evidence base for more indications grew, the number of 

funded PET scans increased. In 2007, the PET-only system at the Christie hospital 

was replaced with an integrated GE Discovery STE PET/CT system. This greatly 

increased throughput and, consequently, the gamma camera PET service at 

Manchester Royal ceased in the same year. The next three years saw annual 

increases of 30% in the number of patients scanned under the service.  

 

In 2006, the University of Manchester Wolfson Molecular Imaging Centre (WMIC), 

which is located next to the Christie hospital site started PET scanning. This imaging 

research centre was equipped with a GE PETtrace cyclotron and two PET scanners – 

a High Resolution Research Tomograph (HRRT) and Siemens/CTI Biograph 

PET/CT system. The HRRT is a PET-only dedicated brain imaging scanner while the 

Biograph is a full-size PET/CT for wholebody patient scans. In 2009, Central 

Manchester University Hospitals (CMUH) began operating in a new hospital 

building, bringing together adult (Manchester Royal Infirmary), children’s, women’s 

and eye hospitals into a single building. A new and expanded nuclear medicine 

department was formed in the new hospital and a state-of-the-art Siemens Biograph 

mCT PET/CT scanner installed.  

 

By the time the Biograph was installed at CMUH, the demand for clinical oncology 

scans had exceeded the capacity of the single scanner at the Christie hospital and so 

scans were also being performed at the WMIC. Capacity was increased significantly 

when the clinical oncology imaging service went live in early 2010 at CMUH. A 

target annual throughput of 1500 scans at CMUH was agreed between the two 

hospitals. 

 

In May 2010, CMUH became the second centre in the UK to launch a clinical 

PET/CT myocardial perfusion imaging service using rubidium-82. Within three 

months, the service was performing 100 scans per month and the working day was 

split approximately 50:50 between the cardiac work and the oncology work.  

 

Currently, the CMUH PET/CT scanner operates at maximum capacity providing a 

clinical service for 56 hours, Monday to Friday. Additional monthly Saturday 
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services were established in 2016 to increase scanning capacity, but these are 

currently dedicated to the rubidium cardiac service. In 2015, 3321 studies were 

performed on the PET/CT. These are broken down into rubidium myocardial 

perfusion (1746), FDG oncology (1428), inflammation and infection (87), brain 

imaging (26), myocardial viability (24), paediatric congenital hyper-insulinism (9) 

and brain amyloid plaque imaging (1). 

 

In late 2016, a GE SIGNA PET with a combined MR scanner will be installed at 

CMUH. Funding for the system has been awarded by the MRC Dementias Platform 

UK. The PET/MR will be operated four days per week by The University of 

Manchester and one day by CMUH. 

 

1.7 Scope of this project 

To put the scope of this project into context, it is beneficial to briefly summarise the 

use of PET in oncology, particularly in Manchester where this project has been 

undertaken. PET/CT plays a major role in the management of patients with cancer, 

and the most common clinical indication in the region is lung cancer. SUV provides 

considerable input into the diagnosis, with SUVmax being used exclusively in the 

Manchester region. Local agreement has been established on the clinical 

interpretation of SUVs derived from images. Therefore, as the Biograph mCT at 

CMUH works within the oncology service in collaboration with the scanner at the 

Christie hospital, the quantitative performance of the two scanners needs to be 

relatively consistent to provide commonality. This was established during acceptance 

testing of the Biograph at CMUH. 

 

The Biograph mCT from Siemens Healthcare, used in this project, was the first 

commercial system from Siemens to provide Time of Flight (TOF) functionality 

(with image reconstruction using this information referred to as ultraHD·PET 

(UHD)) and also iterative reconstruction with resolution modelling (referred to as 

HD·PET (HD)). The scanner was the first of its type to go live in the UK and, as 

such, there was an urgent need to evaluate the impact and potential benefits of the 

advances in technology for routine oncology imaging. After the system was 

commissioned these advanced algorithms were not used due to lack of familiarity 
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and so the standard iterative reconstruction (referred to as OSEM) was used for all 

patient scans. 

 

There were clear mutual benefits to both CMUH and Siemens Healthcare in 

evaluating the performance of the technological advances within a high throughput 

oncology imaging service. Consequently, this PhD project was sponsored by 

Siemens Healthcare. During the planning of the project, an outline of mutual benefits 

to both CMUH and Siemens Healthcare was defined as the basis for agreement of 

funding. However, the agreement was that the direction of the project was relatively 

fluid, and hence the aims could be modified according to the progress and findings 

throughout the project.  

 

The original aims discussed as part of the project outline were to: 

 

• Investigate variation in quantitative accuracy with lesion size for OSEM, HD 

and UHD reconstructions under various, clinically-relevant conditions; 

• Select a subset of promising reconstruction parameters for OSEM, HD and 

UHD reconstructions under imaging conditions comparable to those seen 

clinically and assess reproducibility of the region-based quantitative 

measures; 

• On basis of accumulated evidence, select preferred reconstruction parameters 

and Region of Interest (ROI) analyses for OSEM, HD and UHD; 

• Extend application of preferred reconstruction parameters and ROI analyses 

to patient studies; 

• Establish relationship between selected ROI-based quantitative measures 

from OSEM, HD and UHD, using preferred reconstruction parameters and 

ROI-analysis methods. 

 

There are two areas of mutual interest that are evaluated in this PhD thesis, in the 

context of addressing the original project aims but also the influence of the demand 

to perform ever-increasing numbers of scans as part of a clinical oncology service in 

an NHS hospital. The work performed is divided into two main themes. 
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The first of these is the impact of the advanced reconstruction algorithms on 

measurements of FDG uptake derived from the images. This is divided into an 

assessment of both the accuracy and variability of uptake measurements. To assess 

quantitative accuracy, a ground truth of activity concentration is required and hence 

the project first focussed on phantom studies before moving on to clinical work. The 

second theme is to explore the potential of exploiting anticipated gains in image 

quality from these advanced reconstruction algorithms to reduce the imaging time, 

administered activity, or both, for routine oncology scanning to meet the NHS 

service requirements for oncology PET/CT [67]. 

 

1.8 Thesis structure 

Following on from this introduction are two review chapters. The first will give an 

overview of the physical principles of positron emission and detection and a 

technical description of the development of the PET scanner. The second review will 

discuss the various image reconstruction techniques that are employed on PET/CT 

systems. 

 

The thesis then consists of four papers of work that aim to describe the impact of 

advanced iterative reconstruction and TOF. At the time of thesis submission, two of 

the studies have been published in peer-reviewed journals. The rationale and aims of 

the four papers are summarised as follows. The findings from the four pieces of work 

and follow-on work will be discussed in the final chapter of the thesis. 
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1.8.1 First paper: Impact of advances in PET reconstruction algorithms and 

uptake measurement technique on the accuracy and precision of SUV 

 

This first piece of work was performed in 2010 soon after the Biograph was installed 

at CMUH. There were three iterative reconstruction algorithms available on the 

Biograph. These were: 

 

• the standard iterative algorithm (OSEM) that has been used to standardise the 

Biograph image quality with that of the scanner at the Christie hospital since 

the start of the routine oncology service;  

• an iterative algorithm with spatial resolution modelling (HD); 

• an iterative algorithm with combined spatial resolution modelling and time of 

flight (UHD).  

 

The scope of this work was to characterise these two new advanced algorithms using 

the traditional algorithm as a reference with a focus on quantitative accuracy. To 

allow accuracy and variability of activity concentration to be assessed, a phantom 

was used to provide the ground truth.  

 

The aims of the work are summarised as follows: 

 

• to compare the impact of the new reconstruction algorithms on quantitative 

measurements with the standard algorithm; 

• to assess the performance of these reconstruction algorithms on objects with a 

range of contrast; 

• to assess the choice of region method used to derive the activity concentration 

measurement; 

• to assess whether the new reconstruction algorithms provided beneficial 

outcomes regarding accuracy or variability of measurements; 

 

PET images were acquired using a standard phantom, known as the NEMA image 

quality phantom [68], which is comparable in cross section to a slim torso and 
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consists of six spheres, with diameters ranging from 10 mm to 37 mm as shown in 

Figure 1.2.  

 
Figure 1.2 NEMA image quality phantom showing fillable spheres. 

 

The compartment surrounding the spheres can be filled and images were acquired on 

the Biograph with the spheres filled with three different contrast levels of 2:1, 4:1 

and 8:1. A specific aim here was to demonstrate whether the advanced algorithms 

provided any advantage in the low contrast objects. Three region-based methods 

were evaluated when deriving the activity concentration measurements of the 

spheres. Two were chosen to reflect measurements in clinical practice: a 

measurement derived from the maximum voxel as used for SUVmax and a “peak” 

measure as defined according to the SUVpeak measure proposed in the PERCIST 

protocol [57]. The third region was purely geometric, including all voxels within the 

region with equal diameter to the sphere. This final region technique is akin to the 

method that is prescribed by the NEMA test protocol [68], which is a technique that 

allows for a standardised comparison of PET systems from various manufacturers. 

 

As well as assessing the accuracy, multiple images were created of each phantom 

allowing the variability of each measurement to be assessed. This is an important 

factor as it allows a degree of confidence to be assigned to single measurements for 

clinical applications of staging and grading and for serial measurements for assessing 

response to therapy where a change is indicative of response. 
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1.8.2 Second paper:  Impact of point spread function modelling and time-of-flight 

on FDG uptake measurements in lung lesions using alternative filtering strategies.  

 

This second piece of work was performed in 2013, following a software update to the 

Biograph that enabled an additional reconstruction of TOF without the resolution 

modelling, resulting in three alternative reconstruction options compared with the 

traditional algorithm: TOF, HD and UHD. From findings of the first piece of work, it 

was clear that the use of resolution modelling (HD and UHD) resulted in a 

significant increase in SUVmax in small objects. It was anticipated that this would 

translate into clinical imaging, resulting in significant changes in interpretation of 

lesions if using the existing local agreement for SUVmax. The TOF reconstruction had 

not been evaluated during the phantom study and so no knowledge of its impact 

relative to the standard iterative algorithm was available.  

 

The work evaluated the impact of these three advanced reconstructions relative to the 

standard algorithm with clinical data. Two alternative objective criteria were defined 

based upon clinically relevant requirements. These two criteria were visual image 

noise, with the assumption that image appearance should be comparable, and SUVmax 

quantification. For both alternative criteria, the intention was to establish 

reconstruction parameters for the TOF, HD and UHD algorithms that provided a 

“matching” of each criterion using the standard algorithm as a reference.  

 

The aims of the work were: 

 

• to establish two sets of reconstruction parameters for each algorithm to match 

each of the two criteria described using a phantom image; 

• to apply the parameters derived from the phantom data to FDG oncology 

clinical images to assess the validity of this technique; 

• to evaluate several FDG uptake measurements in lesions for each of the two 

discrete sets of reconstruction parameters; 

• to evaluate any benefits of either of the matched images by assessing the 

signal-to-noise ratio of lesions. 
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The matching was performed using the application of low-pass Gaussian filter 

kernels to NEMA phantom images, with the full-width-half-maximum (FWHM) of 

the kernel being adjusted. Given that, unlike patients, the phantom is a fixed size, it 

was not apparent whether the filter kernel choices established from phantom data 

could be translated to clinical imaging to provide the same results. 

 

It was anticipated that substantially different Gaussian filter kernel widths would be 

required for each of the advanced reconstruction algorithms to match a given 

criterion. From the first study, the use of resolution modelling was shown to reduce 

noise in the background compartment of the phantom. It was expected that to match 

image noise for the HD and UHD reconstructions, a relatively narrow Gaussian 

kernel would be required, resulting in images with a relatively consistent appearance 

but a likely increase in SUVmax in smaller lesions. It was expected that to match 

image SUVmax for the HD and UHD reconstructions, a relatively broad Gaussian 

kernel would be required, resulting in images with a potentially “over-smoothed” 

appearance that may be unpopular with reporting clinicians.  

 

In the clinical data, FDG uptake in lesions was quantified by SUVmax, SUVpeak and 

Total Lesion Glycolysis (TLG). TLG is the product of the mean activity 

concentration measured from a group of voxels and the total grouped volume of 

these voxels, and therefore has units of activity. Image noise was assessed in an area 

of homogenous FDG uptake within the liver by calculating the coefficient of 

variation of voxel values within a spherical region.  

 

1.8.3 Third paper: The assessment of time-of-flight on image quality and 

quantification with reduced administered activity and scan times in FDG PET. 

 

Over the course of this PhD, the range of clinical indications for patients undergoing 

PET scans with FDG at CMUH has expanded, which has generated an increasing 

challenge of scheduling patients on the camera in the available time. The two 

indications accounting for the increased use on the scanner are imaging of suspected 

implanted cardiac device infection and large vessel vasculitis. Both of these scans 

employ a dual-time point imaging protocol, with images acquired at 90 minutes and 

180 minutes post-injection of FDG, with vasculitis studies also requiring a vertex to 
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feet scan at the 90 minute scan. Combining this with the need to comply with the 

requirements of the NHS PET/CT oncology service contract [67], there became a 

strong need to increase scanner throughput to meet demand. For all of these 

indications, the existing imaging protocol at CMUH defined a prescribed 

radioactivity of 350 MBq and 400 MBq of FDG for patients below and above 100 kg 

body weight respectively. 

 

The expected increase in the number of patients undergoing FDG PET/CT scans also 

put emphasis on the need to address increases in radiation doses to the nuclear 

medicine staff. The dose rates to staff from FDG patients are approximately 10-fold 

that of patient administered a comparable level of a technetium-99m radiotracer 

commonly used for gamma camera imaging [69]. 

 

To address these needs, the third piece of work, performed in 2014, aimed to 

evaluate expected reductions of image noise with TOF reconstruction to allow for a 

reduction in imaging time and also administered activity. A second requirement was 

that SUVmax was conserved with any change in protocol to maintain the continuity of 

image interpretation. From the second piece of work, the levels of post-filtering 

necessary for the reconstructions with resolution modelling to maintain SUVmax, 

produced images with an appearance that was not acceptable to our clinicians. As 

such, the use of resolution modelling was not considered in this work. A software 

upgrade to the system allowed the PET image from each bed position to be 

reconstructed using a fraction of the acquired data or counts. 
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There were four main aims to the work: 

 

• to evaluate the validity of using reduced-count reconstructions as a surrogate 

for a reduction in the administered activity; 

• to evaluate the reductions in image noise observed with TOF reconstruction 

using clinical reconstruction parameters compared with the current standard 

iterative reconstruction; 

• to conserve SUVmax for lesions in the reduced-count TOF images compared 

with the full-count data; 

• to produce a more consistent level of image quality across the patient 

population scanned at CMUH. 

 

This would allow the reduced-count data to be reconstructed with the TOF algorithm 

and compared with the standard non-TOF iterative algorithm that had been used 

routinely. As a metric of image quality, the signal-to-noise ratio in the liver (ratio of 

mean to standard deviation of voxel values within a region) was used. This has been 

shown to be a good surrogate for qualitative visual image quality [70]. 

 

1.8.4 Fourth paper: Evaluation of the utility of estimated covariance kernels for 

predicting regional ensemble variance  

 

Changes in SUV over two or more PET scans acquired either after or through the 

course of cancer therapy are used as an assessment of response to the therapy. It 

appears that SUVmax is used predominantly for this purpose [57] but an alternative 

metric was suggested as part of the PERCIST protocol, SUVpeak. Whereas SUVmax is 

derived from the single maximum voxel value within a tumour, SUVpeak is derived 

from the mean value of voxels contained within a 1.0 ml spherical region. To assess 

the reliability of any treatment-related changes, an appreciation of the inherent 

variability of these two metrics is required. The choice of reconstruction algorithm is 

likely to influence this variability considerably. SUVmax will be heavily influenced 

by the voxel variance, while the voxel averaging in SUVpeak will reduce this 

sensitivity but introduce a greater dependence on ensemble noise properties. The 

ensemble noise, or Ensemble Variance (EV), is the variability of a group of voxels 
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across multiple images and is related to the voxel covariance. It has been shown that 

resolution modelling reduces the voxel variance, giving the visual impression of 

reduced noise [71], which was shown to reduce the variation of SUVmax considerably 

in the first piece of work in this project. This voxel variance reduction is achieved 

primarily through increased voxel covariance (or correlation). Increased correlation 

leads to a greater EV [72], particularly in small regions [73] such as those used for 

SUVpeak. It has been suggested that resolution modelling is detrimental and should 

not be used for such application in PET [72, 74]. There is therefore a need to 

investigate the impact of voxel correlation on ensemble variance with clinically 

relevant reconstruction parameters. 

 

This piece of work focuses on the assessment of voxel correlation and the impact of 

EV and expands from work presented at the IEEE Molecular Imaging Conference in 

October 2015 [75]. Two reconstruction algorithms were investigated: iterative 

reconstruction with and without resolution modelling. It was hypothesized from 

theory that a voxel covariance kernel could be used to predict the EV of the region 

shapes that were evaluated. Covariance kernels are acquired from uniform areas 

within an image, which are not typically representative of the heterogeneous 

radiotracer distribution within a tumour. To be useful in clinical imaging, it would 

also be necessary to generate a covariance kernel from an area of homogeneous FDG 

uptake, such as the liver, on a single wholebody image. 
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There were four main aims to the work: 

 

• to assess the accuracy of EV estimations, in a range of region shapes and 

sizes, produced from voxel correlation data, using measured EV across 

multiple image replicates; 

• to compare the impact of reconstructions with and without resolution 

modelling on EV; 

• to compare relative changes in EV, with and without resolution modelling, 

within homogenous background areas of phantoms with regional high 

contrast areas; 

• to compare the correlation kernels generated across multiple replicate images 

with those generated from a limited number of sub-samples extracted from a 

single image. 

 

The work used simulation data and also 200 replicate images from a Ge-68 uniform 

phantom to measure the EV of several different regions shapes with varying sizes. 

Covariance kernels were generated from cubic sub-samples from the data. The 

formation of each kernel initially used sub-samples from all 200 samples. Given the 

aim of deriving a covariance kernel from a limited number of sub-samples extracted 

from a single clinical image, the robustness of the covariance kernels generated from 

fewer images was assessed. The measurement of EV in a background region is of 

limited clinical importance and so data from a NEMA phantom were included, with 

EV measured in the background and also in each of the six hot spheres across 

multiple image replicates. Finally, covariance kernels were generated from four 

clinical FDG oncology scans, using sub-samples extracted from the liver. 

 

Development of a new test object for modern PET scanners 

In addition to the four papers stated above, Ian Armstrong and Heather Williams 

have been collaborating with Leeds Test Objects on the development of a new test 

phantom for PET systems with advanced reconstruction algorithms. The evaluation 

has used analysis methods that have been developed as part of this PhD project. The 

phantom design is based around the existing NEMA phantom with the option to 

replace the standard six spheres (diameters ranging from 10 mm to 37 mm) with 
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smaller spheres (diameters ranging from 7 mm to 28 mm). The phantom aims to fully 

establish performance gains of the ever-improving modern PET systems. Initial 

findings from the work have been presented at the British Nuclear Medicine Society 

Annual Meeting in 2012 [76], winning first prize for posters, and European 

Associate of Nuclear Medicine Annual Congress in 2014 [77].  
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2.  PRINCIPLES OF POSITRON EMISSION TOMOGRAPHY 

2.1 Overview 

The discovery of the positron (β+) in 1933 by Carl Anderson [1] gave birth to the 

potential of PET imaging. The positron is a particle with equal mass to an electron 

but with a positive charge. Like electrons, a positron will travel along a tortuous path 

through matter, losing energy as it interacts with atoms within the matter. These 

interactions are with orbital electrons of the atoms of matter and can lead to 

excitation and ionisation of the atoms and molecules. The positron travels a finite 

distance in matter before it annihilates with an electron from one of the atoms in the 

matter. This annihilation produces two gamma-rays, each with 511 keV of energy, 

that are produced simultaneously and travel in almost opposite directions. They can 

be detected using a pair of opposing gamma-ray detectors using the time of detection 

to associate the pair with a common annihilation event and hence form the LOR. By 

collecting many LORs over a range of angles and positions, one can determine the 

distribution and biokinetics of a radiotracer in the patient [2]. 

 

A tracer is a substance that is designed to mimic endogenous compounds within the 

body. This allows functional processes to be measured whilst not interfering with the 

underlying system function. A radiotracer is a tracer that has been chemically 

labelled with a radionuclide. PET is a non-invasive radionuclide imaging technique 

that determines the distribution of a radiotracer within a patient. In PET, radiotracers 

are labelled with positron-emitting radionuclides. Some radiotracers have identical 

chemical structure to endogenous compounds. An example of such a radiotracer is 

[15O]water, where the stable oxygen atom is replaced with oxygen-15. This emits 

positrons with a mean energy of 735 keV and has a half-life of two minutes. Other 

radiotracers are compounds that differ chemically from endogenous molecules but 

mimic their behaviour. Table 2.1 shows characteristics of a selection of positron-

emitting radionuclides and radiotracers that are used in PET imaging. PET is a 

functional imaging modality reflecting biological processes rather than anatomical 

images, such as those produced by X-ray imaging. 
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β+ energy (keV) 
RN Max Mean 

T1/2 
(min) Production BF Example radiotracers 

C-11 960 386 20 Cyclotron 100% [11C]Methionine 
N-13 1190 492 10 Cyclotron 100% [13N]Ammonia 
O-15 1720 735 2.0 Cyclotron 100% [15O]Water 
F-18 635 250 109 Cyclotron 97% [18F]FDG 
Ga-68 1899 836 68 Generator 88% [68Ga]Peptide agents 
Rb-82 3350 1535 1.25 Generator 82% [82Rb]Rb-Cl 
Table 2.1 Characteristics of positron-emitting radionuclides that are commonly used 

in PET imaging. RN: radionuclide; T1/2: physical half-life; BF: positron decay 

branching fraction. 

 

2.2 Gamma-ray interactions  

After a positron-emitting radiotracer has been administered to the patient, many pairs 

of 511 keV gamma-rays will be produced from positron-electron annihilation. These 

gamma-rays can interact with the tissue in the patient, primarily with orbital 

electrons of the tissue atoms and fall into two categories: photoelectric absorption 

and Compton scattering. During Photoelectric absorption, a gamma-ray will transfer 

all of its energy to an orbital electron, which is ejected from the atom and the 

gamma-ray ceases to exist. For photons with energy above the highest atomic 

electron binding energy, the probability of photoelectric absorption is approximately 

proportional to Z3/E3, where Z is the atomic number of the matter and E is the energy 

of the gamma-ray [3]. During Compton scatter the gamma-ray transfers only a 

portion of its energy to the orbital electron, which is ejected. The gamma-ray energy 

is reduced and, due to conservation of momentum, the direction of travel of the 

gamma-ray is changed. The energy of the scattered gamma-ray, Esc, for a gamma-ray 

of initial energy Eγ that is scattered by an angle of θ is expressed as [4] 

 

 
( )( )θγ

γ

cos1511.0/1 −+
=

E
E

Esc (2.1)

 

This scattered gamma-ray may undergo no further interaction with the tissue, 

additional Compton scatter or photoelectric absorption. By far the most dominant 

type of interaction for the 511 keV gamma-rays in tissue is Compton scattering [4].  
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2.3 PET detector design 

The PET detection process for gamma-rays being emitted from the patient uses an 

array of detectors that are arranged in a ring in modern systems. The PET detector is 

bombarded by millions of individual gamma-rays every second. The array of 

detectors is connected to a coincidence processing unit which performs the 

coincidence event association. If two 511 keV gamma-rays are detected at the same 

time they are associated with each other and the event is known as a coincidence 

event. Individual gamma-ray events that are detected but not associated with a paired 

event are referred to as single events. Due to the low geometric detector efficiency in 

comparison to the patient size, they constitute the majority of events.  

 

The coincidence processing unit uses a defined time duration, which is referred to as 

the coincidence timing window. When one singles event is detected, the coincidence 

timing window is opened and one or more singles events may be detected before the 

window is closed. If two gamma-rays are detected within the coincidence window, 

the event is known as a prompt or coincidence event [5], and defines the LOR. It is 

possible that multiple, i.e. > 2, gamma-ray detections occur within the coincidence 

window. In these situations the true LOR cannot be determined and the event is 

rejected. 

 

Gamma-ray detection is typically performed using scintillation detectors [6], which 

comprise of two principal components, a scintillation crystal and a photomultiplier 

tube (PMT). The scintillation crystal absorbs the gamma-ray energy by either 

photoelectric absorption or Compton scatter. As gamma-ray energy is lost, optical 

scintillation photons are produced within the crystal. The number of scintillation 

photons produced is proportional to the energy lost by the gamma-ray. A common 

scintillation material is sodium iodide, doped with thallium (NaI(Tl)), which will 

produce approximately 19,000 optical photons when a 511 keV gamma-ray is 

completely absorbed [6] and was used in the first PET systems [7].  

 

The scintillation photons are detected by a PMT that is coupled to the crystal, 

sometimes via a light-guide. The front surface of a PMT is called a photocathode and 

converts the incident scintillation photons from the crystal to photoelectrons via the 

photoelectric effect. The number of photoelectrons produced is proportional to the 
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number of incident scintillation photons. These photoelectrons are accelerated 

towards an electrode within a vacuum, called a dynode, which has a positive voltage 

applied. When colliding with the dynode, the increase in kinetic energy results in the 

ionisation and displacement of a greater number of electrons into the vacuum. A 

series of dynodes in a chain with increasing positive voltage applied results in a 

cascade of ever increasing number of electrons with the electrons emitted by the final 

dynode transferring a charge to an anode connected to a pre-amplifier, which is read 

as a voltage from the PMT. The magnitude of the voltage is proportional to the 

energy of the gamma-ray that was absorbed in the crystal and gave rise to the 

scintillation photons. The variability of the signal from a PMT follows Poisson 

statistics [8]. Therefore if a greater number of scintillation photons are incident on 

the photocathode, the output from the PMT will be more precise.  

 

An energy calibration of the PMT output voltage is performed to allow the incident 

gamma-ray energy to be determined. An acceptance window, referred to as an 

energy window is defined so that only gamma-rays that are detected with an energy 

falling within the window are collected. The lower level discriminator (LLD) of the 

energy window is used to exclude low energy gamma rays that are likely to have lost 

energy through Compton scatter in the patient. While one would not expect to detect 

gamma-rays with energies greater than 511 keV, the upper level discriminator (ULD) 

of the energy window must be set to account for the finite energy resolution of the 

system due to factors such as the statistical nature of the PMT output. The ULD also 

rejects events that arise due to pulse pile-up. Pulse pile-up occurs when the 

scintillation photons in the crystal have not fully decayed before a new gamma-ray 

interaction occurs in the crystal. Consequently, the output voltage from the PMT will 

not have returned to zero and the output voltage from the new gamma-ray will be 

added to any residual output voltage from the previous gamma-ray interaction. The 

resultant summed output voltage will infer that the apparent energy of the new 

gamma-ray is artificially high, falling above the ULD and will be rejected. Pulse 

pile-up is particularly problematic in systems that use scintillation crystals with long 

decay times. The Siemens Biograph mCT has an energy window of 435 keV to 

650 keV [9]. 
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The choice of scintillation crystal has a substantial impact on the performance of the 

PET detector. There are several factors to consider when evaluating the choice of 

scintillation crystal: 

 

• Light output. The Poisson statistical nature of the PMT output means that a 

greater output of incident scintillation photons from the crystal improves the 

precision of the PMT output. The PMT output is proportional to gamma-ray 

energy and hence energy resolution is improved with crystals that have a 

greater light output. A crystal that produces a greater number of scintillation 

photons per unit of volume allows smaller crystals to be fabricated while 

maintaining acceptable light output [10]. A smaller crystal allows for a 

greater number of LORs and hence improved spatial resolution. 

• Density. As discussed previously, the probability of photoelectric absorption, 

and hence the stopping power for the gamma-rays, is proportional to Z3/E3. A 

crystal with a greater density will increase the stopping power and hence 

detector efficiency. Despite this, Compton scattering is still the dominant 

interaction for 511 keV gamma-rays [4]. 

• Decay time. The time that the scintillation photons take to decay within the 

crystal heavily dictates the temporal length of the coincidence timing 

window. It also influences the count-rate capability, from pulse pile up, and 

temporal resolution of detectors. 

• Emission wavelength. The efficiency of a PMT photocathode is dependent on 

the scintillation photon wavelength. It is therefore advantageous that this 

wavelength is close to this optimal efficiency. 

• Mechanical robustness. Crystals should ideally be robust and easy to 

manufacture into small pieces. Some materials are hygroscopic, requiring 

encapsulation, which is not ideal. 

 

Data for several materials used for scintillation crystals in PET systems are shown in 

Table 2.2. 
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NaI(Tl) 100 230 3.67 415 No Yes 
BGO 15 300 7.13 480 Yes No 
LSO 75 40 7.40 420 Yes No 
GSO 40 50 6.71 430 Yes No 
LaBr3 175 15 5.29 360 No Yes 
CsF 6 2.5 4.61 390 No Very 
BrF2 5 0.6 4.89 210 Yes No 

Table 2.2 Physical characteristics of scintillation crystals that have been or are used 

in PET detectors [11–13]. 

 

The basic design of the detector in all modern PET scanners is fairly similar, 

consisting of several rings of scintillation detectors stacked together along the length 

of the patient to increase the size of area that can be imaged (known as the axial field 

of view (FOV)). The length of the axial FOV along the patient ranges between 15 and 

25 cm on various modern PET scanners. Each detector element can detect in 

coincidence with a number of detectors on the opposing side of the ring. The spatial 

separation of LOR is determined by the size of the scintillation detectors.  

 

2.4 Development of PET hardware 

The first PET scanner was built by Michael Phelps and Ed Hoffmann, with results 

published in 1975 [7]. This early system used large NaI(Tl) for the scintillation 

crystal material which, at the time, was the only available suitable material [14]. The 

system consisted of twenty-four 5.1 cm NaI(Tl) detectors arranged in a hexagonal 

array. Each set of four detectors was in coincidence with the opposite four with a 

coincidence timing window of 30 ns. 

 

Sodium iodide however does not make the best scintillator for PET due primarily to 

its low density and hence detection efficiency of 511 keV gamma-rays (Table 2.2). In 

1977 an alternative scintillation crystal, bismuth germinate (BGO), was evaluated 

[15]. BGO has a notably greater density than NaI(Tl) and hence allowed for smaller 
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crystals yet provided the same levels of stopping power. This improved spatial 

resolution, whilst maintaining the same overall detection efficiency. 

 

Taking advantage of the increased density of BGO, a new detector design was 

proposed in 1986, known as the Block Detector [16]. The design employed a single 

block of BGO divided into subsections by slots that are cut partially down the depth 

of the crystal within which light reflective material is packed – see Figure 2.1. This 

allowed the location of the gamma-ray absorption to be identified within one of these 

subsections of the single BGO crystal using a limited number of PMTs. Logic is 

performed on the PMT outputs mounted to the crystal to determine which crystal 

subsection the gamma-ray was absorbed in. The first example of this design used a 

30 mm thick BGO crystal divided into 8×4 (5.6 mm × 13.5 mm respectively) 

subsections and was backed by four PMTs. While the number of crystal subsections 

has increased and manufacturing processes have progressed, nearly all modern PET 

scanners still use detectors with this same underlying design. 

 
Figure 2.1 Block detector design with four photomultiplier tubes (PMTs) and a 

crystal subsection highlighted in red [16]. 

 

Despite its advantages over NaI(Tl), BGO had two significant negative aspects 

limiting its performance in PET. Firstly, the low light output degrades the energy 

resolution performance and limits the size of subsections, and hence the spatial 

resolution [10]. Secondly, the slow scintillation decay time limits the count-rate 

performance of a system due to count losses through pulse pile-up as described. It 

also inhibits the use of narrow coincidence timing windows giving rise to a greater 

number of random coincidences and also does not allow for time of flight data 

acquisition, which shall be discussed later in this review.  
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In 1992, a new scintillation material was discovered by Melcher and Schweitzer 

called lutetium oxyorthosilicate (LSO) [11]. The faster decay time of LSO allows for 

higher count rate systems and a reduction in the temporal width of the coincidence 

window, which is discussed later in this chapter. However, LSO does result in a 

modest reduction in stopping power compared with BGO and so the detection 

efficiency is slightly reduced [17].  

 

The first commercial scanner with LSO crystals was introduced in 2001 by 

Siemens/CTI, with a coincidence timing window of 6 ns compared with 12 ns for the 

comparable system using BGO [18]. In 2005, performance data were published on a 

system with an updated LSO block design and improved electronics [19]. This “HI-

REZ” detector developed by Siemens consisted of a LSO block divided into 13×13 

subsections with dimensions 4×4×20 mm [20]. The block design employed on the 

PET/CT system at CMUH is very similar to that used in the original HI-REZ design. 

 

2.5 Factors that degrade PET data 

PET aims to locate the radiotracer and so the ideal LOR should consist of two 

gamma-rays that originate from the radiotracer location, escape from the patient 

without undergoing any interaction and are detected with 100% efficiency in the PET 

scanner. In reality, there are many factors that act to degrade the collection of PET 

data.  These are due to four main categories: the physics of the positron decay and 

annihilation, gamma-ray interactions, erroneous LORs and detector limitations. 

 

2.5.1 Physics of positron decay and annihilation 

 

Positron range 

A positron that has been emitted from a radionuclide will travel a finite distance 

through matter due to its energy. The positron range is dependent on the initial 

energy and the electron density of the matter. The initial positron energy can be 

plotted as a probability function up to the maximum possible energy [21] and is 

specific to a given radionuclide. Combining the initial energy distribution with the 

random path, the path length from positron emission to annihilation forms a 

probability distribution that decreases approximately exponentially [22] for 

radionuclides with relatively low positron energy such as fluorine-18 but has a more 
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complex distribution for radionuclides with higher energy [23]. In soft tissue, the 

mean positron range is stated as 0.6 mm for fluorine-18, which has a mean positron 

energy of 248 keV and 5.9 mm for rubidium-82, which has a mean positron energy 

of 1551 keV [23, 24]. This means that the LOR indicates the position of the 

annihilation and not the radiotracer from which the positron originated as would be 

desired. 

 

Gamma-ray acolinearity 

When the positron annihilates with an electron it has a small amount of momentum 

remaining. This momentum is conserved following the annihilation and the gamma-

rays do not travel exactly at 180° to one another and instead have a variation of 

±0.25° [25]. From simple trigonometry, the FWHM of the positional uncertainty 

about the annihilation can be expressed as  

 

 FHWM = 0.0022 × D, (2.2)

 

where D is the diameter of the PET detector ring. This shows that acolinearity effects 

can be reduced by decreasing the diameter of the detector. However, for clinical 

scanners, there is clearly a minimum acceptable diameter for accommodating the 

patient in the scanner. 

 

2.5.2 Gamma-ray interactions 

 

Gamma-ray attenuation 

The interactions that gamma-rays undergo, as discussed previously, can lead to a loss 

of gamma-rays detected from the patient, which is known as attenuation. Attenuation 

is an exponential process, with the probability, P, of both gamma-rays emerging 

from matter that constitutes the patients body being  

 ( )∫
=

−
LOR

dLL

eP
μ

  (2.3)

 

where L is the distance along the LOR and µ(L) is the linear attenuation coefficient 

(LAC) [4]. The LAC for 511 keV gamma-rays in water, which is approximately 

equivalent to soft tissue, is 0.096 cm-1 [26]. If the LOR passes through 40 cm of soft 
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tissue, which is not unlikely in the human body, the probability of both gamma-rays 

emerging from an object is 2.15%. Fewer gamma-rays from annihilations occurring 

within the centre of the patient will escape in comparison to annihilations towards the 

edge. This can be compensated for by measuring the attenuating properties of the 

patient, which will be covered in the next chapter. 

 

2.5.3 Erroneous LORs 

Ideally, every prompt coincidence event should represent the LOR that passes 

through the annihilation point of the positron within the patient that gave rise to the 

two detected 511 keV gamma-rays. In reality, there are three types of events that can 

constitute a prompt coincidence event: 

 

• True coincidence. Two gamma-rays originating from the same annihilation 

pass through the patient and do not change direction through scattering so 

that the LOR intercepts the true origin of annihilation; 

• Scattered coincidence. One or both of the gamma-rays originating from the 

same annihilation event undergo Compton scatter on one or more occasions 

within the patient and change direction such that the LOR is erroneous as it 

does not intercept the true origin of annihilation; 

• Random coincidence. Two singles events from two unrelated annihilations 

are detected within the coincidence timing window leading to an erroneous 

LOR. 

 

These three events are illustrated in Figure 2.2. 
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Figure 2.2 Different coincidence event types that are detected by a PET detector. A: 

a true coincidence event, B: a scattered event where the lower gamma-ray is scatter 

before leaving the patient and C: a random coincidence event arising from two 

independent annihilations. Positron annihilation locations are represented by red 

circles, gamma-rays paths by solid lines and erroneous LORs by dashed lines. 

 

There is no temporal correlation between two annihilations that give rise to random 

coincidence events. As such, the temporal length of the coincidence timing window 

dictates the probability of the number of random events that are detected. It is 

dictated primarily by hardware limitations and processing time of the electronics (see 

section 2.3). The mean rate of random coincidences, Rij, creating a LOR between two 

detectors i and j can be modelled as  

 

 Rij = 2τ·ri·rj , (2.4)

 

where τ is the temporal width of the coincidence timing window and ri and rj are the 

singles detection rates of gamma-rays on two detectors i and j [25]. Hence the rate of 

random coincidence events will increase quadratically as radioactivity increases. 

 

2.5.4 Detector limitations 

Detector efficiency 

Detection of radioactive events follows Poisson statistics. Consequently, if the 

number of detected events is low due to poor efficiency, the relative precision on the 

number of events is low. In images, this is manifested as statistical noise, as shown in 

Figure 2.3. To compensate, the time for the scan needs to be extended to collect 

sufficient events to provide a useful image. 
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Figure 2.3 Illustration of the statistical noise observed in images produced from 

different levels of coincidence events. 

 

Detector size 

If one ignores the factors of positron range and acolinearity, the limiting factor on the 

spatial uncertainty of the LOR is the size of the detector elements. For a pair of 

detectors in coincidence, the annihilation event can be positioned anywhere within a 

column that is created by the two detector faces. As the detector becomes smaller, so 

does the column width and the localisation of the annihilation becomes more precise. 

Smaller detectors will enable a greater number of unique LORs and hence will be 

able to provide greater spatial sampling of the annihilation locations [15]. 

 

Pulse pile-up and count losses 

Systems with slow scintillation crystals are susceptible to pulse pile-up. This limits 

the maximum count rate that a scanner can operate at. There are two degrading 

factors that result from pulse pile-up. The first is a loss of detected events when two 

or more gamma-rays are incident on a detector and the energy measurement falls 

above the ULD. The second is mis-positioning of events within a block detector. 

This occurs when multiple gamma-rays with reduced energy, typically due to scatter 

within the patient, are absorbed in different locations in the block and the energy 

measurement falls within the energy window. Here an average absorption position is 

incorrectly calculated from the PMT logic. This results in a loss of spatial resolution 

that has been shown to worsen with increasing activity in the FOV [27]. 

 

This factor is particularly problematic for dynamic studies that are used for kinetic 

analysis where count rates can be very high during the injection of the radiotracer. 
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Depth of interaction and inter-crystal scatter 

For gamma-rays that are incident at a normal angle to the face of the scintillation 

crystal, the length of crystal required to totally absorb 50% of the gamma-rays is 

10 mm and 11 mm for BGO and LSO scintillator crystals respectively [17]. For a 

gamma-ray that strikes a block detector at an oblique angle, the path inside the 

crystal subsection is likely to result in the gamma-ray passing into the adjacent 

subsection of the crystal. 

 

The incident gamma-ray may not undergo photoelectric absorption within the 

scintillation crystal and instead may undergo Compton scatter. As such, there is a 

possibility that the scattered gamma-ray will leave the crystal subsection and pass 

through into an adjacent subsection before depositing sufficient energy to enable 

detection. Examples of depth of interaction and inter-crystal scatter are shown in 

figure 2.4. 

 
Figure 2.4 Representation of depth of interaction and inter-crystal scatter problem in 

a PET detector. The blue line illustrates un-scattered crystal penetration due to 

insufficient path length in the incident crystal subsection while the red lines illustrate 

inter-crystal scatter. The degree of greyscale on each crystal subsection is an 

indication of the proportion of events registered in each subsection after collecting 

multiple instances of the given LOR. 

 

2.6 Advances in PET design 

2.6.1 Development of PET/CT 

PET images provide an excellent representation of the distribution of administered 

radiotracer, but lack anatomical features that would be useful to clinicians. This is 

particularly problematic in the abdominal region. In the early 1990s, some PET 

cameras did not consist of a complete ring of scintillation detectors around the 

patient [28]. In 1991 it was suggested by an oncology surgeon that the gaps within 
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the ring could be used to house an X-ray tube and detectors to enable acquisition of a 

CT image to provide complimentary anatomical images for the PET. This design 

concept was abandoned due to the infeasibility of mounting the CT detector on the 

rotating PET gantry. Instead a far simpler sequential design was developed with a CT 

detector gantry in front of a PET detector ring. Seven years later, the first prototype 

system with combined PET and CT detectors was produced [29, 30]. In 2001, the 

first commercial PET/CT system was produced (GE Discovery LS) and, by 2008, 

there were 2500 PET/CT systems in use worldwide [31]. By 2006, all commercial 

PET systems were sold with integrated CT. The CT image also provided a means of 

correcting for the attenuation of the gamma-rays, and will be discussed in the next 

chapter. The high speed CT acquisition of a wholebody anatomical image was a key 

factor in enabling routine clinical oncology scanning to be a reality. In the 2005 

Framework, the UK Department of Health recommended that combined PET/CT 

systems should be the preferred choice of system [32]. 

 

2.6.2 Development of PET/MR 

The additional radiation dose and lack of intricate fine detail within soft tissue 

associated with the CT component of a PET/CT has driven the development of 

PET/MR systems. The MR provides an anatomical image with no additional 

radiation dose. However, the high magnetic field causes the electrons that are 

accelerated from dynode to dynode in the PMTs to travel in helical paths and 

consequently the PMT no longer functions [33]. Early attempts to acquire PET data 

in the presence of an MR field employed either optical fibres to transfer the 

scintillation photons from the scintillation crystals to the PMTs that were some 

distance from the PET detector ring [34] or physical separation of the PET and MR 

detectors with a common imaging table [35]. Recently, however, there has been a 

move towards replacing PMTs with solid state detectors such as avalanche photo 

diodes (APDs) and silicone photomultipliers (SiPMs) [36–38]. Both of these 

detectors work in the presence of a magnetic field meaning integrated systems are 

possible. Unlike APDs, SiPMs have the ability to also provide time of flight 

information. 
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2.7 Time of flight PET 

2.7.1 Overview 

Following the positron annihilation, the two 511 keV gamma-rays travel at the speed 

of light. For annihilation events that are not on the midpoint of the LOR, the arrival 

time of the two gamma-rays at the PET detector ring will differ due to their differing 

path lengths. The time difference in arrival times, Δt, is given as: 

 

 
c
x

t
2

=Δ , (2.5)

 

where x is the distance from the midpoint of the LOR to the point of annihilation 

and c is the speed of light [39]. If the detector ring can measure the difference in 

arrival time with a temporal resolution with FWHM σt, it follows that the spatial 

uncertainty of the annihilation event, σx, will be: 

 

 
2

t
x

cσσ = . (2.6)

 

PET scanners that measure and utilise this time difference with a temporal resolution 

that is less than the duration of the coincidence timing window are said to the Time of 

Flight (TOF) PET systems. If the measurement of the time difference was perfect, 

then one would know exactly where along the LOR the annihilation occurred. To 

locate an annihilation event to within 1 cm, the timing resolution would need to be 

approximately 70 ps. To put this into context, most current-generation PET/CT 

systems using PMTs with TOF capability operate with timing resolutions between 

500 and 600 ps, translating to a positional uncertainty along the LOR of 7.5 to 

9.0 cm. New state-of-the-art systems with solid-state detectors have timing 

resolutions of approximately 380 to 400 ps translating to a positional uncertainty 

along the LOR of 5.7 to 6.0 cm. [40]. 

 

The theory of TOF PET followed soon after the development of the first PET 

scanners. The long scintillation decay time of both NaI(Tl) (230 ns) and BGO (300 

ns) prohibited both of these materials as choices for TOF PET. Early investigations 

into TOF PET used pairs of caesium fluoride (CsF) scintillation detectors, which 

have a 2.5 ns decay time [41]. This was followed on with TOF PET systems using 
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CsF [42, 43] and using barium fluoride (BaF) crystals which have a 0.6 ns decay 

time [44]. Despite demonstrating the potential of TOF PET, neither of these 

scintillation materials are ideal for incorporation into a PET system due to their low 

density and hence low stopping power for 511 keV gamma-rays and low light output 

[45]. 

 

Arguably the most important technological development for TOF PET was the 

discovery of LSO [11]. LSO provided a notably faster decay time compared with 

BGO and combined with high density and high light output. As such, this became the 

choice of crystal for one of the first wholebody TOF PET systems [46], with the first 

commercial system using LYSO, a variation on the LSO crystal, and had a timing 

resolution of approximately 600 ps [47]. The measured timing resolution of the 

Siemens Biograph mCT, equipped with LSO crystals, at CMUH is 530 ps [9] 

resulting in a positional uncertainty of the positron annihilation of approximately 

8 cm. In late 2016, a new GE SIGNA PET/MR scanner will be installed at CMUH, 

which employs SiPM detectors and should provide a timing resolution of between 

380 to 400 ps, which is a notable improvement on the Biograph mCT [40]. 

 

2.7.2 Benefits of TOF PET 

The most commonly accepted benefit of TOF is a reduction in the variance of the 

data, which leads to an increase in signal-to-noise ratio (SNR) of the reconstructed 

images [48, 49]. This has been described by Budinger [39] and results in the 

following equation: 

 

 
xTOFnon

TOF D
SNR

SNR
σ

=
−

, (2.7)

 

where D is the diameter of the object in the PET FOV and σx is the spatial 

uncertainty of the annihilation event from equation 2.6. 

 

As discussed previously, the gain in SNR with TOF increases with larger objects. It 

has been suggested that, for random coincidences, this variance reduction is even 

greater than expected. This is because the effective diameter of the distribution of 

random coincidences is considerably larger than the physical object in the FOV 
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[50, 51]. It has been demonstrated on a first-generation TOF PET system that the 

improvements in SNR with TOF may exceed those based purely on the object size, 

using equation 2.7, with high activity levels, and hence greater randoms, in the FOV 

[51].  
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3. PET IMAGE ACQUISITION AND RECONSTRUCTION 
3.1 Overview 

The purpose of image reconstruction is to generate a volume of image data that 

reflects the distribution of radiotracer that is within the patient. In the patient, there is 

a spatially continuous distribution of the radiotracer. Given the digital display nature 

of medical images, one requirement is a spatial discretization of the radiotracer 

distribution. Therefore, a reconstructed image typically consists of a 3-dimensional 

array of contiguous discrete cuboidal elements called voxels. The intensity value for 

each voxel typically indicates the radioactive concentration of the radiotracer within 

this voxel volume, with units of Bq/ml. Images are viewed by clinicians by 

extracting a 2-dimensional array, or slice plane, of voxel values from the 

reconstructed image volume. These can be transaxial (cross-sectional), coronal (as 

viewed from the front of the patient) or sagittal (as viewed from the side of the 

patient) planes. For display purposes, the voxel intensity values are assigned a 

particular colour using a colour map lookup table. An example of coronal, sagittal 

and transaxial image planes displayed using a greyscale lookup table are shown in 

Figure 3.1. 

 

 
Figure 3.1 An example PET image showing transaxial (left), coronal (centre) and 

sagittal (right) image planes and displayed in greyscale. 

 

For the purpose of reporting clinical PET images, the voxel values are usually 

normalised to SUV by the display program that is being used to display the images. 

As discussed previously, clinicians use SUV to inform their judgement on whether a 

particular area of FDG uptake is indicative of malignancy. By far the most 

commonly used variant of SUV is SUVmax, which is derived from a single voxel, 
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which has the greatest value within a given region. Other variants such as SUVmean or 

total lesion glycolysis are also being used [1]. 

 

3.2 PET data collection 

As discussed in the first review chapter, a detected PET event is referred to as a Line 

of Response (LOR), which joins the two crystal detector elements that detected the 

two 511 keV gamma-rays in coincidence. These lines can pass through the patient at 

different angles. 

 

It is most common that the positions of these LORs are stored in arrays that are 

referred to as a sinograms. A sinogram consists of a number of bins arranged in a 2-

dimensional array. One row within a sinogram represents the data collected from 

parallel LORs at a given angle, and will be referred to as radial offsets. The value 

contained in a bin represents the line integral, in the form of the ray transform [2], 

through a particular LOR through the patient. The radiotracer within a 2-dimensional 

transaxial plane in the patient consists of distribution A(x,y). The radial offset r of a 

sinogram bin that will be populated from a LOR at an angle θ  originating from 

position x and y is 

 

 r = x cosθ + y sin θ. (3.1)
 

Figure 3.2 shows the relation between LOR with different angles and the 

corresponding sinogram bin locations. 
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Figure 3.2 Top: Schematic to represent the relationship between LOR of different 

angles originating from a position that is radially offset by a distance r, as shown on 

the left, and the corresponding positions in a sinogram shown on the right. Bottom: 

an example sinogram obtained from the activity distribution shown. 

 

Each sinogram represents the coplanar LORs in a single transaxial plane through the 

patient, which are detected by a specific ring of detector elements. These are referred 

to as direct-plane sinograms. Additional coincidence events can occur between 

adjacent rings of detector elements are referred to as cross-plane sinograms. Direct-

plane and cross-plane sinograms are illustrated in Figure 3.3. Each sinogram 

therefore represents an imaging plane with a physical thickness of one half of the 

physical axial dimension of the detector elements within the ring. For example, on 

the Siemens Biograph mCT, each crystal element in the block assembly is 4 mm in 

the axial direction and so each transaxial imaging plane is 2 mm thick. There are 

(2N – 1) sinograms defined on a detector consisting of N detectors. 
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Figure 3.3 Examples of direct-plane sinograms (solid red lines), consisting of 

coincidence events between detectors 1 and 3 or 2 and 4, and cross-plane sinograms 

(green dashed line), consisting of coincidence events between detectors 1 and 4 or 2 

and 3 as shown by the two solid blue lines. Note that two LORs can contribute to the 

same cross-plane sinogram bin. 

 

3.2.1 3-dimensional data collection 

From the example shown in Figure 3.3, it follows that the number of events acquired 

in the cross-plane sinograms will be twice that acquired in the direct-plane 

sinograms. This is due to two possible LORs contributing to the same cross-plane 

sinogram bin. In early PET systems, coincidence events between detector rings 

spaced further apart in the axial direction were not allowed due to physical septa, 

usually tungsten, placed between detector rings [3]. Removing these septa allows for 

many more combinations of LORs with detectors over a greater axial separation as 

can be seen from Figure 3.4. This results in a significant increase in the overall 

sensitivity of the detector [3, 4]. The axial sensitivity profile changes from the 

oscillation between direct and cross plane sensitivity in 2D acquisition to a pyramid-

shaped profile peaking at the centre of the axial FOV (Figure 3.4). 
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Figure 3.4 Illustration of 2D data acquisition with inter-detector septa in place and 

3D data acquisition with septa removed with the relative differences in sensitivity 

shown the plot. 

 

3.2.2 Wholebody imaging 

The coverage of a patient from which coincidence events are acquired is defined by 

the axial FOV. On modern systems this is typically between 15 cm and 25 cm, with 

the axial FOV of the Biograph mCT being 21.6 cm [5]. This is insufficient to acquire 

data from the entire patient and so a wholebody PET acquisition is performed by 

moving the imaging bed, and hence patient, axially through the PET FOV. This is 

usually performed as a “step-and-shoot” technique where the bed stops at defined 

positions, which are referred to as bed positions. To achieve uniform image quality, 

it is necessary that the effective sensitivity is uniform across the patient. This is 

straightforward with 2D scanning as the axial sensitivity profile can be considered 

almost uniform whereas the pyramid-shaped 3D profile requires a substantial overlap 

of adjacent bed positions. The overlap between adjacent bed positions on the 

Biograph is a 43% of the axial FOV. 
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3.2.3 Time of flight data collection 

For the purpose of this review, it is most sensible to discuss the method employed by 

the Biograph mCT for TOF data acquisition. The TOF difference of arrival time of 

the two gamma-rays is binned into one of 13 contiguous timing bins that are 312 ps 

in temporal width [5], which translates to a spatial rebinning of 4.7 cm along the 

LOR. These timing bins take the form of sinograms and are referred to as TOF 

sinograms that are indexed relative to the central sinogram, which translates the point 

TOF differences for events at the midpoint of the LOR as illustrated in Figure 3.5. If 

perfect timing resolution is assumed, it follows that a point source at the centre of 

gantry will populate data into only the “0” TOF sinogram over the complete angular 

range of LORs. The timing resolution of the Biograph mCT is 530 ps [5] and so there 

is a probability that events will be binned into neighbouring TOF sinograms. An 

offset point source will contribute to various TOF sinogram bins according to the 

angle of LOR. The assignment of data into particular TOF sinograms is shown in 

Figure 3.5. 

 
Figure 3.5 Schematic showing the assignment of events arising from a radially offset 

location into TOF sinograms. The grey boxes represent which TOF sinogram that the 

LOR should be rebinned into. Assuming perfect timing resolution, the horizontal 

LOR, shown on the left, would be placed in the “+2” TOF sinogram whereas the 

vertical LOR would be placed in the “0” TOF sinogram. 

 

3.3 Data corrections 

For PET images to be a quantitatively accurate representation of the activity 

distribution within the patient, the physical and technical factors that degrade the 

image must be corrected for. The acquired sinograms consist of prompt coincidence 

events and are comprised of true coincidence events and contaminants in the form of 

random coincidences and scattered coincidences. These contaminants should be 
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removed or accounted for to produce a sinogram of true coincidences [6]. These true 

coincidences can then be corrected for the attenuation within the patient. 

 

3.3.1 Random coincidences 

Random coincidences occur when singles events from two unrelated annihilations 

are detected leading to an erroneous LOR. There is no spatial correlation to the 

random coincidences and so they contribute to a uniform background throughout the 

sinogram data [7]. From equation 2.4 in chapter 2, it can be seen that the random 

coincident rate for a given LOR can be estimated from the singles count rate of the 

individual detectors forming the LOR [8, 9].  

 

An alternative approach of estimating random coincidences is using a delayed 

coincidence window [10–12]. Here the detection times of one of the gamma-rays is 

delayed by an amount sufficient to prevent the detection of true and scattered events 

but short enough to prevent any redistribution of activity in the body. Provided that 

the temporal separation of the coincidence window and the delayed window is 

greater that the width of the coincidence timing window, coincidences between two 

singles, one from each window, must be random. By collecting coincidences 

between the two windows, a randoms sinogram is formed, which gives an estimation 

of the distribution of random coincidences within the prompt sinogram. 

 

The estimation of random coincidences from both methods follows Poisson statistics. 

The delayed technique results in an estimation of random coincidences that is 

considerably noisier than the estimate from singles rate due to substantially lower 

number of events [13, 14]. The process of subtracting the random sinograms from the 

prompt sinograms will inevitably increase the statistical noise in the resultant 

sinogram regardless of the method of estimating the random coincidences, leading to 

quantitative bias. The delayed estimation technique results in noisier corrected 

sinograms due to the noisier random sinograms [6, 15]. 

 

The technique of estimating random coincidences from the singles events rate 

requires knowledge of the singles event rate for each detector pair forming the LOR. 

This may not always be the case in systems that use block detector design, where the 

event rate may only be measured at the block level. An alternative method was later 
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proposed that employed a summation technique across a bank of detectors of the 

delayed coincidence measurements to produce an estimate of random coincidences 

with statistical noise comparable to that from the singles rate estimation [6]. This 

technique is known as a smoothed randoms technique and is the method used on the 

Siemens Biograph mCT. 

 

3.3.2 Scattered events 

Gamma-rays that undergo Compton scatter within the patient will change direction 

and lose an amount of energy according to the angle of scatter as shown by equation 

2.1. If both gamma-rays are detected by the detector ring, the LOR position will be 

incorrect. The removal of inter-plane septa in 2D data acquisition and move to 3D 

data acquisition means the impact of scattered gamma-rays becomes far more 

significant [16]. Like random coincidence events, an estimate of scattered events 

present in the prompt sinograms can be derived for correction. Following a 

correction for random coincidences, the prompt sinogram should consist of only true 

and scattered coincidence. There are three main techniques to correct for scattered 

gamma-rays: convolution, measurement by multiple energy windows and modelled. 

 

The convolution technique can be performed on the prompt sinograms and assumes 

that there is spatial correlation between the unscattered and scattered events within 

the prompt sinogram [16, 17]. A pre-determined scaling factor, referred to as the 

scatter fraction, is used to estimate the proportion of the scatter distribution to 

subtract from the prompt sinogram. 

 

The measurement technique of estimating the scatter component in the prompt 

sinograms can be performed using one or more additional scatter energy windows 

placed below the standard energy window used to collect the prompt coincidence 

events. If either one or both detected gamma-rays have an energy that falls within a 

scatter window, the measured LOR is classified as a scattered event. [18, 19]. There 

are two problems with this approach. Firstly, like the delayed random estimate 

technique, the scatter estimate is relatively noisy due to the Poisson nature of the 

data. Secondly, the spatial distribution of scattered events in the scatter window may 

not be form a reliable estimate of the spatial distribution of scattered events in the 

prompt window [20]. 
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The modelled technique has the scatter probability of gamma-rays taking into 

account the radionuclide distribution and the material in which gamma-rays are 

scattered [21–23]. The models by Ollinger at al and Watson et al are based on the 

assumption that only one of the gamma-ray pairs undergoes Compton scatter within 

the patient.  

 

With the knowledge of the LACs, the probability of scatter along a given LOR 

through a particular angle can be deduced from the Klein-Nishina formula, which 

describes the differential cross-section of scatter through a solid angle, Ω is [24]: 
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With the distribution for various gamma-ray energies shown in Figure 3.6. 

 

 
 

Figure 3.6 Distribution of scattering angle cross-section for different gamma-ray 

energies [25]. 
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These methods provide a noise-free estimation of the distribution of scattered within 

the prompt sinogram. The absolute magnitude of the scatter estimate needs to be 

scaled to match the prompt data. The method employed on the Biograph mCT uses a 

scaling factor deduced from events that have been measured outside the object 

boundary, referred to as the tails, determined by a CT image on modern PET/CT 

systems. These events by definition can only be scattered events if a randoms 

correction has been applied. Scaling using the tails requires co-registration between 

the PET and the CT data and artefacts can occur if this is not the case [26]. If the 

patient size is large, the number of events in the tails can be low and lead to 

suboptimal correction and alternative Monte Carlo methods of scaling have been 

suggested [27]. 

 

3.3.3 Attenuation 

Attenuation is the most significant degrading factor of PET data [28] and the level of 

attenuation for a LOR passing through a given thickness of matter can be calculated 

using equation 2.3. The attenuation of the LOR is independent of the position of the 

annihilation along the LOR. Therefore, if the attenuation along the LOR can be 

deduced it can be corrected for. This requires either knowledge of the LACs along 

the length of the LOR or a measurement of the attenuation of the LOR [29]. 

 

In objects of relatively uniform shape and density, such as the brain, the attenuation 

can be calculated by determining the object boundary from the sinogram data and 

assuming a single LAC. This allows the path lengths at various LOR angles to be 

calculated and hence attenuation can be deduced [30]. This approach breaks down in 

other body areas due to the non-uniform shape and range of LACs. 

 

Measurement of the LOR attenuation can be deduced from a transmission scan. This 

scan uses a gamma-ray emitting radioactive transmission source, which rotates 

around the patient with the quantity of gamma-rays being detected on the other side 

of the patient, usually by the PET detector itself. By comparing the quantity of 

transmission gamma-rays emerging from the patient with a blank scan – a 

transmission scan performed in air – the LOR attenuation can be deduced [31–33]. 

Typical transmission sources were long-lived positron-emitting radionuclides such as 

Ge-68 [31, 32, 34], using the 511 keV gamma-rays or Cs-137, which is a single 
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gamma-ray emitter with energy of 662 keV [35]. If the bins in the emission and 

transmission sinograms are aligned the PET emission sinogram can simply be 

corrected for attenuation by dividing by the transmission sinogram [36]. 

 

The introduction of PET/CT, with a CT image that was co-registered with the PET 

image, provided a means of determining the LACs along the LOR. This alleviated 

the requirement to measure the gamma-ray attenuation using rotating radioactive 

source [37]. The voxel values in the CT image, in Hounsfield Units, are converted to 

a map of LACs for 511 keV gamma-rays using a bi-linear look-up table [38]. 

 

3.3.4 Normalisation 

Ideally, the coincidence detection efficiency in the detector ring would be identical 

for all LORs so that exposing the detector to a uniform source of radioactivity would 

produce the same event rate on each and every detector pair. However, factors such 

as manufacturing imperfections, gamma-ray energy, electronic drift of the PMT 

output, singles event count rate and the angle of incidence of the gamma-ray will 

introduce a variation in the intrinsic efficiency of individual crystals. Consequently, 

there are variations in efficiency for an angular span of LORs between one common 

crystal on one side of the detector and opposing crystal that are in coincidence [39]. 

The coincidence detection efficiency of a given LOR is the product of the intrinsic 

efficiencies of the two crystals that detect each gamma-ray and a geometric factor, 

which is dependent on the solid angle between the detector pair and the radial offset 

of the LOR [39–41].  

 

A common method to assess the variation in LOR efficiency is to acquire data from a 

uniform radioactive source such as a plane source that is rotated [40] or cylinder  

placed at the centre of the FOV [42]. The count rate, Rij, for a given LOR formed 

from two detectors is [40] 

 

 Rij = AεiεjGij (3.3)
 

where A is the activity that the detectors i and j are exposed to, εi and εj are the 

intrinsic efficiencies detectors i and j respectively and Gij is the geometric efficiency 

between the two detectors. Events are collected for each LOR and the variation in the 



 83

number of events collected is used to correct for the differences in efficiency. This is 

known as direct normalisation. 

 

The introduction of 3D data acquisition introduced difficulties with direct 

normalisation. The main issues being the need to acquire data for many more LORs, 

which required a long image acquisition, and the substantial dead-time effects from 

the increased sensitivity compared with 2D acquisition [43]. In addition, systems 

may apply on-line compression of the acquired data such that several LORs populate 

a single sinogram bin. This compression may be variable depending on the particular 

acquisition parameters and complicates the normalisation process [39]. To address 

this, a component-based approach was proposed for normalisation. The model 

comprises of two primary components: the geometric efficiency and intrinsic 

detector efficiency [39, 43, 44]. The geometric efficiency is dependent on the scanner 

construction and temporally invariant factors for each LOR with the intrinsic detector 

efficiencies being subject to electronic drift. By modelling the normalisation 

components, the normalisation parameters for a given set of acquisition conditions 

and parameters can be extracted during the reconstruction process. However, as the 

intrinsic components need to be measured periodically, a measurement of a uniform 

source is required. 

 

3.3.5 Dead-time  

The concept of dead-time of a detection system is the difference in the observed 

count rate compared to what is expected for the given activity. Once an event has 

been detected, another cannot be detected in a given time interval – referred to as the 

dead-time interval [45]. For systems that do not suffer from dead-time effects, the 

observed count rate would follow a linear relationship with the activity that the 

detector is irradiated with. Due to the mechanisms involved in the detection process, 

which have a finite dead-time interval, this is not the case. As the rate of incident 

gamma-rays increases on the detectors, events can be lost due to dead-time and the 

observed count rate decreases from what is expected. For a crystal or block detector, 

the increasing count rate causes the loss of events through pulse pile-up. For 

coincidence events additional dead-time losses occur due to triple (or more) 

coincidence events where three (or more) gamma-rays are detected within the 

coincidence timing window [46]. There are two models that can describe the 



 84

observed dead-time effects: non-paralysable and paralysable [47]. A non-

paralysable has a fixed dead-time interval after the detection of one event and hence 

has a maximum permissible counting rate based upon this interval. The observed 

count-rate plateaus to this maximum permissible rate as the irradiation activity 

increases. A paralysable requires successive events to arrive at time intervals of at 

least the dead-time interval and the interval time begins again with each detected 

event. The observed count-rate is shown to reach a maximum count-rate and then 

reduce as the irradiation activity continues to increase. Studies on dead-time in PET 

systems have demonstrated a non-paralysable behaviour [46, 48]. Dead-time can be 

assessed by recording the observed count rate of a phantom as it decays and this 

information is stored. For a given count-rate, the dead-time losses can be determined 

and the correction can be included as part of the normalisation correction [39]. 

 

3.4 Image reconstruction 

For simplicity, it is useful to start by considering a 2-dimensional reconstruction 

process of a single transaxial image representing the continuous radiotracer 

distribution A(x,y) within the patient. A reconstructed transaxial image will consist of 

an array of discrete voxels in x and y directions. A single row in a sinogram contains 

line integrals with a discrete spacing of r for a given projection angle θ. It follows 

that the reconstruction process will populate the voxels with the values from the 

sinogram bins. There are two classifications of reconstruction techniques: analytical, 

which involve executing a formula to estimate the image data from the acquired data 

and iterative, which repeatedly re-estimates the image data from the projection data 

and a current image estimate, often in order to solve an optimisation problem. 

 

3.5 Analytical reconstruction 

3.5.1 Backprojection 

Mathematically, the process of backprojection is the adjoint of the process by which 

sinogram bins are populated by line integrals of LORs. The process translates the 

values from sinograms (referred to as projection space) into the transaxial image 

plane (referred to as image space). Since there is no positional information to 

determine the location of the positron-electron annihilation along the LOR, one 

approach is to spread the values in each sinogram bin evenly along a line of voxels 
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that correspond to the LOR location. This is repeated using the data from all 

projection angles, as shown in Figure 3.7. 

 

 
 

Figure 3.7 A schematic showing how the distribution of activity (top image) only 

becomes evident as backprojection of data is performed over the full 180 degree 

angular range.  

 

3.5.2 Filtered backprojection (FBP) 

As can be seen from Figure 3.7, the process of backprojection gives a fairly poor 

approximation of the radiotracer distribution as the image is degraded by low 

frequency radial blurring artefacts. This is resolved by applying a ramp filter [49] to 

each sinogram row in the radial offset direction before they are back-projected. This 

filter has a modulation transfer function which is a ramp filter and increases in 

amplitude proportionally with the absolute value of the spatial frequency as shown in 

Figure 3.8. The process of applying this filter usually takes advantage of the 

convolution theorem whereby the discrete Fourier transform of the sinogram data in 

the radial offset direction is multiplied by the ramp filter in frequency space before 

the inverse discrete Fourier transform in the radial offset direction is used to create 

filtered sinogram data. This filtered sinogram is then back-projected as described 

above. 
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Figure 3.8 A schematic representation of the ramp filter shown in the frequency 

domain. 

 

This process is known as filtered-backprojection (FBP). The ramp filter reduces the 

low frequencies in the reconstructed image but amplifies the high spatial frequency 

components; this is manifested in the image as restoring areas of sharp contrast as 

can be seen in Figure 3.9. However the magnification of high frequencies also 

magnifies noise in the projection data and with typical numbers of events that are 

acquired in clinical imaging, the high frequency noise is so dominant that the images 

are not useful without modification. To reduce the high-frequency noise, the 

modulation transfer function is modified by combining with a low-pass filter to 

reduce the high frequency amplitudes. This reduces the high frequency noise 

components but inevitably degrades the spatial resolution of the projections and 

hence resultant image (see Figure 3.9). 

 

 
Figure 3.9 Illustration of the application of the ramp filter to a backprojection (BP) 

image to produce a filtered backprojection (FBP) image. 
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3.6 Iterative reconstruction 

3.6.1 Maximum Likelihood Expectation Maximisation 

Iterative reconstruction iteratively updates an estimate of the image from an initial 

estimate with each update referred to as an iteration. The most common 

implementation is a statistical image reconstruction algorithm based upon Maximum 

Likelihood Expectation Maximisation (MLEM) [50, 51]. The aim of MLEM is to 

maximise the likelihood of an image that represents the radiotracer distribution given 

the data that have been acquired by the scanner. 

 

To appreciate the MLEM algorithm, it is necessary to appreciate the statistical nature 

of the data being estimated. The emission of radiation is a random event and can be 

accurately modelled using Poisson statistics. Given the Poisson nature of the 

radiotracer distribution, we assume that the number of positron-electron annihilations 

occurring within each voxel can be modelled by independent Poisson distributions 

with mean λj for the jth image voxel [50]. For a given voxel, the LORs will be emitted 

in all directions. Therefore, given the lack of 100% geometric enclosure of the 

detector around the patient, possible attenuation of one or both of the gamma-rays, 

and the possible failure of the system to detect both gamma-rays, the probability of 

detecting every LOR emitted is less than 1. It is useful to define a system matrix, 

which states the probability that a LOR emitted from the jth voxel in the image is 

detected by the system giving rise to the increment of the value in the ith bin of a 

sinogram [50] 

 

 Sij = P(emission from j | detection in i), (3.4)
 

Therefore, the counts in the ith sinogram bin arising from all image voxels j=1, j=2, 

j=3…j=N with intensities λ1, λ2 λ3…λN can be modelled as an independent Poisson 

distribution with mean Yi as 

 

 ∑=
j

jiji SY λ  (3.5)
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From this a log-likelihood function can be constructed as [50, 51]. 

 

 
∑ ∑

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+−=

i
i

j
jijii YSYYY !lnln),ln( λλ (3.6)

 

In MLEM equation 3.6 is maximized using the expectation maximisation algorithm. 

This results in the iterative algorithm: 
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where measured
iY is the measured counts in the ith sinogram bin. 

 

Implementation 

There are six steps to the MLEM algorithm: 

1. Start with an initial image estimate; 

2. Forward project the image estimate to estimate the measured data; 

3. Ratio the measured data with the estimated measured data; 

4. Back project the ratio to calculate an update image; 

5. Multiply this update image by the previous image estimate; 

6. Repeat from step 2. 

 

The first stage in the MLEM is to begin with an initial estimate of the radiotracer 

distribution. Given that the emission intensity from a given voxel cannot be negative, 

it is logical to use only positive values in this initial estimate, which is usually taken 

to be a uniform image such that voxel intensities λ1, λ2, λ3…λN in the estimated image 

are equal. From this estimate image, the estimated sinograms are created by forward 

projecting the voxel values in image space into projection space. Unlike FBP, where 

backprojection is a direct process, the process of forward and backward projecting in 

iterative reconstruction is done using the system matrix, S as given in equation 3.4.  
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For the nth iteration in the reconstruction loop, each bin in the estimated sinogram 
ny1

ny2
ny3 etc. can be expressed from the forward projection operation as 

 

 ∑=
j

n
jij

n
i Sy λ , (3.8)

 

where n
iy is the value of the ith bin in the estimated sinogram of the nth iteration, Sij is 

the corresponding element in the system matrix that defines the contribution of the jth 

voxel to the ith sinogram bin and n
jλ is the value of the jth voxel in the estimated 

image. For completeness, it can be seen that the adjoint of this process is the 

backward projection operation, which is written as 
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i

n
iij

n
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The system matrix can be composed of multiple factors, depending on the variant of 

MLEM that has been applied. In its most basic form, the system matrix comprises 

solely of the geometric probabilities that the angle and position of a given LOR 

originating from a voxel will contribute to a given sinogram bin. In this case, the 

sinograms have had corrections (attenuation, random coincidences, scatter, 

normalisation) performed prior to the MLEM process and the process is referred to 

as unweighted MLEM [28]. The process of data corrections means that the values in 

these pre-corrected sinograms are no longer described by Poisson statistics which 

does not satisfy the assumption of the MLEM algorithm and results in errors within 

the images [52].  

 

For the purposes of this review, the focus will be on the Ordinary Poisson (OP) 

variant. In OP-MLEM, the system matrix is composed of the geometric, attenuation 

and normalisation component such that 

 

 Sij = GijAiNi (3.10)
 

where Gij is the geometric probability that the angle and position of the given LOR, 

originating from the jth voxel, will correspond to the ith sinogram bin; Ai is the 

probability that both gamma-rays are not lost through attenuation along the path 
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length of the LOR detected in the ith sinogram bin, (section 3.3.3) and Ni is 

probability that both gamma-rays are detected and is obtained from the detector 

normalisation (section 3.3.4) of the ith LOR. 

 

The estimated sinograms arising from equation 3.8 are compared with the measured 

sinogram data and the ratio n
iK of corresponding bins is obtained. The values in the 

estimated sinogram bins y1, y2, y3…yN are intended to represent the true coincidence 

events that would give rise to the image. However, the measured sinogram data are 

the prompt events and are true coincidence events contaminated with random 

coincidence events and scattered events. As described in sections 3.3.2 and 3.3.3, it is 

possible to generate sinogram data that represents scattered LORs or random 

coincidence LORs. In FBP reconstructions, these scatter and random sinograms are 

subtracted from prompt sinograms prior to reconstruction. This not only destroys the 

Poisson nature of sinograms but can result in negative values, which can destabilise 

the MLEM algorithm. The scattered and random coincidence sinograms are 

independent from the estimated true sinograms and hence can be added [52] as such 
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where ri and si are the values of the ith bins in the measured or modelled random 

coincidence and scattered event sinograms respectively. If one starts with an image 

estimate that contains only positive values in all voxels, it can be seen here that these 

ratios will always be positive. These ratios in projection space are then back-

projected into image space using the system matrix to obtain an array of update 

coefficients for voxels in the estimated image and is sometimes referred to as the 

update image. The update coefficient, n
jC , for the jth voxel, is 
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These update image coefficients are used to update the jth voxel in the estimated 

image, for j=1, j=2, j=3…j=N, as such: 

 

 n
j

n
j

n
j C⋅=+ λλ 1 . (3.13)

 

Every update coefficient will be positive, and hence the voxel values in the 

reconstructed image will also all be positive. This non-negativity is consistent with 

the Poisson nature of the tracer distribution being estimated [53]. 

 

As the number of iterations increase, so does the likelihood that the estimated image 

is a true representation of the radiotracer distribution within the patient. This process 

of the estimated distribution becoming closer to the actual distribution is known as 

convergence. 

 

Images reconstructed with MLEM have been shown to contain less noise, with a 

limited number of image updates, than those reconstructed with FBP [50]. Firstly, 

there is no need to apply the ramp filter and so there is no inherent noise 

amplification. Expanding this, it is known that the variance in an image reconstructed 

with FBP is uniformly distributed [54] and hence in areas the areas of low intensity 

in the image have low signal-to-noise ratio. The noise properties of the MLEM are 

far more complex but can be approximated to the voxel variance being 

approximately proportional to the magnitude of voxel intensity [53, 54] and hence 

areas of lower intensity have lower noise. 

 

The second, and arguably more significant, advantage over analytical approaches is 

the ability to include information about the physics of gamma-ray measurement. This 

can include attenuation, scatter and the geometric response of the system. Analytical 

approaches assume that the line integrals are 1-dimensional with all LORs having 

equal probability of detection [39] when in reality the LORs arise between two 

detectors of finite size and so a LOR represents a volume between the detectors. 

 

Iterative methods are not without disadvantages. They are computationally more 

demanding; the need to perform both forward and backprojection effectively doubles 

the number of operations performed compared with FBP. The system matrix will 
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rarely contain sufficient data to perfectly model the system response and so the 

forward and backward projection operations will place data in erroneous locations, 

which is manifested as noise [56–58]. Combining the non-complete system matrix 

with the discretization of data into voxels and forcing the algorithm to produce data 

that agrees with the noisy nature of the measured data, the problem is ill-conditioned 

[53]. As a result, image noise is seen to increase with increasing numbers of 

iterations such that an image that has converged, using MLEM, to the most likely 

solution will in reality be of very little use due to the prohibitively high degree of 

noise in the reconstructed image [56, 59]. There are three main mitigating strategies 

that may be used. The first is to stop the reconstruction process at a number of 

iterations before convergence is reached but the degree of noise is acceptable. The 

consequence of this approach is that quantitative accuracy of the image is 

compromised. The second is to perform a greater number of iterations, and then 

apply a low-pass filter (initially referred to as sieves) to reduce the high spatial 

frequency noise in the reconstructed image [56]. The consequence of this approach is 

that spatial resolution is reduced in the same way as it is for FBP with the low-pass 

filter. The final approach is to suppress the amplification of noise during the 

reconstruction process by constraining the update by including a penalty term in 

update term in equation 3.12. This shall be discussed in detail later in this review. 

 

While the clinical usefulness of MLEM by way of improved noise suppression is 

clear, the quantitative accuracy is a more complex issue. Comparisons between the 

quantitative accuracy of images reconstruction with FBP and MLEM have been 

performed [60–62]. Findings from these studies demonstrated that several hundred to 

one thousand reconstruction updates to the reconstructed image were required to 

obtain comparable quantitative performance with FBP, particularly for small objects. 

In clinical imaging it is not uncommon for the number of image updates to be in the 

range of approximately 40 to 60 during reconstruction. This is usually also combined 

with a low-pass smoothing filter and this would suggest that convergence of the 

reconstruction is rarely achieved in clinical imaging. The limiting factors are 

reconstruction times but mainly the need to constrain the noise in the image to a 

degree that allows for acceptable interpretation of the images. 
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3.6.2 Ordered Subset Expectation Maximisation 

The slow convergence rate of MLEM requires many updates to reach an acceptable 

solution and this limits its appeal in routine imaging where there is a need to produce 

good quality images in a short time. In 1994, an alternative accelerated form of the 

MLEM algorithm was proposed by Hudson and Larkin [63]. This method, known as 

Ordered Subset Expectation Maximisation (OSEM), is probably one of the single 

most important developments in image reconstruction and made routine use of 

iterative reconstruction a reality. It is by far the most commonly used algorithm 

employed on PET scanners. 

 

MLEM and OSEM differ by the number of times that the reconstructed image 

estimate is updated per reconstruction iteration. In MLEM, the forward and 

backprojection operations are performed for all projection angles to form the update 

image that is multiplied with the previous image estimate. On the Biograph mCT, 

there are 168 discrete angular steps in the sinograms over the 180 degrees of data 

acquisition [5] and so the algorithm must perform 336 projection operations (168 

forward and 168 backward) before the image is updated. OSEM divides the number 

of projection angles into groups called subsets. Now the reconstructed image 

estimate is updated after forward and backprojecting each subset. The completion of 

one iteration is defined when all subsets, and hence all projection angles, have been 

used. For OSEM with 24 subsets, as used clinically on the Biograph, the same 168-

angle data translates to seven projection angles per subset and so only 14 projection 

operations are performed before the image is updated. The computation required by 

both MLEM and OSEM to complete a single iteration is essentially the same but the 

image is updated more than once per iteration with OSEM and the process is 

accelerated notably. The total number of updates of the reconstructed image estimate 

is the product of the number of iterations and the number of subsets. Hence images 

produced by OSEM reconstructions employing 2 iterations & 24 subsets, 4 iterations 

& 12 subsets or 6 iterations & 8 subsets will appear very similar visually [63]. 

 

Technically, the maximum number of subsets is equal to the number of discrete 

projection angles. However, it is has been shown that with high numbers of subsets 

and noisy projection data can result in a less accurate image estimate when the 

ground truth of the underlying activity distribution is known [63]. A phantom-based 
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lesion detection study performed on a Biograph mCT showed that lesion detection 

performance reduced for high numbers of subsets [64]. In routine use, the choice of 

both iterations and subsets is chosen based on the pragmatic considerations that make 

up an efficient clinical imaging service: obtaining suitable quality images in a 

reasonable time frame. 

 

3.6.3 Resolution modelling 

Traditionally, the geometric aspect of the system matrix is equivalent to FBP in that 

it assumes that the projection of a LOR from a given voxel is a line integral to a 

sinogram bin that corresponds to the crystal block element that the gamma-ray is 

incident on. As discussed in chapter 2, there are several factors that degrade the 

positioning of the LOR, such as depth-of-interaction effects, inter-crystal scatter and 

gamma-ray acolinearity. These factors are neglected by the line integral method. The 

result is a degradation of radial spatial resolution that worsens with increasing radial 

offset due primarily to depth-of-interaction effects. This is illustrated for the example 

of point source in Figure 3.10. 

 
Figure 3.10 Illustration of the degradation of radial spatial resolution due to depth-

of-interaction crystal penetration and inter-crystal scatter for a block detector of four 

crystals. The image on the left shows the incident LOR in black. The blue line 

illustrates un-scattered crystal penetration due to insufficient path length in the 

incident crystal while the red lines illustrate inter-crystal scatter. The degree of 

greyscale on each crystal is an indication of the proportion of events registered in 

each crystal after collecting multiple instances of the given LOR. The image on the 

right shows an illustration of the image formed by backprojection of the data from 

each crystal element. 
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To resolve this issue, the concept of resolution modelling can be employed, which 

involves the incorporation of the geometric response of the system into the system 

matrix. This has been proposed by several groups [58, 65, 66]. One method used to 

establish the resolution model was to acquire data of a point source at a high number 

of positions throughout the field of view [58, 67] and measure the system response. 

Due to limitations of data storage, it was not feasible to store the measured point 

spread response data for all the acquired positions and so a two-component model 

was established based upon a limited set of the measurements. The first component 

describes the shape and extent of the radial point spread response and consists of two 

half-Gaussian distributions with differing widths such that the half-Gaussian on the 

inner side of the point source has a greater width due to crystal depth of interaction 

effects. The second component describes how the point spread function varies across 

the field of view. This model of the point spread response is then incorporated into 

the system matrix. The benefits of resolution modelling include an improvement in 

spatial resolution of the reconstructed image, which results in better contrast 

recovery of both cold and hot focal areas [66, 67]. The improvements in spatial 

resolution as a result of resolution modelling improve the visualisation of small 

objects and hence have been shown to improve detection of small lesions [68]. 

 

Resolution modelling requires a greater degree of richness within the system matrix. 

This results in voxels in the reconstructed image contributing to more sinogram bins 

during forward projection and vice-versa during backprojection. This gives rise to an 

increased level of correlation of near-neighbouring voxels within the reconstructed 

image [66]. A consequence is that the spatial variance of voxel values in the 

reconstructed image, generally perceived visually as high frequency noise, is 

reduced. This is reinforced by the different rates of convergence of high frequency 

(i.e. noise) components of the image with and without resolution modelling. With 

resolution modelling, convergence is slower for high frequencies than without 

resolution modelling and hence when using typical clinical reconstruction 

parameters, the high frequency components are more apparent without resolution 

modelling [69]. 

 

There are several potential disadvantages to resolution modelling. The first and most 

significant is Gibbs artefacts. This artefact causes an overshoot at boundaries of 
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differing activity concentrations and gives rise to an edge-enhancement [57, 61, 70]. 

Possible suggested causes of the Gibbs artefact include an overestimation of the 

width of the point spread function that is incorporated into the system matrix 

compared with the true point spread function of the system. An alternative 

explanation is that the high frequency components that are lost during the image 

acquisition cannot be truly recovered during the reconstruction [57]. This can lead to 

a positive bias in activity concentration measurements for small areas of high activity 

concentration. There is also a certain size of object where the two overshoot artefacts 

constructively interfere and cause a more substantial positive bias [70]. Traditionally 

SUV, in particular SUVmax, has a monotonic response with the size of object [71], 

that reporting clinicians have been accustomed to for many years. The use of 

resolution modelling removes this relationship [66], as shown by Figure 3.11, which 

can cause difficulty with SUV interpretation.  

 
Figure 3.11 Schematic illustration of the Gibbs artefact that is a consequence of 

iterative reconstruction with resolution modelling (RM). The image on the left 

represents a profile through two objects of differing sizes. The larger object shows 

the two Gibbs overshoot artefacts separated at the object boundary. The smaller 

object shows the two Gibbs overshoot artefacts overlying and hence constructively 

interfering. The dashed grey line shows the true activity concentration. The 

schematic plot on the right shows how the maximum voxel value in an object is 

related the object size and in particular how the application of RM removes the 

monotonic relation between the two [66, 70]. 

 

Alternative SUV variants to SUVmax have been suggested, particularly in therapy 

monitoring, such as SUVpeak [72]. This variant of SUV is derived from the mean 

value of voxels encompassed by a 1 ml spherical region and was proposed 
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specifically for use in assessment of response to cancer therapy which will be 

performed over two or more PET scans. With the use of region-mean metrics there is 

a need to appreciate their variability. This is quantified by ensemble variance (EV), 

which is the variance of these region-mean measurements over a number of replicate 

images. A further and more disputed disadvantage to resolution modelling is its 

impact on EV. For small regions, the increased voxel correlation due to resolution 

modelling has been suggested to increase the EV [73], making it a less favourable 

choice of reconstruction for such clinical tasks [74]. 

 

3.6.4 Maximum A Posteriori (MAP) algorithms 

As stated, the number of image updates for either MLEM or OSEM required to 

obtain convergence is at least several hundred [62]. The OSEM algorithm accelerates 

this convergence by reducing the number of required iterations but the number of 

updates remains unchanged. The visual image quality is degraded by noise and so 

convergence is not usually reached and instead, the process is terminated early to 

control noise. This is performed at the expense of quantitative accuracy. 

Alternatively, more updates can be performed and the final image is smoothed at the 

expense of resolution, but again it is rare that convergence is achieved. One strategy 

is to include a penalty function during the update process of the MLEM/OSEM 

equation. Put simply, the penalty factor acts to reduce the magnitude of the update 

coefficients such that equation 3.12 is modified to become 
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where β is a weighting factor and Φ is a particular function, referred to as a prior, 

which is derived from the voxels within the image. The prior is usually derived from 

the absolute or relative differences of a voxel with its near-neighbours. A high 

difference could be indicative of noise and would increase the magnitude of the 

prior, reducing (or penalizing) the amount of change applied to the voxel. The prior 

is usually determined from the image estimation of the previous iteration and this is 

referred to as a one-step-late technique [75]. Strictly, there is no right or wrong form 

of this prior function and several have been proposed [75–77]. 
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The only commercial implementation of a MAP reconstruction algorithm is from 

GE, referred to as Q.Clear, which is a penalized OSEM algorithm that uses a relative 

difference prior function [77] as the penalty. Initial reports of this algorithm 

demonstrate substantial improvements in signal-to-noise compared with conventional 

OSEM algorithms [78, 79]. Like resolution modelling the changes to quantitative 

FDG uptake measurements, in particular SUVmax, in clinical PET pose a challenge to 

the community. Algorithms that include a prior term are usually referred to as having 

regularisation. 

 

3.6.5 Time of flight reconstruction 

TOF PET can be implemented using traditional analytical methods or iterative 

methods. In analytical methods, the backprojection operator is weighted according to 

the positional uncertainly along the LOR that is ascertained from the TOF difference 

that has been measured. This technique has been referred to as confidence weighting 

[80]. A comparison of performance between FBP-TOF with confidence weighted 

backprojection and MLEM with TOF reported superior results, by way of reduced 

voxel variance, with the MLEM algorithm [81]. For the purposes of this review, the 

focus shall remain on TOF as part of iterative reconstruction (OSEM) and, in 

particular, the method implemented on the Siemens Biograph mCT. 

 

It has been stated that for TOF acquisition on the Biograph mCT, the LORs are 

binned into one of 13 TOF sinograms according to the measured TOF difference of 

the two gamma-rays. The temporal widths of the bins are 312 ps and the scanner has 

a quoted FWHM timing resolution of 530 ps [5]. The process of forward and 

backprojection is similar to non-TOF OSEM but an additional probability term is 

defined, based on TOF difference that is independent to the traditional geometric 

system matrix that is used for forward and backprojection. This probability function 

is referred to as the Time Spread Function (TSF) [82]. The reconstructed image 

estimate is forward projected into each TOF sinogram (t=1, t=2…t=13), by a 

weighting according to the TSF, and compared with the measured data in each TOF 

sinogram.  
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Therefore equation 3.8 is modified to contain the term Tijt, which is the probability of 

a LOR originating from voxel j with a given angle contributing to a given TOF 

sinogram: 

 

 ∑⋅=
j

n
jijijt

n
it STy λ , (3.15)

 

where n
ity  is now the value of the ith bin in the estimated tth TOF sinogram. Revisiting 

the diagram in figure 2.4, if we assume that the horizontal LOR corresponds to 

sinogram bin A and the vertical LOR corresponds to sinogram bin B, it follows that 

the TAjt will be greatest for t = +2 TOF sinogram and TBjt will be greatest for t = 0 

TOF sinogram. The process continues along the same principle as standard OSEM 

such that the sinogram bin ratios of the acquired data in each TOF sinogram 

compared with each of the corresponding estimated TOF sinograms are determined 

as. 
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Finally, the update image coefficients are calculated by projecting the data from all 

of the TOF sinograms using the TSF probability.  
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Given that the number of forward and backprojection operations to perform has now 

increased 13-fold, it is clear that the reconstruction process takes considerably longer 

and involves considerably greater degrees of computer memory to process. On the 

Biograph mCT at CMUH, reconstruction using TOF information does take longer 

but the overhead is not as severe as one may expect. A non-TOF and TOF 

reconstruction of an image acquired from one single bed position with three 

iterations takes 45 and 70 seconds respectively. 
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Abstract. Standardized Uptake Value measurements from FDG PET images are 

routinely used for staging and monitoring response to therapy. New iterative 

reconstruction algorithms that include point spread function modeling and time of 

flight have been shown to improve image voxel signal to noise. This study aims to 

characterize the impact of these algorithms on the activity concentration accuracy 

and variability of three commonly used uptake measurement techniques. Replicate 

PET/CT images were acquired of the NEMA image quality phantom, with three 

different sphere-to-background activity concentration ratios. Images were 

reconstructed with conventional OSEM iterative reconstruction, OSEM with point 

spread function (PSF) modeling and OSEM with combined PSF modeling and time 

of flight (TOF) and two post-filters were used. Maximum, mean and peak activity 

concentrations in each sphere were measured mimicking SUV methods used 

clinically for tumors. Substantial benefits were seen for SUVmax measures with 

OSEM+PSF or PSF+TOF compared with OSEM: firstly considerable reduction in 

the dependency of recovery on sphere size and secondly a marked reduction of 

measurement variability. These improvements were also noted for SUVpeak but were 

far less pronounced than those seen in SUVmax, which highlighted the more robust 

nature of SUVpeak measurement technique.  

 

I. Introduction 

Semi-quantitative uptake measurements of [18F]fluoro-deoxyglucose (FDG) are 

commonplace in oncology PET/CT imaging. The most frequent measure of FDG 

uptake in tumors being the Standardized Uptake Value (SUV)1. Several volumetric 

methods can be used to produce SUVs characterizing tumors with the most 
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frequently used being SUVmax
2, which is derived from the maximum voxel usually 

within a 3D volume of interest (VOI) delineating the tumor extent. Other methods 

compute the mean of all voxels within a VOI, typically defined with an isocontour 

corresponding to a particular percentage of SUVmax. Recently the SUVpeak metric was 

proposed for use in monitoring response to therapy2. SUVpeak is computed as the 

maximum of the mean intensities within a set of 1.0 ml spherical VOI centered at 

voxels within the tumor volume.  

 

In combination with the pattern of FDG uptake, SUV is used to support 

discrimination between benign and malignant lesions3–5, and changes in SUV are 

used to assess response to therapy2,6. For both applications it is desirable that SUVs 

have a low dependency on uncontrollable factors such as lesion size and contrast but 

perhaps the most important factor is high precision, ensuring good consistency of 

SUVs. 

 

Despite being the most common uptake measure, SUVmax has been shown to be more 

susceptible to positive bias in phantom measurements than other SUV methods with 

voxel averaging – particular as the size of object increases7. In patient studies, it has 

also been shown to perform worse in reproducibility studies than alternative SUV 

methods8–9 and recently, it has been shown that SUVpeak offers improved 

reproducibility than SUVmax
10. Phantom studies using multiple replicate images have 

demonstrated that the variability of maximum voxel (activity concentration) AC 

measurements (analogous with SUVmax) is greater than AC measurements with voxel 

averaging11–13. All of these studies have been derived from images reconstructed 

with either filtered backprojection or “conventional” iterative reconstruction 

algorithms – that is, algorithms that do not include point spread function (PSF) 

modeling or time of flight (TOF), which are now commercially available.  

 

The accuracy and variability of AC measurements is dependent on the levels of 

statistical noise within the images7,11–13. The inclusion of PSF modeling in iterative 

reconstruction compared with non-PSF reconstruction has been shown to produce 

lower voxel variance measured in a uniform phantom background when matched and 

low numbers of iterations typical of clinical scans are used14–16. This may reduce the 

variability and likelihood of positive bias in AC measurements but it has been 
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demonstrated that PSF modeling can produce overshoot artifacts at object 

boundaries16–18. The impact of these artifacts on clinical uptake measures has yet to 

be quantified by other studies. It has long been understood that inclusion of TOF 

improves image voxel signal to noise ratio19, and this has been demonstrated in 

phantom and patient studies20–23.  

 

Several studies have presented contrast recovery results using the NEMA image 

quality (IQ) phantom24 for images with PSF modeling and/or TOF 

reconstruction15,20–22,25–27. These studies were performed according to the NEMA 

Standard24 and, as such, did not explore a wide range of object contrasts or clinically 

relevant AC measurement techniques. 

 

PSF and TOF-based reconstruction algorithms have been shown to significantly 

increase SUVs in patient studies28–31 with average increases of SUVmax being up to 

50%. Despite this, no studies to date have investigated the effect of these advanced 

iterative reconstruction algorithms on accuracy and variability in phantoms where the 

ground truth AC is known. This work aims to bring together several key areas of 

investigation that, to our knowledge, have not yet been performed as a single body of 

work. These are 1) comparing PSF modeling and TOF reconstruction separately on a 

common dataset; 2) comparing a range of clinically relevant contrasts not previously 

reported; 3) expanding measures of AC from those based on the NEMA protocol to 

include clinically relevant measures analogous to SUVmax and SUVpeak and 4) 

measuring both the accuracy and precision of these measurements for all algorithms 

through several independent acquisitions. The intention is to provide guidance to 

allow controllable factors – reconstruction parameters and measurement technique – 

to be chosen to minimize the dependence of SUV on the uncontrollable factors, 

enabling appropriate interpretation of SUVs for clinical data. 

 

II. Materials and methods 

II.A PET Scanner 

The scanner used in this study was a Biograph mCT with 64 slice CT (Siemens 

Healthcare). The scanner acquires in 3D mode only and includes an extended axial 

field of view of 21.6 cm (TrueV) which is covered by four rings of detector blocks, 

each containing 13 × 13 LSO crystal arrays of size 4 mm × 4 mm × 20 mm. The 
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iterative reconstruction algorithms available on the scanner are 3D Ordinary Poisson 

Ordered Subset Expectation Maximization (3D-OP-OSEM), 3D-OP-OSEM that 

incorporates PSF modeling14 (HD⋅PET) and 3D-OP-OSEM that incorporates PSF 

modeling combined with TOF (UltraHD⋅PET). The timing resolution of the scanner 

for TOF is specified as 550 ps. A performance assessment of this scanner has been 

recently published27. 

 

II.B Image acquisition and reconstruction 

A NEMA IQ phantom (PTW, Freiberg, Germany), containing six spheres of 10, 13, 

17, 22, 28 and 37 mm internal diameter, was filled with 18F with a background AC of 

5.2 kBq/ml. All six spheres were filled with 18F at contrast ratios of 2:1, 4:1 and 8:1 

relative to the background. The phantom was positioned such that the plane through 

the center of the six spheres was at the center of the PET axial field of view and the 

center of the lung insert was at the center of the transaxial field of view. A one-hour 

listmode acquisition was performed for each different phantom concentration ratio. 

The listmode data were divided into ten replicate sinograms each consisting of 6.0 × 

107 net true coincidences, by performing a gated reconstruction using a regular ECG 

gating trigger from an ECG simulator. The number of counts was selected based on 

NEMA Standard. 

 

Sinograms were reconstructed using the standard 3D-OP-OSEM (OSEM), 3D-OP-

OSEM with PSF modeling (OSEM+PSF) and 3D-OP-OSEM with combined PSF 

modeling and TOF (OSEM+PSF+TOF). Standard reconstruction parameters were 1 

to 12 iterations, 24 subsets for OSEM and OSEM+PSF, 21 subsets for 

OSEM+PSF+TOF and a 256×256 image matrix giving voxel dimensions of 3.2 mm 

× 3.2 mm × 2.0 mm. Each image consisted of 109 transaxial slices. Two different 

Gaussian post-filters, either 2 mm or 5 mm FWHM, were applied to the images. To 

summarize, the combination of parameters is as follows: 3 contrast ratios × 3 

reconstruction algorithms × 2 post-filters × 12 iterations × 10 replicates per iteration 

= 2160 images produced and analyzed. 
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II.C Activity concentration measurements 

All reconstructed images were processed offline in Matlab (The MathWorks, 

Massachusetts, USA) using processing routines developed in-house. For each sphere, 

maximum, peak and mean uptake values were calculated. For the maximum uptake 

measure, a 3D spherical VOI, equal in diameter to each sphere, was centered on the 

sphere and the maximum voxel value within the VOI was reported as “max-AC”. For 

the peak uptake measure, a 1.0 ml spherical VOI (1.24 cm diameter) was centered 

over each voxel within each sphere. The mean of those voxels included within this 

1.0 ml VOI was found. The max over the set of 1 ml VOIs was reported as “peak-

AC”. To illustrate the differences in these clinical values from that defined in the 

NEMA Standard, a third measure was made with a 2D circular region of interest, 

equal in diameter to each sphere, centered over the sphere and placed on the 

transaxial image slice that bisected all six spheres. The mean of all voxels within the 

ROI was reported as “mean-AC”. As the true AC in the spheres is known, the uptake 

measurements were normalized to this true AC. This recovery measure is an 

idealized surrogate of the clinical SUV and has the advantage of providing a direct 

measure of the accuracy of the uptake measurement. 

 

II.D Determination of accuracy and variability 

To determine the accuracy of the AC values for each of the six individual spheres 

and three AC metrics described above, the mean AC measurement over the 10 

replicate images was calculated and expressed as a percentage of the true AC. 

 

To determine the variability of the AC values for each of the six individual spheres 

and three AC metrics, the coefficient of variation (COV) calculated from the mean 

and standard deviation of the AC values over the 10 replicate images. 

 

To demonstrate the dependency of the AC values on the size of the sphere, the COV 

over the six individual mean sphere AC measurements was determined. A larger 

COV demonstrated a greater dependency of AC measurement on the sphere size. 
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III. Results 

III.A Visual assessment of images 

Figure 1(a) shows the transaxial PET images through the center of spheres in the 

three different contrast phantoms for 3 iterations of each reconstruction algorithm 

and a 2 mm post-filter. In a simple review of the images at 8:1 contrast, all six 

spheres are easily visualized by the authors with any algorithm. At 4:1 contrast, the 

smallest (10 mm) sphere can still be seen with OSEM, but its extent is not as well 

defined as with OSEM+PSF or OSEM+PSF+TOF reconstruction. At the lowest 2:1 

contrast, the smallest sphere can just been seen in only OSEM+PSF+TOF images. 

With OSEM+PSF reconstruction, the second smallest (13 mm) sphere can just be 

seen whereas with OSEM reconstruction, it is much harder to visualize the spheres 

and only the larger four spheres can be seen.  

 

The image noise characteristics are very different with OSEM+PSF and 

OSEM+PSF+TOF compared with OSEM reconstruction. The noise in the 

OSEM+PSF and OSEM+PSF+TOF images appears more correlated with less high 

spatial frequency variations in the background region compared with the OSEM 

images. This is attributed to the inclusion of PSF modeling and has been reported 

previously16. Figure 1(b) illustrates the presence of edge artifacts on the spheres 

when PSF modeling is used. On the larger three spheres, these can be seen but on the 

17 and 13 mm spheres, the artefact overlaps and, in the case of the 13 mm sphere, 

appears to combine to increase the intensity of the sphere. 
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Figure 1. (a) Transaxial PET images through the center of the six spheres in the IQ phantom after 

three iterations of each reconstruction algorithm and 2 mm post-filter for the three contrast levels and 

three reconstruction algorithms examined. The white circle in the center of the phantom is the lung 

insert. The upper and lower window/level values have been set equally on all images. (b) Image of 

spheres from 8:1 phantom using OSEM and OSEM+PSF reconstruction. The window levels have 

been set to illustrate the presence of edge artifacts on the larger spheres. 

 

 

III.B Impact of reconstruction algorithm  

Due to the large quantities of data produced in this study, and the clinical prevalence 

of SUVmax, the max-AC data will be used as the reference when showing the impact 

of reconstruction and sphere contrast as SUVmax is the most common clinical uptake 

measure. 

 

III.B.1 Measurement accuracy 

Max-AC recovery plots for the 8:1 phantom are shown in Figure 2. Max-AC 

increases monotonically with iterations for all algorithms with the 2 mm post-filter 

but not for the 5 mm post-filter. With the 2 mm post-filter, there is positive bias in all 

spheres for >2 iterations and >1 iteration of OSEM+PSF and OSEM+PSF+TOF 

respectively. Recovery with OSEM is lower than OSEM+PSF or OSEM+PSF+TOF 

in the smaller two spheres for >1 iteration with the 2 mm post-filter. As the sphere 

size increases, max-AC with OSEM increases, producing the greatest positive bias 
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across all reconstructions for the 22 mm to 37 mm spheres. Negative bias is seen in 

the smaller spheres particularly with OSEM, a 5 mm filter and when only a single 

iteration is used. 
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Figure 2. Max-AC recovery for each of the six spheres filled in the 8:1 phantom. 

Data points are derived from the mean of the measurements from the 10 image 

replicates and error bars represent the standard deviation from the 10 measurements. 

Each plot shows the results from the three reconstruction algorithms (color) and with 

a 2 mm (solid points) and 5 mm (hollow points) FWHM post-filter. To allow easier 

visualization of the error bars, the OSEM data have been offset to the left of each 

iteration point and the OSEM+PSF+TOF data have been offset to the right of each 

iteration point. 
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III.B.2 Measurement variability 

As is shown from the error bars in Figure 2, variability is lower with the 5 mm post-

filter than the 2 mm post-filter for all algorithms. Variability in the three smallest 

spheres is greatest with OSEM for any number of iterations and either post-filter. For 

< 4 iterations, the differences of COV for OSEM with a 5 mm post-filter are 

relatively modest compared with OSEM+PSF+TOF with a 2 mm filter. This 

illustrates that the inherent lower image noise of OSEM+PSF+TOF and results in the 

ability to use less post-filtering with minimal impact on SUV variability. 

 

III.B.3 Dependency on sphere size 

The reconstruction parameters that minimize the dependency of max-AC on sphere 

size (by minimizing the COV over the six spheres) are shown in Table I. As contrast 

increases, fewer iterations are required for all algorithms to minimize the dependency 

on size. 

 

Table I. Reconstruction parameters (number of iterations, from 1–12, and post-filter 

FWHM of either 2 mm or 5 mm) to give minimum dependency of max-AC on 

sphere size as quantified by the coefficient of variation values across the six spheres 

(optimal value in brackets). 

 

 Sphere-to-background concentration 
Algorithm 2:1 4:1 8:1 
OSEM 12i + 5 mm 4i + 2 mm (22%) 2i + 2 mm (17%)
OSEM+PSF 12i + 5 mm 8i + 2 mm (12%) 5i + 2 mm (1.6%) 
OSEM+PSF+TOF 12i + 5 mm 7i + 2 mm (5.3%) 3i + 2 mm (2.2%) 

 

Max-AC for each sphere and contrast using the parameters in Table I are shown in 

Figure 3. The plots show that OSEM+PSF and OSEM+PSF+TOF can be used to 

substantially reduce the dependency of max-AC on sphere size compared with 

OSEM, particularly for the higher contrast cases. Despite OSEM+PSF offering the 

least dependency on sphere size (COV of 1.6% for 8:1 contrast), five iterations are 

required, compared with three using OSEM+PSF+TOF, and the variability on the 

AC values is greater (error bars in Figure 3). 

 



 120

 
Figure 3. Max-AC values where the reconstruction parameters are set to minimize 

the variation of recovery across the different sphere sizes. Data are shown for 2:1 

(left), 4:1 (center) and 8:1 (right) sphere-to-background concentration ratio. The 

parameters are different for each contrast ratio and are shown in the legend of each 

plot. The error bars indicate the standard deviation, obtained from the 10 replicate 

images, of the percentage recovery. 

 

Despite this very low dependency on sphere size, the 8:1 measurements suffer from 

considerable positive bias (approximately 40% for OSEM+PSF+TOF 3 iterations, 

2 mm post-filter and 45% for OSEM+PSF 5 iterations, 2 mm post-filter). This bias is 

reduced with the 5 mm post-filter but, as shown in Figure 2, recovery of the smaller 

spheres is reduced, which has the effect of increasing the dependency of recovery on 

sphere size. 

 

 

III.C Comparison of AC measurement techniques 

III.C.1 Measurement accuracy 

Figure 4 shows recovery of the three AC measurements for the 10 mm and 37 mm 

sphere in the 8:1 phantom. A negative bias is seen for all mean-AC measurements for 

all sphere sizes and reconstruction algorithms and, as with max-AC, the mean-AC 

values are greater in the smallest sphere with OSEM+PSF and OSEM+PSF+TOF 

compared with OSEM. Mean-AC is seen to decrease as the sphere size reduces, 

which is most notable with OSEM which has the lowest values of the three 

algorithms for all sphere sizes at 8:1 contrast. Peak-AC is the most accurate of the 

measurement techniques in the four largest spheres. However, for the two smaller 
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spheres, peak-AC has the largest negative bias of the three techniques. The volume 

of the 10 mm and 13 mm spheres are 0.52 ml and 1.15 ml respectively so this bias is 

likely due to a combination of the inclusion of background voxels in the peak sphere 

VOI, and activity spill out from the edge voxels (i.e., partial volume effect).  
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Figure 4. AC recovery for the 10 mm sphere (left column) and 37 mm sphere (right 

column) filled with 8:1 sphere-to-background concentration ratio using max-AC (top 

row), mean-AC (middle row) and peak-AC (bottom row). Each plot shows the 

results from the three reconstruction algorithms and with a 2 mm and 5 mm FWHM 

post-filter. The error bars indicate the standard deviation, obtained from the 10 

replicate images, of the percentage recovery. The line types and x-axis offsets are as 

in figure 2. 
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III.C.2 Measurement variability 

Figure 5 shows the COV of the three AC measurements for the 10 mm and 37 mm 

spheres with 8:1 contrast. The plots show that variability of max-AC is the most 

sensitive to reconstruction algorithm and post-filter. Variability of the mean-AC and 

peak-AC is comparable for larger spheres with all reconstructions, iteration number 

and post-filters. In the smaller spheres, variability of mean-AC increased, particularly 

with minimal post-filtering. Variability of peak-AC was low at 2-3% and showed 

only modest dependency on sphere size, reconstruction algorithm or post-filter.  

 

 



 124

 
Figure 5. Coefficient of variation (COV) across image replicates of AC 

measurements for the 10 mm sphere (left column) and 37 mm sphere (right column) 

filled with 8:1 sphere-to-background concentration ratio using max-AC (top row), 

mean-AC (middle row) and peak-AC (bottom row). Each plot shows the results from 

the three reconstruction algorithms and with a 2 mm and 5 mm FWHM post-filter. 

The line types are as in Figure 2. 
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III.D Effect of sphere contrast 

III.D.1 Measurement accuracy 

Figure 6 shows the max-AC plots for the 10 mm and 37 mm spheres filled with the 

three different contrasts to the background. The plots show that at the 2:1 contrast 

with a 2 mm post-filter, max-AC is greatest with OSEM reconstruction compared 

with OSEM+PSF and OSEM+PSF+TOF, with a positive bias in nearly all cases. 

This is particularly evident as the sphere size increases, which has been shown 

previously7. There is a high dependence of max-AC on iteration number. For 

example, the max-AC for the 37 mm sphere with 2:1 contrast after 2 and 3 iterations 

of OSEM with a 2 mm post-filter was 180% and 220% respectively. By comparison, 

the equivalent recovery at 8:1 contrast was 140% and 160%. This number of 

iterations is within the range that is likely to be implemented clinically (in this 

institute, 3 iterations are standard). 

 

As the contrast increases, the positive bias in max-AC reduces with OSEM for all 

sphere sizes with a 2 mm post-filter. Max-AC for the 10 mm sphere using 

OSEM+PSF and OSEM+PSF+TOF and 2 mm post-filter increases as the contrast 

increases. With the 5 mm post-filter, max-AC for the 10 mm sphere is comparable at 

2:1 contrast and recovery with both OSEM+PSF and OSEM+PSF+TOF increases 

compared with OSEM as the contrast increases. It can be seen from the plot how, for 

all algorithms, the convergence rate of the 10 mm sphere increases as the sphere 

contrast increases. 

 

III.D.2 Measurement variability 

From the error bars on the plots in Figure 6, it can be seen that the lowest variability 

occurs at the highest contrast. For OSEM reconstruction, variability for 2:1 and 4:1 

contrast is comparable in the smaller spheres, while for the OSEM+PSF and 

OSEM+PSF+TOF, the variability is less at 4:1 contrast.. As has been shown in 

previous figures, the variability decreases for the larger FWHM post-filters in all 

three contrast levels. For a particular contrast and post-filter, variability was greatest 

with OSEM. 
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Figure 6. Max-AC for the 10 mm sphere (left column) and 37 mm sphere (right 

column) filled with 2:1 (top row), 4:1 (middle row) and 8:1 (bottom row) sphere-to-

background concentration ratio. Each plot shows the results from the three 

reconstruction algorithms and with a 2 mm and 5 mm FWHM post-filter. The error 

bars indicate the standard deviation, obtained from the 10 replicate images, of the 

percentage recovery. Note that the vertical scales for the 37 mm sphere plots are not 

the same as the 10 mm plots. The line types and x-axis offsets are as in Figure 2. 
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III.E Image quality with clinical settings 

To compare AC values using clinical parameters, Figure 7 shows recovery of the 

three AC measurements for this institution’s standard parameters for routine FDG 

scanning: OSEM with 3 iterations, 24 subsets and 5 mm post-filter against 

OSEM+PSF and OSEM+PSF+TOF with 3 iterations and 2 mm post-filter. We feel 

the 2 mm post-filter is more appropriate for the latter two reconstructions due to 

inherently better noise control by these algorithms. The plots show how max-AC is 

strongly dependent on sphere size with OSEM at all contrast ratios and positive bias 

increases substantially with OSEM as contrast is reduced. AC values are seen to 

decrease in the smaller spheres as the contrast is reduced when using OSEM+PSF 

and OSEM+PSF+TOF, but OSEM+PSF+TOF is least affected.  

 

Figure 7 shows that the mean-AC is much less dependent on reconstruction 

algorithm, sphere size and contrast than max-AC. The range of mean-AC for all 

contrasts and sphere sizes is between 41% (8:1 10 mm sphere, OSEM) and 90% (2:1 

37 mm sphere, OSEM+PSF+TOF) for all three algorithms compared with the max-

AC recovery range, which is from 57% (8:1 10 mm sphere, OSEM) to 156% (2:1 

37 mm sphere, OSEM+PSF+TOF). Mean-AC with OSEM still exhibits the greatest 

dependence on sphere size compared with OSEM+PSF or OSEM+PSF+TOF 

although the differences are less than with max-AC. The peak-AC dependency on 

sphere size is interesting in that there is the largest negative bias in the 10 mm and 

13 mm spheres of any measurement technique, but the bias for the four larger 

spheres (17 mm to 37 mm) is the smallest of any measurement technique. All 

measurements of these four larger spheres have a positive bias of typically 10% or 

less regardless of the post-filter FWHM. The negative bias in the smaller spheres is 

likely to be due to the inclusion of background voxels within the peak VOI and 

partial volume effect and consequently, the 2:1 contrast has the smallest negative 

bias for all three algorithms as the background voxels do not reduce the VOI mean 

by the same proportion as they do for the higher contrast ratios. Under close 

examination of the peak-AC measurements from the 17 mm to 37 mm spheres, it can 

be seen that, as with other techniques, OSEM is the most dependent on sphere size 

for all three contrast ratios. 
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The variability of all measurement techniques is seen to decrease as the contrast 

increases using any algorithm. Max-AC variability is greatest at three iterations for 

any particular algorithm. In the smaller spheres, variability is slightly greater in 

mean-AC than peak-AC, while for the larger spheres, there is very little difference in 

variability of mean-AC and peak-AC. Variability in the peak-AC measurements is 

less than 5% for all algorithms and contrasts with only a slight dependence on 

contrast ratio (variability decreasing with increasing contrast) and is very similar for 

all three reconstruction algorithms at any given contrast. 
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Figure 7. Activity concentration recovery for each sphere diameter after 3 iterations 

of each reconstruction algorithm with 2:1 (left column), 4:1 (center column) and 8:1 

(right column) sphere-to-background concentration ratios. Activity concentration is 

measured using max-AC (top row), mean-AC (middle row) and peak-AC (bottom 

row) methods. The error bars indicate the standard deviation, obtained from the 10 

replicate images, of the percentage recovery. 

 

IV. Discussion 

This work has demonstrated that, even though it is the most common measurement 

type, SUVmax will very rarely give an AC measurement that is accurate using typical 

reconstruction parameters used in the clinical environment unless the lesion is large 
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and high levels of post-filtering are applied. By its very nature of being obtained 

from the maximum value from a distribution of voxel values, it is susceptible to 

positive bias with noisy data. We have shown that very large positive biases in 

SUVmax are obtained with OSEM reconstruction, particularly as contrast decreases, 

unless substantial post-filtering is applied to the images. If this bias is suppressed 

with more post-filtering, this has the detrimental impact of increasing partial volume 

effect and therefore introducing or increasing a negative bias for small sphere sizes.  

This study has shown two major advantages of using OSEM+PSF or 

OSEM+PSF+TOF reconstruction over traditional OSEM for SUVmax: firstly the 

substantial reduction of partial volume effects for high contrast objects (Figure 3) 

and secondly, a considerable reduction of the variability of measurements (Figure 2). 

  

It was not possible to find a combination of reconstruction parameters that produced 

the ultimate goal for any of the measurement techniques – that is: recovery that was 

accurate with little or no dependence on the sphere size or contrast and with low 

variability. In light of this outcome, the next best solution is to tailor the 

reconstruction parameters and use an appropriate measurement technique to obtain 

the desired outcome. These possible outcomes and how to achieve them are 

described below. 

 

IV.A To minimize dependence on object size 

It has been shown that, for high contrast lesions, when using clinical reconstruction 

parameters, max-AC has the least dependency on the object size for the entire range 

of sphere sizes used in this study (Figure 7). OSEM+PSF+TOF is the most effective 

algorithm for this task as it achieves max-AC recovery that is almost independent of 

sphere size with realistic clinical parameters of 3 iterations and a 2 mm post-filter 

(Figure 3). If TOF is not available, then the next best option is to use OSEM+PSF, 

but more iterations are required to increase AC recovery in smaller spheres (Table I, 

Figure 3). While this may be a beneficial quality of the reconstruction, it should be 

remembered that the mean bias across all spheres was +40%. One clinical application 

that may benefit from this outcome is staging of small lung lesions, which are 

typically high contrast due to the low uptake in surrounding healthy lung tissue, with 

SUVs that traditionally suffer from negative bias due to partial volume effects due to 

their small size. As the sphere contrast reduced, it became increasingly difficult to 
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maintain this independence of recovery on sphere size. This would suggest that, in 

the application of therapy monitoring, where both lesion contrast and size are likely 

to change, it will not be possible to find a single set of reconstruction parameters that 

can be used with SUVmax to remove the influence of lesion size. However, in 

situations where lesion size can be seen to be approximately 20 mm or greater, 

SUVpeak is likely to provide recovery with dependency on size comparable with max 

uptake without experiencing the large positive bias produced by max uptake 

measurements (Figure 7). 

 

IV.B To achieve most accurate recovery 

Peak-AC has been shown to be the most accurate for the largest 4 spheres at any 

contrast (Figure 7) and is almost independent of post-filter or reconstruction 

algorithm (Figure 4). This accurate recovery cannot be achieved with the two 

smallest spheres as peak-AC had the greatest negative bias compared with either 

max-AC or mean-AC. This would suggest that in clinical cases where the diameter 

of the lesion is confidently known to be greater than approximately 20 mm, SUVpeak 

is a far more appropriate measure to use than SUVmax as its accuracy is excellent 

over a wide range of lesion contrasts. If, during therapy monitoring, the lesion is seen 

to shrink to less than 20 mm, then it is very likely that SUVpeak will begin to suffer 

from negative bias and therefore other factors, such as the change in tumor 

dimensions assessed by anatomical imaging, need to be considered by clinicians. 

While the quantitative advantages gained from using OSEM+PSF and 

OSEM+PSF+TOF for SUVpeak are small, the reduced dependency of this 

measurement on the reconstruction is a positive finding as it allows OSEM+PSF and 

OSEM+PSF+TOF to be used to improve visualization of small objects (Figure 1(a)) 

with a smaller impact on the SUVpeak measurements compared with SUVmax. It 

should also be noted that the presence of the Gibbs artifacts (Figure 1(b)) is likely to 

introduce positive bias, particularly in SUVmax. 

IV.C To achieve lowest variability 

 

Peak-AC has the lowest variability for a particular algorithm and post-filter in nearly 

all cases. As with the accuracy of peak measurements, there are only small gains to 

be obtained from using OSEM+PSF or OSEM+PSF+TOF over OSEM 

reconstruction. When used with OSEM+PSF+TOF reconstruction, peak-AC 
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measurements have variability that is almost independent of number of iterations for 

any sphere size even with small FWHM post-filters (Figure 5). This finding is 

certainly beneficial to therapy monitoring where, if the lesion size can be seen to not 

change – or at least not fall below 20 mm diameter, then using SUVpeak is preferable 

to SUVmax as it will give the greatest confidence of detecting a genuine change in 

uptake. 

 

If SUVpeak functionality is not available in a clinical setting, then it is most likely that 

SUVmax will be used instead. Variability of max-AC can be reduced by using 

OSEM+PSF+TOF and larger post-filters to the extent that for 8:1 sphere contrast, the 

variability of max-AC with OSEM+PSF+TOF and a 5 mm filter is almost 

comparable with peak-AC variability from images with OSEM+PSF+TOF and a 

2 mm filter (Figure 5). 

 

IV.D Summary of SUV measurements 

Improvements to SUVpeak measurements can still be achieved with OSEM+PSF or 

OSEM+PSF+TOF reconstruction compared with OSEM. It should also be noted that, 

while these improvements are far less appreciable than those seen with SUVmax 

measurements, the use of OSEM+PSF or OSEM+PSF+TOF reconstruction will have 

other advantages such as reduced image noise and better lesion visualization. 

 

This study has illustrated the considerable differences between the accuracy and 

variability of clinical uptake measurement techniques (maximum AC and peak AC) 

and the measurements made according to the NEMA Standard. The NEMA Standard 

states that quantitative performance is reported as contrast recovery of the spheres to 

background rather than explicitly stating the activity concentration within a sphere. 

However, the method of measuring the sphere activity concentration defined in the 

Standard would have a similar impact on contrast recovery measurements to the 

activity concentration measurements in this work. As a consequence, it is highly 

unlikely that quantitative performance testing made according to the NEMA method 

alone will fully illustrate the impact of various reconstruction algorithms on clinical 

SUV measurements in the clinical setting. 
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IV.E Limitations of this study 

As has been demonstrated previously, accuracy and variability of SUVs are 

dependent on the image noise7, 26, which increases with decreasing numbers of 

acquired counts in the images. To keep the number of experimental variables in this 

study to a manageable limit, it was decided to not vary the acquired counts. It has 

been shown recently that SUVpeak is less sensitive to varying image counts than 

SUVmax
10 but this study did not assess the impact of reconstructions with PSF 

modeling or TOF. Two studies have measured the robustness of SUVmax at varying 

image noise for OSEM+PSF+TOF reconstruction32 and OSEM+TOF26 but there has 

been no comparative assessment of multiple reconstruction algorithms in the 

presence of varying levels of image noise. It is also difficult to assess how findings 

from this work will translate to clinical imaging – particularly when patient 

movement is considered as this is expected to affect SUVs for small lesions. 

 

 

V. Conclusion 

OSEM+PSF and OSEM+PSF+TOF reconstruction have been shown to offer several 

advantages over OSEM when reporting either SUVmax or SUVpeak in a clinical 

environment – particularly for SUVmax. Small improvements with OSEM+PSF and 

OSEM+PSF+TOF were seen with SUVpeak measurements compared with OSEM, but 

the reduced dependence of SUVpeak on both controllable factors such as 

reconstruction algorithm, post-filter and number of iterations and uncontrollable 

factors such as object contrast highlight the promising future for this uptake 

measurement technique. Perhaps the most significant observation is that when using 

SUVmax there is no single combination of reconstruction parameters that will produce 

optimum images to meet the range of clinical aims – lesion detection and accurate 

quantification that has a low dependence of the uncontrollable factors of tumor size 

and contrast. 
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8. SUMMARY AND CONCLUSIONS 
The four pieces of work in this thesis have studied the impact of three advanced 

iterative reconstruction algorithms, OSEM with resolution modelling, OSEM with 

TOF and OSEM with combined resolution modelling and TOF. These three 

algorithms are commercially available on the Siemens Biograph mCT PET/CT 

system at CMUH. The performance of these three algorithms, from a quantitative 

accuracy and image quality perspective was compared against the standard OSEM 

algorithm that was used clinically on the scanner until mid-2014. From mid-2014, 

the department switched to OSEM with TOF as the default reconstruction algorithm 

for FDG oncology scanning based on outcomes from the work in this thesis. 

Reconstruction with FBP is available on the system but was not included as part of 

this project because it has never been used nor plans to be used clinically. As 

discussed in the introductory chapter of this thesis, the primary aim of the project 

was to evaluate the impact on quantification but the aims evolved to also take 

advantage of the observed gains in image quality to increase throughput on the 

PET/CT scanner. The findings of the work are summarised in the following two 

sections accordingly. 

 

8.1 Impact on quantification 

Due to the inability to apply TOF without resolution modelling at the time, the 

primary focus of the first paper was the use of resolution modelling. The work 

demonstrated the benefits of resolution modelling, particularly in small objects, with 

a notable increase of activity concentration recovery for the smaller spheres in the 

NEMA phantom. The change in noise structure due to increased voxel correlation 

was also evident, and resulted in a reduced voxel variance in the images. This 

reduced the variability of activity concentration metrics, with the most notable 

impact seen for SUVmax methods. It is also the likely cause for a reduction in the 

positive bias, when compared with OSEM, with SUVmax methods observed in the 

larger spheres and particularly at low contrast. The work illustrated the necessity of 

applying a moderate degree of post-reconstruction smoothing to images 

reconstructed with standard OSEM algorithms to avoid substantial positive bias and 

high variability of measurements. 
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The first paper also clearly demonstrated that SUVmax rarely provides an accurate 

measure of the true activity concentration and is particularly susceptible to positive 

bias, particularly at low contrast levels in images reconstructed with standard OSEM 

algorithms. The paper showed the benefits of alternative metrics such as SUVpeak that 

provide notably greater accuracy in larger lesions and reduced variability. However, 

a substantial negative bias was still observed with SUVpeak in the smaller objects. 

The calculation of SUVpeak can be considered as a convolution of the image data with 

a uniform spherical region of 1.0 ml in volume, which results in variability that 

shows very little dependence on reconstruction methods. Therefore it is likely that 

SUVpeak will be a more appropriate metric to use in place of SUVmax. The overall 

findings from the paper suggested that the benefits of SUVpeak will be greatest when 

combined with advanced reconstruction algorithms as the reduction in the degree of 

post-filtering may aid lesion visualisation combined with the reduced variability 

inherent with the metric. The adoption of alternative metrics may present a challenge 

due the ubiquitous use of SUVmax. 

 

The second piece of work that followed on from this work applied a subset of 

reconstruction parameters in clinical oncology imaging for lung cancer. The 

parameters for the reference reconstruction were those that were used routinely in the 

local imaging protocol for oncology. Parameters for the advanced reconstructions 

were selected to allow the two matching criteria to be achieved using pragmatic 

levels of post-filtering. For example, a very high degree of post-filtering would have 

been required to align quantification for resolution modelling images if high numbers 

of iterations were used, and hence findings would be of limited clinical relevance. 

Three uptake metrics, which have been reported for use in routine imaging, were 

evaluated under the two matching schemes. The use of post-filtering to match either 

image noise or SUVmax was seen to translate very well from the NEMA phantom to 

patient imaging. The notion of smoothing images that have been reconstructed with 

resolution modelling may seem counter-intuitive as the rationale for using this 

algorithm is to improve spatial resolution. The translation was slightly less successful 

with TOF image when trying to match SUVmax with a small positive bias seen in 

patient studies that was not observed in the phantom. As with the first paper, this 

second paper illustrated the significant impact that algorithms with resolution 

modelling had on quantification.  
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The main clinical implication from these two papers is that the locally adopted 

SUVmax thresholds, used in our department, for discriminating benign and malignant 

lesions cannot be applied when using reconstructions that include resolution 

modelling. 

 

The next paper aimed to exploit the observed reductions in image noise described in 

the second paper to allow reductions in administered activity or imaging time. The 

second paper demonstrated that the 4.8 mm FWHM post-filter applied to the TOF 

images aligned SUVmax with the non-TOF images, which had a 5.0 mm post-filter 

applied. When evaluated in the patient studies, this resulted in a slight positive bias 

of SUVmax measured in the TOF images compared with the non-TOF images. 

Therefore, for the third paper, the post-filter FWHM for the TOF images was 

increased to 5.0 mm. This resulted in no significant difference observed in lesion 

SUVmax for the TOF and non-TOF images. This conservation of lesion SUVmax 

allowed for a seamless transition to TOF reconstruction for the routine oncology 

imaging. 

 

The other factor to assess from the work is the impact of the advanced algorithms on 

the precision of uptake metrics. The first paper suggested that variability of SUVmax 

was reduced with resolution modelling, due to reduced voxel variance, while there 

seemed to be very little change on SUVpeak variability. The final paper aimed to 

focus in more detail on the impact of resolution modelling on the variability of 

region-based measurements – quantified by EV. The findings in the fourth paper 

provided encouraging results on estimating EV from a clinical image using 

covariance kernels derived from a uniform area of uptake. The notable finding of this 

work was that resolution modelling does not appear to introduce an undesirable 

increase of EV using reconstruction parameters that are used clinically. This is 

particularly relevant for SUVpeak, which may achieve more widespread adoption in 

the future. 

 

The use of reconstruction with resolution modelling raises a big challenge to PET/CT 

centres. The NHS PET/CT service contract [1] requires centres to perform a clinical 

audit that requires a minimum of 10% of scans to be re-reported by an independent 

clinician. Disagreement may occur between the two reports, particularly on lesions 
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where the SUV is considered borderline for malignancy. The views of the two 

clinicians may differ on the interpretation of SUVs from these lesions. The 

significant impact of resolution modelling on SUVmax demonstrated, particularly in 

small lesions, will exaggerate the problem as one clinician may be unfamiliar with 

the impact of the reconstruction. There are currently no studies that have aimed to 

reassess the use of FDG uptake for the purposes of discriminating benign from 

malignant disease. An additional risk in implementing resolution modelling is the 

requirement, also stated in the NHS contract, that all images must be transferred 

electronically to the referring clinician. These images may be open to mis-

interpretation if the referring clinician is not familiar with the resolution methods. 

 

8.2 Improvements in image quality 

There are increasing pressures on NHS hospitals, both to meet waiting time targets 

while also needing to save money and work more efficiently. Throughout 2016, 

negotiations have been on-going regarding the re-tender of the second phase of the 

national PET/CT scanning provision. The clinical service at CMUH, as part of the 

North West FDG Oncology Service, falls within the remit of these negotiations. As 

such there has been a growing need to demonstrate excellence of service.  

 

The work performed in the third paper of this thesis aimed to assess whether TOF 

could be used to refine the imaging protocol for FDG oncology at CMUH. The aims 

were to reduce either or both the administered radioactivity of the FDG and the 

scanning time on the scanner. Reducing the scanning time would hopefully allow 

greater throughput on the scanner. More scanning throughput would make it easier to 

comply with the existing service contract of a seven-day turnaround from PET/CT 

referral to a completed clinical report. Additional benefits would be increased 

revenue from performing a greater number of PET/CT scans and the ability to 

provide additional service to expanding potential clinical indications. 

 

The outcome of the work saw the adoption of OSEM with TOF reconstruction and a 

change to the local protocol, with all patients being prescribed 280 MBq instead of 

the 350 MBq or 400 MBq for patients with a body weight below and above 100 kg 

respectively. The scanning time per bed position for patients below 85 kg was 
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reduced from 2.5 minutes to 2.0 minutes. This translated to a total reduction in 

imaging time of 3.0 to 3.5 minutes for approximately half of all patients scanned. 

Since publication of the third paper in this thesis, follow-on work has been 

performed on the low-weight FDG patients. The theory of TOF suggests that the 

benefits of TOF, defined by an increase in image SNR, would diminish for smaller 

patients [2]. However, gains in SNR with TOF measured at our department suggest 

that there is very little relation with SNR gain and patient size, as seen in Figure 8.1, 

and this also includes two paediatric patients. 

 

 
 

Figure 8.1 Gains in image SNR measured in the livers of 88 patients that underwent 

standard FDG PET/CT oncology imaging at CMUH. 

 

Based on these measurements, the local imaging protocol was refined further, with 

the implementation of a weight-based scheme for the administered activity of FDG 

for patients up to a body weight of 80 kg. The work demonstrated that SUVmax was 

conserved with this new protocol compared with the initial protocol with non-TOF 

reconstruction. This work is currently unpublished but was presented at the 2015 

British Nuclear Medicine Society Annual Meeting [3]. 

 

The combination of the OSEM with TOF imaging protocol and the weight-based 

scheme was introduced at the start of 2015 and resulted in an increase of 100 

additional patients being scanned at CMUH each year while also reducing the 

median administered activity by 30% [4]. 

 



 182

8.3 Conclusions 

Advanced iterative reconstruction algorithms that include resolution modelling and 

TOF provide clear substantial benefits over standard iterative reconstruction 

algorithms in oncology PET/CT imaging. 

 

Resolution modelling improves visualisation of small objects and results in 

significant increases of uptake measurements, alongside a likely shift from the 

monotonic relation of uptake measurement and object size that clinicians have 

become used to over many years. This may pose a challenge when interpreting 

established uptake metrics and further work is required to determine whether these 

algorithms can improve diagnostic accuracy of lesion characterisation based on 

uptake measurements. 

 

The increased voxel correlation of resolution modelling reduces the voxel variance, 

which reduces the variability of SUVmax. The work here also suggests that it does not 

increase variability of region-based measures such as SUVpeak. Both of these 

outcomes are particularly beneficial when changes in uptake are used for assessing 

the response of lesions to cancer therapy. The reduced voxel variance may also 

facilitate either a reduction in administered activity and/or the scanning time. 

 

The implementation of TOF evaluated here has been shown to result in reductions of 

image noise that are relatively consistent across the patient population that has been 

evaluated. In addition the conservation of FDG uptake measurements, relative to 

non-TOF algorithms, is trivial to achieve. This makes the strong case that 

incorporation of TOF information in PET images should become standard practice 

where available. This has been the case since mid-2014 at the CMUH department. 
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Overall, the work in this thesis demonstrates that high accuracy of uptake metrics, 

particularly of SUVmax, is rarely achieved across a range of object sizes with any of 

the reconstruction algorithms. In clinical imaging, the importance of a truly accurate 

uptake metric is debatable. It may be better to suggest that one should strive for a 

combination of reconstruction parameters and appropriate uptake measures that 

achieve two aims: 

 

• to provide the highest ability to discriminate benign and malignant tissue with 

the most consistency; 

• to confidently identify a change in uptake when assessing response to 

therapy.  

 

The reduced variability achieved from both resolution modelling and TOF, as well as 

improved SNR, argue the case that both should be used routinely in clinical FDG 

imaging. The remaining challenge of implementing resolution modelling is to 

establish an understanding of uptake metrics. This is likely to require either a 

revalidation of existing metrics, when using both algorithms combined, against 

histological confirmation of malignancy or evaluation of alternative metrics such as 

SUVpeak or TLG that are not yet fully available for routine use. 
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9. FUTURE WORK AFTER PHD 
There are three pieces of work that naturally follow the progression of the work of 

this thesis.  

 

9.1 Correlation with lung nodule and lymph node histology 

To implement resolution modelling on a routine basis and maintain using FDG 

uptake metrics, it is essential to understand the clinical implication of changes to 

quantification. 

 

The work in this thesis from phantom and patient lung cancer studies has illustrated 

the impact of the algorithms with resolution modelling and TOF on SUV. The work 

on clinical data has used the standard technique as a reference and hence ground 

truth of lesion uptake was unknown. The aim of this follow-on work would be to 

deduce whether these algorithms can be used to improve the diagnostic accuracy of 

SUVmax (or other metrics) when differentiating benign and malignant lesions. 

 

The current NICE Guideline CG121 [1] for the diagnosis and management of lung 

cancer states the following with regards to the use of PET-CT in the management of 

lung cancer: 

 

• “Ensure all patients potentially suitable for treatment with curative intent are 

offered PET-CT before treatment.” 

 

It also states the following with regards to assessment of mediastinal lymph nodes: 

 

• “Evaluate PET-CT-positive mediastinal nodes by mediastinal sampling (except 

when there is definite distant metastatic disease or a high probability that N2/N3 

disease is metastatic [for example, if there is a chain of lymph nodes with high 

18F-deoxyglucose uptake]).” 

 

The key issue here is in the involvement of PET/CT in determining positive 

malignant lymph nodes. While this is performed mainly as a visual interpretation, 

there is a risk that small lesions that do not appear particularly FDG-avid, due to 
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partial volume effects, may be missed. As discussed, SUVmax is commonly used to 

support characterisation of lymph nodes but thresholds to suggest malignancy are 

based on historical data. In the early 1990s, one study demonstrated that no benign 

pulmonary lesions had a SUVmax of greater than 2.5 [2]. The use of this value 

became frequently used as a discriminator for malignancy [3, 4] and is still used in 

practice today. This is despite technological advances in PET/CT systems where 

changes in image quality and quantification may not necessarily mean that this is still 

appropriate, which has attracted criticism [5]. A later study comparing lymph node 

histology with FDG PET showed that the median SUVmax was greater in all lymph 

node locations when malignant disease was present but there was considerable 

crossover in SUVmax for malignant and non-malignant nodes [6]. A second study 

from the same institute [7] showed that SUVmax was significantly greater in 

malignant lymph nodes than non-malignant nodes and using ROC analysis 

demonstrated an optimal cut-off value of lymph node SUVmax of 5.3 (sensitivity 

91%; specificity 88%). A recent study with data acquired on a GE PET/CT system 

has demonstrated that the use of advanced reconstruction algorithms are likely to 

require higher thresholds for discrimination [8] compared with traditional iterative 

algorithms. The study compared images reconstructed with OSEM and TOF against 

Q.Clear, an algorithm with resolution modelling and regularisation. To date, there 

are no studies that have evaluated the need for revised thresholds for data acquired 

with resolution modelling and TOF on the Biograph mCT. 

 

The studies in this thesis have demonstrated the significant impact of the advanced 

reconstruction algorithms on quantification when compared with traditional 

algorithms. It follows that, if SUVmax is to continue being used in FDG PET, there is 

a need to establish new thresholds for differentiating benign and malignant lesions. 

Using standard algorithms without resolution modelling results in a monotonic 

relation of measured SUV and object size [9]. While a criticism of resolution 

modelling has been the impact on this monotonic response curve, the first paper in 

this thesis demonstrated that reconstruction parameters can be selected that result in a 

monotonic response albeit with a substantially reduced dependence on object size. 

 

During this PhD, a pilot audit was undertaken to establish the feasibility of 

correlating findings from histo-pathology for patients that had undergone a PET/CT 
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scan to evaluate the ease of correlating lesions and lymph nodes identified on PET 

scan with the histo-pathology findings. This work was performed retrospectively and 

illustrated the many challenges of such an investigation. Histo-pathology information 

was obtained from 21 primary tumours and 43 lymph nodes from 26 patients. For all 

primary tumours, the question of malignancy was not necessary and other factors 

such as cell type, such as adenocarcinoma or squamous cell carcinoma, were of 

interest. Unfortunately, such information was only available in samples from nine 

primary tumours. Only six lymph nodes showed positive malignancy and of these 

five could be correlated with the PET/CT image. The time between PET imaging and 

biopsy was typically at least one to two months and so disease progression could not 

be ruled out. The correlation of lymph nodes was particularly difficult due to the 

different conventions in the PET report and the surgical convention of defining 

lymph node location. This was especially problematic for nodes without disease, 

with no appreciable FDG uptake on the PET images, making it essentially impossible 

to locate the nodes. Due to the low dose CT acquisition and lack of CT contrast, 

locating nodes on the CT was also incredibly difficult. 

 

At Central Manchester University Hospitals, a service is being discussed to provide a 

“one-stop shop” solution for patients undergoing PET/CT for diagnosis and staging 

of lung cancer that are likely to go to surgery to have a biopsy guided by 

endobronchial ultrasound bronchoscopy. If the service is to be established, it offers 

an excellent opportunity to compare uptake FDG measurements from the PET with 

prompt histo-pathology findings. Images could be reconstructed with a range of 

reconstruction parameters with lesion uptake measured by a number of typical 

metrics such as SUVmax, SUVpeak and total lesion glycolysis with ROC analysis being 

performed to deduce the performance of each combination of reconstruction and 

uptake metric using the optimal cut-offs derived for each method. 

 

9.2 Continuation of development of extended NEMA phantom 

The first piece of work in this thesis evaluated the impact of resolution modelling 

and TOF on the quantification of the six spheres within the NEMA image quality 

phantom. The phantom consists of six spheres with diameters 10, 13, 17, 22, 28 and 

37 mm. The work demonstrated that, even with very low 2:1 contrast, the smallest 
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10 mm sphere could be visualised with combined RM and TOF reconstruction as 

shown in Figure 9.1.  

 

 
Figure 9.1 Images showing visualisation of spheres with various contrast in the 

NEMA image quality phantom using three different reconstructions algorithms.  

 

While the standardised NEMA-specification phantom is clearly an essential tool for 

comparison and standardisation of images across different PET scanners and sites, 

there is a need to explore the limitations of current and next generation PET 

scanners. During this PhD thesis a prototype phantom has been developed by Ian 

Armstrong and Heather Williams in collaboration with Leeds Test Objects. The 

phantom can be configured according to the NEMA specification but alternative 

configurations are possible. Firstly, two additional compartments can be placed 

around the standard NEMA phantom to provide an additional thickness of 5 cm. 

Secondly, the standard spheres can be replaced by smaller spheres of diameter 7, 10, 

13, 17, 22 and 28 mm. Preliminary data on a prototype showed that, when also using 

the phantom extension compartments, the 7 mm was just visible using combined RM 

and TOF reconstruction when filled with 8:1 contrast.  

 

The primary aim of this phantom is to explore the possible limits of PET scanners, 

focussing on improvements in scanner spatial resolution and the impact of TOF on 

larger objects. There may also be an opportunity to try and evaluate the feasibility of 
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harmonising quantification with advanced reconstructions across multiple vendors. 

This is particularly relevant as more and more new scanners are installed and centres 

wish to utilize the benefits of resolution modelling and TOF. 

 

In the UK, the National Cancer Research Institute (NCRI) provides a means of 

ensuring standardisation of recovery measurements for sites wishing to be enrolled in 

clinical trials within the UK. For accreditation, a centre is required to fill a NEMA 

phantom with F-18. The NCRI acceptance criteria for activity concentration recovery 

in each of the six spheres closely follow the specification set out by EARL, the 

research branch of the European Association of Nuclear Medicine [10]. A significant 

implication of this is that iterative reconstruction that uses resolution modelling falls 

outside the acceptable range as the recovery for the smaller spheres is greater than 

the upper bounds that are specified as acceptable. Given the clear benefits of 

advanced algorithms, there is an argument that standards should try to move towards 

incorporating these algorithms. A pilot study was performed during this PhD using 

standard NEMA data acquired on a GE PET/CT at Oxford University Hospitals and 

the Biograph mCT at CMUH. A range of reconstructions were performed on each 

system, all with resolution modelling [11]. The study suggested that the two 

manufacturers’ algorithms gave notably different performance in terms of recovery 

of activity concentration measurements in the six spheres of the NEMA phantom. 

 

Given that multiple copies of the prototype NEMA phantom are available in the 

department at CMUH, a potentially useful project may be to fill either all of one 

phantom or simply just the spheres with a long-lived isotope such as Ge-68, with a 

271 day half-life, in a resin form. This would provide a phantom that could be 

transported to various sites and compare performance of new PET scanners.  

 

9.3 Assessment of image quality with next-generation PET scanners 

9.3.1 Solid state PET detectors 

In late 2016, a GE SIGNA PET/MR will be installed at CMUH a part of the 

Dementias Platform UK grant. The PET detector uses Silicone Photomultipliers 

(SiPM) instead of traditional photomultiplier tubes and its performance represents a 

substantial change compared with the currently available scanners. There are two 

reasons for this: firstly the intrinsic sensitivity of the detector is approximately 
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23 cps/kBq [12], compared with the 9.7 cps/kBq sensitivity of the Biograph mCT 

[13] that is currently in the department; secondly the TOF timing resolution of the 

SiPM detector is quoted at approximately 390 ps [14] compared with the quoted 

530 ps of the Biograph mCT. These two factors suggest the SNR in the images from 

the SIGNA should be greater than those in the mCT and characterising this would be 

a useful exercise for protocol development. The role of PET/MR within the NHS is 

yet to be established and in the short-term, it is unlikely to replace PET/CT as a high-

throughput solution for routine oncology scanning based upon the currently common 

clinical indications. However, in summer 2016, at the Society of Nuclear Medicine 

and Molecular Imaging Annual Meeting, GE launched a PET/CT system with the 

same SiPM-based detector [15] and other manufacturers will likely follow suit as has 

been the case historically. Consequently, the characterisation of image quality gains 

from the SIGNA PET/MR at Manchester should be transferable to future-generation 

SiPM-based systems. The Biograph mCT is currently the most sensitive TOF-

capable PET/CT that is available commercially and so this comparison should 

indicate the progress due to technological advances. 

 

9.3.2 The evaluation of new reconstruction algorithms 

The GE SIGNA PET/MR system will also be available with the Q.Clear, which has 

been available since 2014, and consists of OSEM reconstruction with MAP 

regularisation to encourage image smoothness and suppress the noise propagation 

during the iterative reconstruction process. This has been shown to increase SNR for 

lesions by increasing the lesion SUV while reducing background noise [8, 16]. 

Currently, no comparison has been performed against the current best performance 

of the Biograph mCT. The first logical investigation should be a side-by-side 

assessment of the NEMA phantom on the two systems, taking a similar method as 

the first study in this thesis. 
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